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Abstract. We prove positive characteristic analogues of certain measure
rigidity theorems in characteristic zero. More specifically we give a classifi-
cation result for positive entropy measures on quotients of SLd and a clas-
sification of joinings for higher rank actions on simply connected absolutely
almost simple groups.

1. Introduction

Let G be a locally compact, second countable group and let Γ be a lattice in
G. Put X = G/Γ. A subset S ⊂ X is called homogeneous if there exists a closed
subgroup Σ < G and some x ∈ X such that Σx is closed and supports a Σ-invariant
probability measure. A probability measure µ on X is called homogeneous if suppµ
is homogeneous and µ is the Σ-invariant probability measure on suppµ.

Let A be a closed abelian subgroup of G. An A-invariant probability measure µ
on G/Γ will be called almost homogeneous if

(1.1) µ =

∫
A/A∩Σ

a∗ν da

where
(1) Σ ⊂ G is a closed subgroup such that A/A ∩ Σ is compact,
(2) ν is a homogeneous measure stabilized by Σ,
(3) da is the Haar probability measure on the group A/A ∩ Σ.

Let K be a global function field, i.e. a finite extension of the field of rational
functions in one variable over a finite field Fp. For any place w of K we let Kw

denote the completion of K at w, and let ow be the ring of integers in Kw. As in
the case of number fields, the field K embeds diagonally in the restricted product∏′
wKw. Given a place v we put

Ov = K ∩
∏
w 6=v

ow

to be the ring of v-integers in K.
For the rest of this paper we will assume that a place v of K is fixed and put

k := Kv, o := ov, and O := Ov.

Recall that we may and will identify k with Fq((θ−1)), the field of Laurent series
over the finite field Fq, after this identification we have o = Fq[[θ−1]], [38, Ch. 1].
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The most familiar case is when K = Fq(θ), the field rational functions in one
variable with coefficients in Fq. Then if we choose the valuation v coming from θ−1

we have Ov = Fq[θ] is the polynomial ring.

1.1. Positive entropy classification for measures on quotients of SLd. Let
G = SL(d, k) and let Γ < G be an inner type lattice in G. See §2.4 for the
definition and discussion of inner type lattices; as an explicit example the reader
may let Γ = SL(d,O). Let X := G/Γ. Furthermore, we let A be the full diagonal
subgroup of SL(d, k). Throughout the paper we always assume d > 2.

Given an A-invariant probability measure µ we let hµ(a) denote the measure
theoretic entropy of a ∈ A.

Theorem 1.1. Suppose µ is an A-invariant ergodic probability measure on X,
further assume that hµ(a) > 0 for some a ∈ A. Then µ is almost homogeneous.

We note that this is a positive characteristic analogue of the result of [11] by
A. Katok with the two first named authors.

The conclusion of Theorem 1.1 cannot be strenghtened to saying that µ is homo-
geneous. In fact, K = Fq(θ) has many subfields K ′ (without a bound on [K : K ′]),
defining k′ to be the closure of K ′ in k, one could take the measure ν to be the
Haar measure on the closed orbit ΣΓ for Σ = SL(d, k′), and µ could be as in (1.1)
since A/(A ∩ Σ) is compact.

1.2. Joining classification. Furstenberg [19] introduced the following notion in
1967 that has since become a central tool in ergodic theory. Suppose we are given
two measure preserving systems for a group S acting on Borel probability spaces
(Xi,mi) for i = 1, 2. A joining is a Borel probability measure µ on X1 ×X2 such
that the push-forwards satisfy (πi)∗µ = mi for i = 1, 2 and is invariant under
the diagonal action on X1 × X2, i.e. s.(x1, x2) = (s.x1, s.x2) for all s ∈ S and
(x1, x2) ∈ X1 ×X2.

We give a classification of ergodic joinings in the following setting. Let Gi be
connected, simply connected, absolutely almost simple groups defined over k for
i = 1, 2. Put Gi = Gi(k) and let Γi be a lattice in Gi and define Xi = Gi/Γi for
i = 1, 2. Denote by mi the Haar measure on Xi.

Let λi : G2
m → Gi be two algebraic homomorphisms with finite kernel defined

over k, and put Ai = λi(G
2
m). We define the notion of joining as above using these

monomorphisms.
Let A = {(λ1(t), λ2(t)) : t ∈ G2

m} and let A = A(k).

Theorem 1.2. Assume char(k) 6= 2, 3. Suppose that Gi, Ai, and Xi are as above
for i = 1, 2. Let µ be an ergodic joining of the action of Ai on (Xi,mi) for i = 1, 2.
Then µ is an algebraic joining. That is, one of the following holds

(1) µ = m1 ×m2 is the trivial joining, or
(2) µ is almost homogeneous, moreover, the group Σ appearing in the definition

of an almost homogeneous measure satisfies the following
• πi(Σ) = Gi for i = 1, 2, and
• ker(πi|Σ) is contained in the finite group Z(G1 ×G2) for i = 1, 2.

These results are a positive characteristic analogue of the work [13] (see also
[12] for stronger results in the zero characteristic setting) of the two first named
authors.
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It is also worth mentioning that even for joinings, in general, virtual homogeneity
can not be improved to homogeneity. Indeed, let k/k′ be a Galois extension of
degree 2 with the nontrivial Galois automorphism τ. Let G1 = G2 = SL3 and let
Γ1 = Γ and Γ2 = τ(Γ) for a lattice Γ ⊂ SL(3, k). Let λ1 = λ2 be the monomorphism
(t, s) 7→ diag

(
t, s, (ts)−1

)
. The measure ν could be the Haar measure on the closed

orbit Σ(Γ1 × Γ2) of Σ = {(g, τ(g)) : g ∈ SL(3, k)} and µ could be as in (1.1).

1.3. Main difference to the zero characteristic setting. We apply in this
paper the high entropy method that was developped in the zero characteristic set-
ting in a series of papers, see [9, 11, 10, 15], and for Theorem 1.1 also the low
entropy method, see [25, 11, 14]. These arguments use crucially leaf-wise measures
for the root subgroups (or more generally the coarse Lyapunov subgroups), which
are locally finite measures on unipotent subgroups.

Suppose we are able using the above tools to show the leafwise measures on the
coarse Lyapunov subgroups have some invariance. Then using Poincare recurrence
along A one can show the invariance group has arbitrarily large and arbitrarily
small elements. The key difference lies in the next step of the argument. In the zero
characteristic setting a closed subgroup of a unipotent group containing arbitrarily
small and arbitrarily large elements has to contain a one-parameter subgroup – and
hence the leafwise measures for the one-parameter subgroup have to be Haar which
gives unipotent invariance for the measure under consideration.

In the positive characteristic world this is very far from being true. In fact using
a fairly direct adaptation of the methods used in [11, 13] etc. one can find almost
surely an unbounded subgroup of a unipotent group that has positive Hausdorff
dimension which again preserves the leafwise measure. However, as there are un-
countably many such subgroups and since these may vary from one point to another
it is not clear how to continue from this by purely dynamical methods.

Decomposing the measure µ according to the Pinsker σ-algebra Pa (for some a ∈
A) we find a subgroup ofG that preserves the conditional measure on an atom for Pa
and has a semisimple Zariski closure. To classify such subgroups we use a result
of Pink [29] (see also [23] for related results by Larsen and Pink). This allows
us to deduce invariance under the group of points of a semisimple subgroup for
some local subfield. After this we use a measure classification result [28] by Alireza
Salehi-Golsefidy and the third named author (as a replacement of Ratner’s measure
classification theorem [32, 33] extended to the S-arithmetic setting by Ratner [33]
resp. Margulis and Tomanov [27]).

We note that analogues of the measure rigidity theorems of Ratner for general
unipotent flows in positive characteristic setting are not yet known. Some special
cases have been investigated, specifically the above mentioned paper [28] which is
used in our proof and the earlier paper [8].

Finally we note that ideally one would like to have a result similar to [16] in
the setting at hand. A general treatment as in [16] will likely require more subtle
algebraic considerations.

Acknowledgements. The authors would like to thank Alireza Salehi Golsefidy,
Michael Larsen, Shahar Mozes, Gopal Prasad, and Richard Pink for helpful con-
versations. The results of [28] are used in our work in an essential way, and we
thank Alireza Salehi Golsefidy for agreeing to present the results in that paper in
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a way that would be convenient for our purposes. We would also like to thank the
anonymous referees for their helpful comments.

2. Notation

2.1. Throughout, K denotes a global function field. We let v be a place in K,
fixed once and for all. Denote by O the ring of v-integers in K. Put k := Kv the
completion of K at v. Then k is identified with Fq((θ−1)), the field of Laurent series
over the finite field Fq where q is a power of the prime number p = char(K). We
denote by o the ring of integers in k. Then o = Fq[[θ−1]] and the maximal ideal m
in o equals θ−1o. The norm on k will be denoted by | · |v, or simply by | · |; note
that with our notation we have |θ|v > 1. With our normalizations logq(|r|) is the
v-valuation of r ∈ k.

Unless explicitly mentioned otherwise, a subfield k′ ⊂ k is always an infinite and
closed subfield of k; hence, k/k′ is a finite extension.

2.2. Let G be a connected, simply connected, semisimple k-algebraic group. Put
G = G(k). We always assume G is k-isotropic.

Fix a maximal k-split k-torus S of G. We will always assume that A = S in the
case of Theorem 1.1, and assume that Ai is contained in Si, for i = 1, 2, in the case
of Theorem 1.2.

Let kΦ denote the set of relative roots kΦ(S,G); this is a (possibly not reduced)
root system, see [2, Thm. 21.6]. Let kΦ± denote positive and negative roots with
respect to a fixed ordering on kΦ.

Recall from [2, Remark 2.17, Prop. 21.9, and Thm. 21.20] that for any α ∈ kΦ
there exists a unique affine k-split unipotent k-subgroup U(α) which is normalized
by ZG(S), the centralizer of S, and its Lie algebra is g(α) := gα + g2α. Here, as
usual, for a root β ∈ kΦ we let gβ be the subspace in the Lie algebra on which S
acts by the root β.

A subset Ψ ⊂ kΦ is said to be closed if α ∈ Ψ and 1
2α ∈ Φ implies 1

2α ∈ Ψ,
and α, β ∈ Ψ with α + β ∈ kΦ implies α + β ∈ Ψ. A subset Ψ ⊂ kΦ is said to be
positively closed if it is closed and is contained in kΦ+ for some ordering of the root
system. For any positively closed subset Ψ ⊂ kΦ there exists a unique affine k-split
unipotent k-subgroup UΨ which is normalized by ZG(S) and its Lie algebra is the
sum of {g(α) : α ∈ Ψ}. Moreover, UΨ is generated by {U(α) : α ∈ Ψ \ 2Ψ}, i.e. UΨ

is k-isomorphic as a k-variety to
∏
α∈Ψ\2Ψ U(α) where the product can be taken in

any order, [2, Prop. 21.9 and Thm. 21.20].
If Ψ = {α} and no multiple of α is a root, we simply write Uα for UΨ. We also

write UΨ = UΨ(k) for a positively closed subset Ψ ⊂ kΦ.
Given a subset E ⊂ G we let 〈E〉 denote the closed (in the Hausdorff topology)

group generated by E.
For each α ∈ kΦ we fix a collection of one parameter subgroups, {uα,i : 1 ≤

i ≤ dα} generating U(α) and define U(α)[R] to be the compact group generated by
{uα,i(r) : |r|v < R, 1 ≤ i ≤ dα}. For any positively closed Ψ ⊂ Φ we put

UΨ[R] = 〈{U(α)[R] : (α) ⊂ Ψ}〉
Given a ∈ A we put

(2.1) W±G (a) = {g ∈ G : limk→±∞ a−kgak = id}
to be the expanding (resp. contracting) horospherical subgroup corresponding to a.
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2.3. Let kΦ(A,G) denote the set of roots of A, i.e., the characters for the adjoint
action of A on the Lie algebra of G. We will say Ψ ⊂ kΦ(A,G) is positively closed
if

(2.2) {α ∈ Φ(S,G) : α|A ∈ Ψ}
is positively closed in the sense of §2.2, and set

VΨ :=
∏

α|A∈Ψ

U(α)

for any positively closed subset Ψ ⊂ kΦ(A,G). We also let VΨ denote the un-
derlying algebraic group. An important special case is when Ψ = [α] = {rα ∈
kΦ(A,G) : r > 0} for some α ∈ kΦ(A,G). In this case V[α] is called a coarse
Lyapunov subgroup.

2.4. Inner type lattices in SL(d, k). Recall that in Theorem 1.1 we assumed Γ is
an inner type lattice in SL(d, k); we recall the definition here. Let D be a division
algebra of dimension s2 over K and let B = Matr(D) be a central simple algebra
over K; we assume d = rs.

Let Ω be any field extension of K so that B ⊗K Ω ' Matd(Ω) – one can always
find a finite separable extension of K with this property. Define the reduced norm
NrdB : B → Ω of B by NrdB(g) := det(g ⊗ 1). Then NrdB(g) ∈ K for all g ∈ B
and NrdB(g) is independent of the choice of the splitting field Ω and the implicit
isomorphism which we fixed. More generally

(2.3) det(g ⊗ 1− ξid) ∈ K[ξ] for every g ∈ B,
see e.g. [7, §22].

We now use B to define a K-group which is isomorphic to SLd over the algebraic
closure K̄ of K. Fix a K-basis C for D and consider the (left) regular representation
ρ of D into Mats2(K), i.e. g ∈ D is sent to the matrix corresponding to y 7→ gy.
If we express ρ in the basis C, we get a system {f`(gij) = 0} of linear equations in
entries gij with coefficients in K that together define the image of ρ. We identify
Matrs2(K) with Matr(Mats2(K)) and let B′ be the subset of Matrs2(K) consisting
of elements gcdij for 1 ≤ i, j ≤ s2 and 1 ≤ c, d ≤ r satisfying {f`(gcdij ) = 0} for
all 1 ≤ c, d ≤ r. Then ρ identifies B and B′. Moreover, in view of the above
discussion on NrdB there exists a polynomial h with coefficients in K so that
NrdB(g) = h(ρ(gcd)) for all g ∈ B, see [36] and [30, Ch. 2] for a similar discussion
and construction.

For any K-algebra Υ define

SL1,B(Υ) := {g ∈ Matrs2(Υ) : f`(g
cd
ij ) = 0, h(gcdij ) = 1}.

If Ω is any field extension of K so that B ⊗K Ω ' Matd(Ω), then SL1,B(Ω) is
isomorphic to SL(d,Ω). In particular, SL1,B(K̄) is isomorphic to SL(d, K̄). A
group so defined is called an inner K-form of SLd.

Assume now that B is a a central simple algebra over K as above; further,
assume that it satisfies B ⊗K k ' Matd(k). For every place w of K define

SL1,B(ow) := SL1,B(Kw) ∩GLrs2(ow).

Recall that SL1,B(K) diagonally embeds in the restricted (with respect to SL1,B(ow))
product

∏′
w SL1,B(Kw). Put

(2.4) ΛB = {γ ∈ SL1,B(K) : γ ∈ SL1,B(ow) for all w 6= v}
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Then ΛB is a lattice in SL(d, k), see e.g. [26, Ch. I, §3].
We will call a subgroup Γ < SL(d, k) a lattice of inner type if there exists a

central simple algebra B over K so that Γ is commensurable to ΛB .

3. Preliminary results

3.1. Algebraic structure of compact subgroups of semisimple groups.
Given a variety M which is defined over k there are two topologies on M(k), the
set of k-points of M. Namely, the Zariski topology and the topology arising from
the local field k. We will refer to the latter as the Hausdorff topology.

The following theorems are very special cases of the work of Pink, [29], and will
play an important role in our study. Roughly speaking, they assert that compact
and Zariski dense subgroups of semsimple groups have an algebraic description.

Theorem A.1 (Cf. [29], Theorems 0.2 and 7.2). Suppose Q ⊂ SL(2, k) is a compact
and Zariski dense subgroup. Further, assume that

(3.1) Q = 〈{g ∈ Q : g is a unipotent element}〉,

Let k′′ be the closed field of quotients generated by {tr(ρ(g)) : g ∈ Q}, where ρ is
the unique irreducible subquotient of the adjoint representation of PGL2, and set

(3.2) k′ :=

{
k′′ if char(k) 6= 2,
{c : c2 ∈ k′′} if char(k) = 2.

.

Then, there is a k-isomorphism (unique up to unique isomorphism)

ϕ : SL2 ×k′ k → SL2

so that Q is an open subgroup of ϕ(SL(2, k′)).

Proof. Denote by Q̄ the image of Q under the natural map from SL2 to PGL2.
Then Q̄ is Zariski dense in PGL2.

By [29, Thm. 0.2], there exist
• a subfield k′ ⊂ k,
• an absolutely simple adjoint group L defined over k′, and
• a k-isogeny φ : L×k′ k → PGL2 whose derivative vanishes nowhere,

where k′ is unique, and L and φ are unique up to unique isomorphism, so that the
following hold.

• Q̄ ⊂ ϕ(L(k′)), see [29, Thm. 3.6],
• let L̃ denote the simply connected cover of L and let φ̃ be the induced

isogeny from L̃ ×k′ k to SL2. Then any compact subgroup Q′ ⊂ φ̃
(
L̃(k′)

)
which is Zariski dense and normalized by [Q̄, Q̄] is an open subgroup of
φ̃
(
L̃(k′)

)
, see [29, Thm. 7.2].

The fact that k′ can be taken as in (3.2) follows from the proof of [29, Prop. 0.6(a)],
see in particular [29, Prop. 3.14] – in particular, since we are dealing with groups
of type A1, we only need the exceptional definition of k′ in characteristic 2.

Moreover, [29, Prop. 1.6] implies that there are no non-standard isogenies for
groups of type A1. Hence, by [29, Thm. 1.7(b)], the isogeny φ above is an isomor-
phism.
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We now prove the other claims. First let us recall from [20, Thm. 2] that since
SL2 is simply connected, for every unipotent element u ∈ SL(2, k) there exists a
parabolic k-subgroup, P, of SL2 so that u ∈ Ru(P(k)). Hence, (3.1) implies that

(3.3) Q = 〈Q ∩Ru(P ) : P is a parabolic subgroup of SL(2, k)〉.

Let P be a parabolic subgroup so thatQ∩Ru(P ) 6= {1}. Let a be a diagonalizable
matrix in PSL(2, k) ⊂ PGL(2, k) whose conjugation action contracts Ru(P ). Then
a contracts φ(h) for any h ∈ L(k′) where φ(h) ∈ Ru(P ). Put a′ = φ−1(a), the above
implies that h can be contracted to identity using conjugation by a′. In particular,
h is a unipotent element.

In view of (3.1) and the above discussion L̃(k′) contains nontrivial unipotent
elements. Thus we get from [1, Cor. 3.8], see also [20], that L̃ is k′-isotropic. Since
L̃ is simply connected, and φ is an isomorphism we get L̃ = SL2.

Finally, using [26, Ch. I, Thm. 2.3.1], we have

Q∩Ru(P ) ⊂ φ̃
(
L̃(k′)

)
for any parabolic subgroup P of SL(2, k). Hence Q ⊂ φ̃

(
L̃(k′)

)
by (3.3). This

finishes the proof in case (a). �

For the second theorem we need some more terminology. By a linear algebraic
group G over k ⊕ k we mean G1

∐
G2 where each Gi is a linear algebraic group

over k. The adjoint representation of G on Lie(G) = Lie(G1)⊕Lie(G2) is the direct
sum of the adjoint representations of Gi on Lie(Gi), and the group of k⊕ k-points
of G is G(k ⊕ k) = G1(k)×G2(k).

Suppose G = G1

∐
G2 is a fiberwise absolutely almost simple, connected, sim-

ply connected k ⊕ k-group. Let ρ = (ρ1, ρ2) where ρi is the unique irreducible
subquotient of the adjoint representation of Gad

i , see [29, §1]. The trace tr(ρ(g))
for an element g = (g1, g2) in G(k ⊕ k) is defined by

tr(ρ(g)) = (tr(ρ1(g1)), tr(ρ2(g2))) ∈ k ⊕ k.

Given a subfield k′ ⊂ k and a continuous embedding τ : k′ → k of fields, we put

(3.4) ∆τ (k′) := {(c, τ(c)) : c ∈ k′}.

As in [29, pp. 16–17], by a semisimple subring k′′ ⊂ k ⊕ k we mean one of the
following
(k′′-1) k′′ = k1 ⊕ k2 where ki ⊂ k is a closed subfield for i = 1, 2, or
(k′′-2) k′′ = ∆τ (k′) for a subfield k′ ⊂ k and a continuous embedding τ : k′ → k.
If k′′ = ∆τ (k′) and H is a k′-group, we write, by abuse of notation, also H for

the corresponding τ(k′)-group as well as the ∆τ (k′)-group obtained from H. The
base change of H from ∆τ (k) to k ⊕ k is then defined by

H×∆τ (k′) (k ⊕ k) =
(
H×k′ k

)∐(
H×τ(k′) k

)
.

Theorem A.2 (Cf. [29], Theorems 0.2 and 7.2). Assume that char(k) 6= 2, 3, and
let Gi, i = 1, 2 be absolutely almost simple, connected, simply connected k-groups.
Let Q ⊂ G1(k) ×G2(k) be a compact subgroup so that πi(Q) is Zariski dense in
Gi for i = 1, 2. Further, assume that

(3.5) Q = 〈{g ∈ Q : g is a unipotent element}〉,
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Let k′′ ⊂ k ⊕ k be defined as follows.

(3.6) k′′ := the closed ring of quotients generated by {tr(ρ(g)) : g ∈ Q}.

Then one of the following holds.

(1) There are
(i) closed subfields ki ⊂ k so that k′′ = k1 ⊕ k2,
(ii) ki-groups Hi, and
(iii) k-isomorphism ϕi : Hi ×ki k → Gi,
so that Q contains an open subgroup of the form

Q1 ×Q2 ⊂ ϕ1

(
H1(k1)

)
× ϕ2

(
H2(k2)

)
.

(2) There are
(i′) a closed subfield k′ ⊂ k and a continuous embedding τ : k′ → k so that

k′′ = ∆τ (k′),
(ii′) a k′-group H, and
(iii′) a k ⊕ k-isomorphism ϕ : H×k′′ (k ⊕ k)→ G1

∐
G2,

so that Q is an open subgroup of ϕ(H(k′′)).

Moreover, k′′ is unique, and H and ϕ are unique up to unique isomorphisms.

Proof. Similar to Theorem A.1 these assertions are special cases of results in [29]
as we now explicate. Let Gad

i denote the adjoint form of Gi for i = 1, 2. Denote
by Q̄ the image of Q under the natural map from G1

∐
G2 to Gad

1

∐
Gad

2 . Then
πi(Q̄) is Zariski dense in Gad

i for i = 1, 2.
By [29, Thm. 0.2] we have the following. There exist

• a semisimple subring k′′ ⊂ k ⊕ k,
• a fiberwise absolutely simple adjoint group L defined over k′′, and
• a k ⊕ k-isogeny φ : L ×k′′ (k ⊕ k) → Gad

1 tGad
2 whose derivative vanishes

nowhere,

where k′′ is unique, and L and φ are unique up to unique isomorphism, so that the
following hold.

• Q̄ ⊂ φ(L(k′′)), see [29, Thm. 3.6],
• let L̃ denote the simply connected cover of L and let φ̃ be the induced

isogeny from L̃ ×k′′ (k ⊕ k) to G1 t G2. Then any compact subgroup
Q′ ⊂ φ̃

(
L̃(k′′)

)
which is fiberwise Zarsiki dense and normalized by [Q̄, Q̄]

is an open subgroup of φ̃
(
L̃(k′′)

)
, see [29, Thm. 7.2].

Recall our assumption that char(k) 6= 2, 3. Therefore, G1 and G2 have no non-
standard isogenies, see [29, Prop. 1.6]. This also implies that k′′ can be taken as
in (3.6), see [29, Prop. 3.13 and Prop. 3.14]. Moreover, by [29, Thm. 1.7(b)], the
isogeny φ above is an isomorphism.

The above discussion thus implies that if k′′ = ∆τ (k′), see (k′′-2), then (i′), (ii′),
and (iii′) hold. Similarly, if k′′ = k1 ⊕ k2, see (k′′-1), then (i), (ii), and (iii) hold,
in view of the above discussion, and the description of algebraic groups and their
isogenies over k1 ⊕ k2 and k ⊕ k.

Finally recall from (3.5) that Q is generated by unipotent elements, therefore,
Q ⊂ φ̃

(
L̃(k′′)

)
, see [26, Ch. I, Thm. 2.3.1]. This finishes the proof of case (b). �
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We will also need the following lemma. Let U+ (resp. U−) denote the group
of upper (resp. lower) triangular unipotent matrices in SL2. Also let T denote the
group of diagonal matrices in SL2. Put U± := U±(k) and T := T(k).

Lemma 3.1. Let the notation be as in Theorem A.1. Put E = ϕ(SL(2, k′)), then
(1) E = 〈E ∩ U+, E ∩ U−〉.
(2) E ∩ T is unbounded.

Proof. We showed in the course of the proof of Theorem A.1 that there are nontriv-
ial unipotent elements h± ∈ SL(2, k′) so that ϕ(h±) ∈ U±, respectively. Since SL2

is simply connected, it follows from [20, Thm. 2] that there are k′-parabolic sub-
groups P± of SL2 so that h± ∈ Ru(P±). The groups Ru(P±) are one dimensional
k′-split unipotent subgroups, hence ϕ(Ru(P±)(k′)) ⊂ ϕ(SL2) is an infinite group.
Note that ϕ(SL2) = SL2 in Theorem A.1. Let U′± denote the Zariski closure of
ϕ(Ru(P±)(k′)). Then U′± is a nontrivial connected unipotent subgroup of ϕ(SL2)
which intersects U± ∩ ϕ(SL2) nontrivially. Therefore, U′± = U± ∩ ϕ(SL2) which
implies

(3.7) ϕ(Ru(P±)(k′)) ⊂ U± ∩ E.

Using the fact that SL2 is simply connected one more time, we note that SL(2, k′)
is generated by Ru(P±)(k′), [26, Ch. 1, Thm. 2.3.1]. This and (3.7) imply (1) in
the lemma.

We now show (2) in the lemma. Let S = P+ ∩P−. Then S is a one dimensional
k′-split k′-torus; put S = S(k′). Now

T ′ := ϕ(S) ⊂ TU+ ∩ TU− = T

satisfies the claim in (2). �

3.2. Measures invariant under semisimple groups. We will state in this sub-
section the measure classification result by Salehi-Golsefidy and the third named
author [28] for probability measures that are invariant under non-compact semisim-
ple groups in the positive characteristic setting.

For this we need some notation and definitions, these generalize the notions
defined in (2.1) to a general connected group. Let k be a local field. Suppose M is
a connected k-algebraic group, and let λ : Gm →M be a noncentral homomorphism
defined over k. Define −λ(·) = λ(·)−1.

Recall that a morphism from Gm to M is said to have a limit at 0 when it can
be extended to a morphism from A1 to M. As in [35, §13.4] and [6, Ch. 2 and
App. C], we let PM(λ) denote the smooth closed subgroup of M defined over k so
that

PM(λ)(R) = {r ∈M(R) : λrλ−1from Gm to M has a limit at 0}

for any algebra R/k.
Let W+

M(λ) be the closed normal subgroup of PM(λ) so that

W+
M(λ)(R) = {r ∈M(R) : λrλ−1from Gm to M has a limit at 0}

for any algebra R/k. Similarly, define W+
M(−λ) which we will denote by W−

M(λ).
The centralizer of the image of λ is denoted by ZM(λ).
The subgroups W+

M(λ), ZM(λ), W−
M(λ) are smooth closed subgroups, see [6,

Ch. 2 and App. C].



10 M. EINSIEDLER, E. LINDENSTRAUSS, AND A. MOHAMMADI

The multiplicative group Gm acts on Lie(M) via λ, and the weights are integers.
The Lie algebras of ZM(λ) andW±

M(λ) may be identified with the weight subspaces
of this action corresponding to the zero, positive and negative weights. It is shown
in [6, Ch. 2 and App. C] that PM(λ), ZM(λ) and W±

M(λ) are k-subgroups of M.

Moreover, W+
M(λ) is a normal subgroup of PM(λ) and the product map

ZM(λ)×W+
M(λ)→ PM(λ) is a k-isomorphism of varieties.

A pseudo-parabolic k-subgroup of M is a group of the form PM(λ)Ru,k(M) for
some λ as above where Ru,k(M) denotes the maximal connected normal unipotent
k-subgroup of M, [6, Def. 2.2.1].

We also recall from [6, Prop. 2.1.8(3)] that the product map

(3.8) W−
M(λ)× ZM(λ)×W+

M(λ)→M is an open immersion of k-schemes.

It is worth mentioning that these results are generalization to arbitrary groups of
analogous and well known statements for reductive groups.

Let M = M(k), and put

W±M (λ) = W±
M(λ)(k), and ZM (λ) = ZM(λ)(k).

From (3.8) we conclude that W−M (λ)ZM (λ)W+
M (λ) is a Zariski open dense subset

of M, which contains a neighborhood of identity with respect to the Hausdorff
topology.

For any λ as above define

(3.9) M+(λ) := 〈W+
M (λ),W−M (λ)〉.

Lemma 3.2.
(1) For any λ as above, M+(λ) is a normal and unimodular subgroup of M .
(2) There are only countably many subgroups of the form M+(λ) in M.

Combining results in [6, App. C] together with part (1) in the lemma one can
actually conclude that there are only finitely many such subgroups. We shall only
make use of the weaker statement above.

Proof. Part (1) is proved in [28, Lemma 2.1]. We now prove (2). First note if
λ1, λ2 : Gm → M are two homomorphisms so that λ1 = gλ2g

−1 for some g ∈ M,
then M+(λ1) = gM+(λ2)g−1. Therefore, by part (1) we have

(3.10) M+(λ1) = M+(λ2) whenever λ1 = gλ2g
−1 for some g ∈M.

Let now S be a maximal k-split k-torus in M. By [6, Thm. C.2.3] there is
some g ∈ M so that gλg−1 : Gm → S. The claim now follows from this, (3.10),
and the fact that the finitely generated abelian group X∗(S) = Hom(Gm,S) is
countable. �

Given any subfield l ⊂ k so that k/l is a finite extension we let Rk/l denote the
Weil’s restriction of scalars, see [6, §A.5].

In the following let G be a connected k-group and let Γ ⊂ G be a discrete
subgroup in G = G(k). Furthermore, let k′ ⊂ k be a closed subfield and let H be
an absolutely almost simple, k′-isotropic, k′-group. Assume that ϕ : H×k′ k → G
is a nontrivial k-homomorphism, and put E = ϕ

(
H(k′)

)
. We use in an essential

way the following measure classification result by Alireza Salehi-Golsefidy and the
third named author.
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Theorem B ([28], Theorem 6.9 and Corollary 6.10). Let ν be a probability measure
on G/Γ which is E-invariant and ergodic. Then, there exist

(1) some l = (k′)q ⊂ k where q = pn, p = char(k) and n is a nonnegative
integer,

(2) a connected l-subgroup M of Rk/l(G) so that M(l) ∩ Γ is Zariski dense in
M, and

(3) an element g0 ∈ G,
such that ν is the g0Lg

−1
0 -invariant probability Haar measure on the closed orbit

g0LΓ/Γ with
L = M+(λ)(M(l) ∩ Γ),

where
• the closure is with respect to the Hausdorff topology, and
• λ : Gm →M is a noncentral l-homomorphism, M+(λ) is defined in (3.9),
and E ⊂ g0M

+(λ)g−1
0 .

3.3. A version of Borel density theorem. Let k′ ⊂ k be an infinite closed
subfield. We recall from [34, Prop. 1.4] that the discompact radical of a k′-group is
the maximal k′-subgroup which does not have any nontrivial compact k′-algebraic
quotients. It is shown in [34, Prop. 1.4] that this subgroup exists and the quotient
of the k′-points of the original group by the k′-points of the discompact radical
is compact. Let A be a k-split torus. Let Asp

k′ ⊂ Rk/k′(A)(k′) = A denote the
k′-points of the maximal k′-split subtorus of Rk/k′(A).

Suppose V is a variety defined over k′ and assume that Rk/k′(A) acts on V
via k′-morphisms. In particular, A = Rk/k′(A)(k′) acts on V = V(k′) via k′-
morphisms.

Lemma 3.3 (Cf. [34], Theorem 1.1). Let (X, η) be an A-invariant ergodic proba-
bility space. Let f : X → V be an A-equivariant Borel map. Then there exists some
v0 ∈ FixAsp

k′
(V ), so that f∗η is the A-invariant measure on the compact orbit Av0.

In particular, f(x) ∈ Av0 for η-a.e. x.

Proof. This follows from [34, Thm. 1.1] in view of the fact that Asp
k′ is the discompact

radical of Rk/k′(A) as defined in [34], see also [34, Thm. 3.6]. �

3.4. Pinsker σ-algebra and unstable leaves. Throughout this section we as-
sume G is a k-isotropic semisimple k-group and let A be a k-split k-torus in G. Put
G = G(k) and A = A(k). Let Γ be a discrete subgroup of G and put X = G/Γ.

Let a ∈ A be a nontrivial element. Recall that for an a-invariant measure µ we
define the Pinsker σ-algebra as

Pa := {B ∈ B : hµ(a, {B,X \B}) = 0}.
It is the largest σ-algebra with respect to which µ has zero entropy, see [37] for
further discussion.

Let us recall the following important and well known proposition; we outline the
proof for the sake of completeness.

Proposition 3.4. The Pinsker σ-algebra, Pa, is equivalent to the σ-algebra of Borel
sets foliated by W+

G (a) leaves.

Note that the Pinsker σ-algebra for a equals the Pinsker σ-algebra for a−1, which
shows that the proposition also applies similarly for W−G (a).
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Proof. Suppose C is any σ-algebra whose elements are foliated by W+
G (a) leaves.

Let p : (X,µ) → (Y,p∗µ) be the corresponding factor map. Using the Abramov-
Rohklin conditional entropy formula and the relationship between entropy and leaf-
wise measures, see [15], we get the following

h(a, (Y,p∗µ)) = 0.

The definition of the Pinsker σ-algebra then implies that C ⊂ Pa.
For the converse we recall from [27, Sec. 9], see also [15], that there is a finite en-

tropy generator, i.e. a countable partition ξ of finite entropy such that
∨∞
n=−∞ a−nξ

is equivalent to the full Borel σ-algebra, and so that in addition the past is sub-
ordinate with respect to W+

G (a). That is to say that on the complement of a null
set every atom of

∨0
n=−∞ a−nξ is an open subset of a W+

G (a)-orbit. Hence, after
removing a null set, any set measurable with respect to the tail

⋂
k∈N

∨−k
n=−∞ a−nξ

is a union of W+
G (a)-orbits. Since Pa is equivalent to the tail of ξ modulo µ, the

claim follows. �

The following will be used in the course of the proof of Theorem 1.2.

Lemma 3.5. Let Xi = Gi/Γ be as in Theorem 1.2. In particular, Gi = Gi(k)
where Gi is a connected, simply connected, absolutely almost simple group defined
over k for i = 1, 2. Let a = (a1, a2) ∈ A such that a generates an unbounded group,
and suppose µ is an ergodic joining of the Ai-action on (Xi,mi), for i = 1, 2. Let
µ =

∫
X1×X2

µPax dµ(x) where µPax denotes the conditional measure for µ-a.e. x with
respect to the Pinsker σ-algebra Pa. Then there exists a subset X ′ ⊂ X1 ×X2 with
µ(X ′) = 1 so that

πi∗(µ
Pa
x ) = mi for all x ∈ X ′ and i = 1, 2.

Proof. Let P denote the pinsker factor ofX and let Υ : X → P be the corresponding
factor map. This is a zero entropy factor of X.

Put Z = X1 ×X2 × P, and let

ν =

∫
µPax × δΥ(x) dΥ∗µ(x).

Let pi : Z → Xi × P be the natural projection. Then pi∗ν is a measure on
Xi × P which projects to mi and Υ∗µ for i = 1, 2. Now (Xi,mi) is a system
with completely positive entropy. This follows, e.g., from Proposition 3.4 and the
ergodicity of the action ofW±(ai); note that the latter holds since Gi is connected,
simply connected, and absolutely almost simple, [26, Ch. 1, Thm. 2.3.1, Ch. 2,
Thm. 2.7]. However, (P,Υ∗µ) is a zero entropy system, therefore, by disjointness
theorem of Furstenberg [19], see also [21, Thm. 18.16] we obtain

(3.11) pi∗ν = mi ×Υ∗µ.

Let us now decompose pi∗ν as

pi∗ν =

∫
(pi∗ν)

Xi×BP

(xi,p)
dpi∗ν.

Then (3.11) implies that for pi∗ν-almost every (xi, p) we have

(pi∗ν)
Xi×BP

(xi,p)
= mi × δp.

This in view of the definition of ν implies the claim. �
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3.5. Leafwise measures. We refer to [15] for a comprehensive treatment of leaf-
wise measures.

Recall that G is a k-isotropic semisimple k-group and let A be a k-split k-torus
in G. Let S be a maximal k-split k-torus of G which contains A. Let kΦ(S,G)
be the relative root system of G, and let kΦ(A,G) denote the set of roots of A as
in §2.

Definition. Let U be an A-normalized unipotent k-subgroup of G contained in
some W−G (a). The leafwise measure µUx along U is defined for µ-a.e. x ∈ X. For all
such x we put

SUx = supp(µUx ) and IUx = {v ∈ U : vµUx = µUx }.

The leafwise measures are canonically defined up to proportionality, and we
write ∝ to denote proportionality. The main case we shall be interested in is
when VΨ := Uϑ(Ψ) is the associated unipotent subgroup of a positively closed set
Ψ ⊂ kΦ(A,G), in which case we will use µΨ

x ,SΨ
x , IΨ

x to denote µVΨ
x ,SVΨ

x , IVΨ
x

respectively.

Lemma 3.6. Under the above assumtions, a.s. IUx = {v ∈ U : vµUx ∝ µUx }.

Proof. This is true in general, but is particularly easy in the positive characteristic
case: Suppose u ∈ U is such that uµUx ∝ µUx . Then uµUx = κµUx for some κ > 0.
Since U is unipotent, u is torsion of exponent pn for some n, hence κp

n

= 1, which
implies (since κ > 0) that κ = 1. �

We recall some properties of leafwise measures which will be used throughout.
Our formulation is taken from [14], see [25] as well as [15] and references there.

Lemma 3.7. Let U be an A-normalized unipotent k-subgroup of G contained in
some W−G (a). There is a conull subset X ′ ⊂ X so that

(1) For all x ∈ X ′ the map x 7→ µUx from X to the space of Radon measures on
U normalized so that µUx ([1]) = 1 is a measurable map. In particular, µUx
is defined for all x ∈ X ′.

(2) For every x ∈ X ′ and every u ∈ U so that ux ∈ X ′, we have µUx ∝ (µUux)u
where (µUux)u denotes the push forward of µUux under the map v 7→ vu.

(3) For every x ∈ X ′ we have µUx (U [1]) = 1 and µUx (U [ε]) > 0 for all ε > 0.
(4) Suppose µ is a-invariant under some a ∈ A. Then for µ-a-e. x ∈ X, we

have µUax ∝ (aµUx a
−1).

Lemma 3.8 (Cf. [14], §6). Let a ∈ A be so that the Zariski closure of 〈a〉, A′ say,
is k-isomorphic to Gm and that A′(k)/〈a〉 is compact. Suppose µ is a-invariant
and let U be an A-normalized unipotent k-subgroup of G contained in W−G (a). Let
Q be any compact open subgroup of U . Then for µ-a.e. x, the Zariski closure of
IUx ∩Q is normalized by a and contains IUx .

Proof. Let E denote a countably generated σ-algebra that is equivalent to the σ-
algebra of a-invariant sets. Then (µEx)Uy = µUy for µEx-a.e. y and µ-a.e. x, see e.g. [15].
Therefore, we may assume that µ is a-ergodic.

Let U0 denote a fixed compact open subgroup of U . For any n ∈ Z, define

Un = anU0a
−n.

Then Un ⊂ Q for large enough n, hence, it suffices to prove the lemma for Q = Un.
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Let X ′ ⊂ X be a conull set where Lemma 3.7 holds. For any x ∈ X ′ and any
n ∈ Z define

Fx,n = The Zariski closure of Un ∩ IUx .
Then Fx,n is a k-group, see e.g. [35, Lemma 11.2.4(ii)].

Note also that Fx,n ⊂ Fx,m whenever n ≥ m. Therefore, there exists some
n0 = n0(x) so that dimFx,n = dimFx,n0

for all n ≥ n0, where dim is the dimension
as a k-group. Since the number of connected components of Fx,n0

is finite, there
exists n1 = n1(x) so that Fx,n = Fx,n1 for all n ≥ n1. Put Fx := Fx,n1 .

The definition of Fx,n, in view of Lemma 3.7(4), implies that

Fax,n+1 = aFx,na
−1.

Therefore, we have

(3.12) Fax = aFxa
−1.

Let k[G] denote the ring of regular functions of G. For every x ∈ X ′, let
Jx ⊂ k[G] be the ideal of regular functions vanishing on Fx. Let m(x) be the
minimum integer so that Jx is generated by polynomials of degree at most m(x).
In view of (3.12), we have m(x) = m(ax). Since µ is a-ergodic, we have x 7→ m(x)
is essentially constant. Replacing X ′ by a conull subset, if necessary, we assume
that m(x) = m for all x ∈ X ′.

Let Υ = {h ∈ k[G] : deg(h) ≤ m}. Using a similar argument as above, we may
assume that dim(Jx ∩Υ) = ` for all x ∈ X ′.

Let f : X → Grass(`), the Grassmannian of `-dimensional subspaces of Υ, be
the map defined by f(x) = Jx∩Υ for all x ∈ X ′. Then, f is an a-equivariant, Borel
map. Therefore, ν = f∗µ is a probability measure on Grass(`) which is invariant
and ergodic for a k-algebraic action of a on Grass(`). Hence,

ν̄ =

∫
A′(k)/〈a〉

b∗ν db

is an A′(k)-invariant, ergodic probability measure on Grass(`) equipped with an
algebraic action of A′(k). By [34, Thm. 3.6], ν̄ is the delta mass at an A′(k)-fixed
point which implies ν = ν̄ is the delta mass at an A′(k)-fixed.

Therefore, f is essentially constant. Using the definition of f , we get that
aFxa

−1 = Fx for µ-a.e. x. This, (3.12), and the ergodicity of µ imply that Fx = F
for µ-a.e. x.

Let now C ⊂ X ′ be a compact subset with µ(C) > 1− ε so that
• n1(x) ≤ N1 for all x ∈ C,
• Fx = F for all x ∈ C.

By pointwise ergodic theorem for almost every x ∈ X there is a sequencemi →∞
so that amix ∈ C for all i. Let now x be such a point, and let u ∈ IUx . By
Lemma 3.7(4) we have

amiua−mi ∈ UN1
∩ IUamix ⊂ F(k).

for all large enough i. Since F(k) is normalized by a, we get that u ∈ F(k). �

From this point on we assume that µ is A-invariant. We recall the product struc-
ture for leafwise measures, see [10]. Our formulation is taken from [15, Prop. 8.5
and Cor. 8.8].
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Lemma 3.9. Fix some a ∈ A. Let H = T nU where U < W−G (a) and T < ZG(a).
Then there exists a conull subset X ′ ⊂ X with the following properties.

(1) For every x ∈ X ′ and h ∈ H such that hx ∈ X ′ we have µTx ∝ (µThx)t where
h = ut = tu′ for t ∈ T and u, u′ ∈ U.

(2) For every x ∈ X ′ we have µHx ∝ ι∗(µ
T
x × µUx ) where ι(t, u) = tu is the

product map.
(3) Assume further that T centralizes U. Then for all x ∈ X ′ and t ∈ T so that

tx ∈ X ′ we have µUx ∝ µUtx.

By induction, as in [15, §8], this lemma implies a product structure for the
conditional measures µΨ

x .

Proposition 3.10 (Cf. [10, Thm. 8.4]). Let Ψ ⊂ kΦ(A,G) be a positively closed
subset of Lyapunov exponents. Let [α1], [α2], . . . , [αk] be any ordering of the course
Lyapunov weights contained in Ψ. Then for µ-a.e. x ∈ X,

µΨ
x ∝ ι∗(µ[α1]

x × · · · × µ[αk]
x ).

For the proof cf. e.g. [10] or [15, §8].

Lemma 3.11. Suppose µ is an A-invariant ergodic probability measure. Let Ψ ⊂
kΦ(A,G) be a positively closed subset, and assume that α, β ∈ Ψ are linearly inde-
pendent roots. Let Ψ′ ⊂ Ψ be those elements of Ψ that can be expressed as a linear
combination of α and β with strictly positive coefficients. Then Ψ′ is also closed
and for µ-a.e. x we have[

S [α]
x ,S [β]

x

]
⊂ IΨ

x and
[
S [α]
x ,S [β]

x

]
⊂ IΨ′

x

Proof. By e.g. [3, §2.5] both Ψ′ and Ψ′ ∪ {α, β} are positively closed subset of
kΦ(A,G). Let [γ1], . . . , [γ`] be an enumeration of all course Lyapunovs in Ψ\ (Ψ′∪
{α, β}).

Then by Proposition 3.10

µΨ
x ∝ ι∗(µ[α]

x × µ[β]
x × µΨ′

x × µ[γ1]
x × · · · × µ[γ`]

x )(3.13)

∝ ι∗(µ[β]
x × µ[α]

x × µΨ′

x × µ[γ1]
x × · · · × µ[γ`]

x )

where ι is the product map.
Let now f ∈ Cc(V Ψ), then (3.13) and Fubini’s theorem implies that∫
f(g)dµWx = κ

∫
f(vαvβvΨ′vγ1

. . . vγ`) dµ
V[α]
x dµ

V[β]
x dµΨ′

x dµ
V[γ1]
x . . . dµ

V[γ`]

x

= κ′
∫
f(vβvαvΨ′vγ1

. . . vγ`) dµ
V[α]
x dµ

V[β]
x dµΨ′

x dµ
V[γ1]
x . . . dµ

V[γ`]

x

= κ′
∫
f(vαvβ [vβ , vα]vΨ′vγ1

. . . vγ`) dµ
V[α]
x dµ

V[β]
x dµΨ′

x dµ
V[γ1]
x . . . dµ

V[γ`]

x

for κ, κ′ independent of f .
From this we get for µ[α]

x -a.e. vα ∈ V[α] and µ
[β]
x -a.e. vβ ∈ V[β],

µΨ′

x ∝ [vβ , vα]µΨ′

x

hence applying Lemma 3.6 we deduce [vβ , vα]µΨ′

x = µΨ′

x . Applying Proposition 3.10
again we concluded that also [vβ , vα]µΨ

x = µΨ
x .
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Since IΨ
x is a (Hausdorff) closed subgroup of V Ψ it follows that

(3.14)
[
S [α]
x ,S [β]

x

]
⊂ IΨ

x almost surely.

�

Lemma 3.12 (Cf. [10], §8). Let µ be an A-invariant probability measure on X.
There is a conull subset X ′ ⊂ X with the following property. Let Ψ ⊂ kΦ(A,G) be
a positively closed subset such that VΨ ⊂ W−G (a) for some a. Then for all x ∈ X ′,
if v =

∏
vα ∈ IΨ

x , with vα ∈ V[α] for all [α] ⊂ Ψ, then vα ∈ I [α]
x for all [α].

Proof. We say a root α ∈ Ψ is exposed (cf. [15]) if there exists an element b ∈ A
so that α(b) = 1 and |β(b)| < 1 for all β ∈ Ψ \ [α]. If Ψ is as above then clearly it
has at least one exposed Lyapunov weight α and that Ψ′ = Ψ\ [α] is also positively
closed. Moreover, for any vα ∈ V[α] and v′ ∈ VΨ′ it holds that [vα, v

′] ∈ VΨ′ .
Suppose vαv′ ∈ IΨ

x with vα ∈ V[α] and v′ ∈ VΨ′ . Then∫
f(g)dµΨ

x = κ

∫
f(gαg

′) dµ
V[α]
x dµΨ′

x

=

∫
f(vαv

′g)dµΨ
x

= κ

∫
f(vαv

′gαg
′) dµ

V[α]
x dµΨ′

x

= κ

∫
f(vαgαv

′[v′, gα]g′) dµ
V[α]
x dµΨ′

x

for some κ independent of f .
It follows by uniqueness of decomposition that for µV[α]

x -a.e. gα,

v′[v′, gα]µΨ′

x ∝ µΨ′

x

hence by Lemma 3.6 we have that v′[v′, gα] ∈ IΨ′

x . It follows that vαµ
V[α]
x = µ

V[α]
x

and vα ∈ I [α]
x . Moreover, as for a.e. x the identity is in the support of µV[α]

x by
Lemma 3.7.(3) we have that v′ ∈ IΨ′

x . The lemma now easily follows by induction
on the cardinality of Ψ. �

For any W±G (a) we fix some increasing sequence of compact open subgroups Kn

with W±G (a) =
⋃
nKn and some decreasing sequence of compact open subgroups

On ⊂ K1 with {e} =
⋂
nOn. Then any closed subgroup I < W±G (a) is deter-

mined by the finite subgroups I ∩Kn/On < Kn/On, which allows us to speak of
measurability of a subgroup depending on x ∈ X.

Lemma 3.13. Let a ∈ A. Then IW
±
G (a)

x is Pa-measurable.

Proof. We prove this for W−G (a), the proof in the other case is similar. There is a
full measure set X ′ ⊂ X so that whenever x,wx ∈ X ′, for some w ∈ W−G (a), then
we have

µ
W−G (a)
x ∝ µW

−
G (a)

wx w.

This implies IW
−
G (a)

x = IW
−
G (a)

wx . The lemma now follows from Proposition 3.4. �

Lemma 3.14. Let α ∈ kΦ(A,G) be such that V[α] < W−G (a). Then the subgroup
I [α]
x is Pa-measurable.
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Proof. In view of Proposition 3.4, it suffices to show that x 7→ I [α]
x is constant along

W−G (a)-leaves almost surely, which is an immediate corollary of Lemma 3.13 and
Lemma 3.12. �

4. High entropy part of Theorem 1.1

We now start the proof of Theorem 1.1. Recall that A is the full diagonal
subgroup of G = SL(d, k). Throughout §4–§6, µ denotes an ergodic A-invariant
measure on G/Γ.

For any α ∈ Φ there exists a k-embedding ϕα : SL2 → SLd so that Uα = ϕα(U+)
and U−α = ϕα(U−) where U± denote the upper and lower triangular unipotent
subgroups of SL2. We let Hα: = Im(ϕα).

Let T denote the diagonal subgroup of SL2. Let tα =

(
θ 0
0 θ−1

)
∈ T be an

element so that α(ϕα(tα)) = θ2 and β(ϕα(tα)) = θε with ε ∈ {−1, 0, 1} for all
β ∈ Φ \ {±α} where θ is as in §2.1. Put

aα := ϕα(tα).

Then Uα ⊂W+
G (aα).

Given a root α ∈ Φ we define

Φ+
α := {β ∈ Φ : Uβ ⊂W+(aα)},

and put Φ−α = −Φ+
α .

Lemma 4.1. Let α ∈ Φ and let β ∈ Φ−α \ {−α}. The following hold.
(1) β + α ∈ Φ+

α .
(2) if β + nα ∈ Φ for some integer n ≥ 1, then n = 1.
(3) α ∈ Φ−β .

Proof. Assertions (1) and (3) are general facts, which follow from the definitions
and hold for any roots system. Part (2) is a special feature of root systems of type
A which is the case we are concerned with here. �

A well-known theorem by Ledrappier and Young [24] relates the entropy, the
dimension of conditional measures along invariant foliations, and Lyapunov expo-
nents, for a general C2 map on a compact manifold, and in [27, §9] an adaptation
of the general results to flows on locally homogeneous spaces is provided. The fol-
lowing is taken from [9, Lemma 6.2], see also [11, Prop. 3.1] and [15]. For any root
α ∈ Φ there exists sα(µ) ∈ [0, 1] so that for any a ∈ A with |α(a)| ≥ 1 we have

hµ(a, Uα) = sα(µ) log |α(a)|
where hµ(a, Uα) denotes the entropy contribution of Uα. Indeed sα(µ) are defined
as the local dimension of the leafwise measure along α as we now recall. Define

Dµ(aα, Uα)(x) = lim
|n|→∞

log(µUαx (anαUα[1]a−nα ))

n
,

the limit exists by [10, Lemma 9.1], and define hµ(aα, Uα) =
∫
Dµ(aα, Uα) dµ, the

entropy contribution of Uα. Since Dµ(aα, Uα)(x) is A-invariant and µ is A-ergodic,
we have

hµ(aα, Uα) = Dµ(a, U)(x) for µ-a.e. x.
Therefore, sα(µ) = 1

2Dµ(a, U)(x) for µ-a.e. x.
Moreover, the following properties hold.
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(sα-1) sα(µ) = 0 if and only if µαx is delta mass at the identity,
(sα-2) sα(µ) = 1 if and only µαx is the Haar measure on Uα,
(sα-3) for any a ∈ A we have

hµ(a) =
∑

sα(µ) log+ |α(a)|

where log+(`) = max{0, log `}.

The following is the main result of this section.

Proposition 4.2 (Cf. [16], Theorem 5.1). Let α ∈ Φ be so that µαx is nontrivial
for µ-a.e. x. Then at least one of the following holds.

(1) µβx = δid for all β ∈ Φ−α \ {−α} and µ-a.e. x.
(2) I±αx are nondiscrete subgroups of U±α for µ-a.e. x.

Proof. Recall that for SL(d) the roots α can be identified with ordered tuples of
indices (i, j) ∈ {1, . . . , d} satisfying i 6= j. We use the local dimensions sα = s(i,j)

to define a relation on {1, . . . , d}. In fact we write i - j if i = j or s(i,j) > 0,
and i ∼ j if i - j - i. Lemma 3.11 implies that - is transitiv, i.e. if i - j - k then
also i - k for i, j, k ∈ {1, . . . , d}.

It follows that ∼ is an equivalence relation on {1, . . . , d} and that - descends to
a partial order on the quotient by ∼. Let us write [i] for the equivalence classes with
respect to ∼. To simplify matters we may assume (by applying a suitable element of
the Weyl group) that for every i the equivalence class [i] = {m,m+1,m+2, . . . , n}
consist of consecutive indices for some m ≤ i and n ≥ i. Moreover, we may assume
that i - j for two indices implies either i ∼ j or i ≤ j.

We now prove that i - j implies i ∼ j. Otherwise, we claim that we can choose
a diagonal matrix a with two different eigenvalues (equal to powers of θ, see §2.1)
such that the leafwise measures of the stable horospherical subgroup W−G (a) are
nontrivial and the leafwise measures of the unstable horospherical subgroupW+

G (a)
are trivial almost surely. More precisely assuming [i] = {m,m + 1,m + 2, . . . , n}
(so that by the indirect assumption j > n) we define a to be the diagonal matrix
with the first m eigenvalues equal to θ(d−m) and the last d −m eigenvalues equal
to θ−m. By assumption s(i,j) > 0, which implies hµ(a) > 0 by (sα-3), the choice
of a, and since i ≤ n < j. However, for all k ≤ n < ` we have s`,k = 0 (by our
ordering of the indices) and hence hµ(a−1) = 0 also by (sα-3). This contradiction
proves the claim that i - j implies i ∼ j.

Given a root α = (i, j) with sα > 0 there are now two options. Either [i] = {i, j}
or the cardinality of [i] is at least three. In the first case we have s(i,`) = s(j,`) =
s(`,i) = s(`,j) = 0 for all ` /∈ {i, j} and translating this to the language of roots we
obtain (1). In the second case let ` ∈ [i]\{i, j} and apply Lemma 3.11 for the roots
(i, `), (`, j) to see that I(i,j)

x (and similarly also I(j,i)
x ) is a nondiscrete group almost

surely. �

5. Low entropy part of Theorem 1.1

We use the notation introduced in §4. In view of Proposition 4.2 the following is
the standing assumption for the rest of this section. There is a root α ∈ Φ so that

(5.1) sα = s−α > 0 and sβ = 0

for any β ∈ Φ±α \ {α,−α}.
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Let us put
Zα := ZG(Uα) ∩ ZG(U−α) = ZG(Hα).

We have the following.

Lemma 5.1 (Cf. [11], Lemma 4.4(1)). There is a null set N so that for all x ∈ X\N
we have

W+
G (aα)x ∩ (X \N) ⊂ Uαx.

In particular, for all x ∈ X \N if u ∈W+
G (aα) is so that ux ∈W+

G (aα)x∩ (X \N)
and µαx = µαux, then u ∈ Iαx .

Proof. In view of Lemma 3.9 there is a null set N1 so that for all x ∈ X \ N1 we

have that µW
+
G (aα)

x is a product of the leafwise measures µβx for all Uβ ⊂ W+
G (aα).

By (5.1) it follows that

(5.2) supp
(
µ
W+
G (aα)

x

)
= supp(µαx) for all x ∈ X \N1

Recall also that there is a null set N2 so that if x, ux ∈ X \ N2 for some u ∈
W+
G (aα), then

(5.3) µ
W+
G (aα)

x ∝ µW
+
G (aα)

ux u.

Let x ∈ X \ (N1 ∪ N2), then by (5.2) we have supp
(
µ
W+
G (aα)

x

)
⊂ Uα. Therefore

by (5.3) we get u ∈ Uα, this finishes the proof of the first claim if we require that
N ) N1 ∪N2.

To see the last assertion, let N3 ⊂ X be a null subset so that µαuxu ∝ µαx for all
x 6∈ N3. Set N = N1 ∪N2 ∪N3. Let x ∈ X \N and let u be as in the statement.
In view of the first part in the lemma, we have u ∈ Uα. Our assumption and the
fact that Uα is a commutative group give

uµαx = µαuxu ∝ µαx .

Now one argues as in the proof Lemma 3.11 and gets u ∈ Iαx . �

We also recall the following definition from [14].

Definition 5.2. Let H,Z ⊂ G be closed subgroups of G. We say the leafwise
measures µHx are locally Z-aligned modulo µ if for every ε > 0 and neighborhood
BZid ⊂ Z of the identity, there exists a compact set Q with µ(Q) > 1− ε and some
δ > 0 so that for every x ∈ Q we have

{y ∈ Q : µHx = µHy } ∩ Bx(δ) ⊂ BZidx.

The following is a direct corollary of the main result of [14], proved there explic-
itly also for the positive characteristic case.

Theorem 5.3 (Cf. [14], Theorem 1.4). Under the assumption (5.1) one of the
following holds.
(LE-1) µαx is locally Zα-aligned modulo µ.
(LE-2) There exists an aα-invariant subset Xinv(α) ⊂ X with µ(Xinv(α)) > 0 so

that for all x ∈ Xinv(α) there is an unbounded sequence {ux,m} ⊂W+
G (aα)

such that µαx = µαux,mx.
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6. Proof of Theorem 1.1

Recall the notation in §2.1, in particular, k = Kv where K is a global function
field and v is a place of K and we work with the maximal torus A. Throughout,
Γ ⊂ SL(d, k) is a lattice of inner type, see §2.4.

Put GL(n, o)m = ker
(
GL(n, o)→ GL(n, o/θ−mo)

)
.

Lemma 6.1 (Cf. [11], Lemma 5.3). For any positive integer n there exists some
m = m(n) ≥ 1 with the following property. Let a = diag(a1, . . . , an) with

|v(ai)− v(aj)| > m for all i 6= j.

Then ga is diagonalizable over k, for all g ∈ GL(n, o)m. Moreover, if a′1, . . . , a′n are
the eigenvalues of ga, then it is possible to order them so that v(ai) = v(a′i) for all
i.

Proof. Let k̃n be the composite of all field extensions of k of degree at most n!. Then,
the characteristic polynomial of any element in GL(n, k) splits over k̃n. Moreover,
k̃n is a local field, i.e. k̃n/k is a finite extension. We let v denote the unique extension
of v to k̃n.

We begin with the following observation. There is some mn ≥ 1 so that every
g ∈ GL(n, o)mn can be decomposed as g = g−g0g+ with g± ∈ W± ∩ GL(n, o)1

and g0 ∈ A ∩GL(n, o)1, where W+ (resp. W−) is the group of upper (resp. lower)
triangular unipotent matrices. Indeed, in view of (3.8), the product map is a
diffeomorphism from

(W− ∩GL(n, o)1)× (A ∩GL(n, o)1)× (W+ ∩GL(n, o)1)

onto its image. Therefore the claim follows from the inverse function theorem.
We show the lemma holds with m = mn. First note that after conjugating by

a permutation matrix we can assume v(a1) > . . . > v(an). Let g ∈ GL(n, o)m and
let b1, . . . , bn be the eigenvalues of ga listed with multiplicity and ordered so that
v(b1) ≥ · · · ≥ v(bn). Note that bi ∈ k̃n for all 1 ≤ i ≤ n.

Let ‖ ‖ be the max norm on the i-th exterior power ∧ik̃nn, with respect to the
standard basis {ej1 ∧ · · · ∧ eji}. Denote by ‖ ‖ the operator norm of the action of
GL(n, k̃n) on ∧ik̃nn for 1 ≤ i ≤ n.

Choosing a basis of k̃nn consisting of the generalized eigenvectors for ga we get

(6.1) lim
`
‖ ∧i (ga)`‖1/` = |b1 · · · bi| for all i.

We now claim

(6.2) ‖ ∧i (ga)`‖ = ‖ ∧i a`‖ = |a1 · · · ai|` for all `.

The second equality in the claim is immediate. To see the first equality note that
if g1, g2 ∈ GL(n, o)m, then

g1ag
−
2 g

0
2g

+
2 a = g1(ag−2 a

−1)a2g0
2(a−1g+

2 a).

Moreover, since g± ∈ GL(n, o)1 and v(ai)− v(ai+1) > m for all i, we have ag−2 a
−1

and g0
2a
−1g+

2 a belong to GL(n, o)m.
Using this we get

(ga)` = g`a
`a′`g

′
`

where g`, g′` ∈ GL(n, o)m and a′` ∈ GL(n, o)1 for all `. This implies (6.2).



DIAGONAL ACTIONS IN POSITIVE CHARACTERISTIC 21

Now (6.1) and (6.2) imply that v(ai) = v(bi) for all 1 ≤ i ≤ n, in particular,
v(bi) 6= v(bj) whenever i 6= j. This implies bi’s are distinct and hence ga is a
semisimple element. We now show bi ∈ k for all i. Recall that b1, . . . , bn are roots
of the characteristic polynomial of ga which is polynomial with coefficients in k. For
every 1 ≤ i ≤ n let Gal(bi) = {bj : bj is a Galois conjugate of bi}. Then {b1, . . . , bn}
is a disjoint union of trj=1Gal(bij ) for some {i1, . . . , ir} ⊂ {1, . . . , n}. Since v(bi) 6=
v(bj) whenever i 6= j and Galois automorphisms preserve the valuation, we get that
Gal(bi) = {bi} for all i. This establishes the final claim in the lemma. �

Proposition 6.2. Recall that Γ is an inner type lattice. Then µαx is not locally Zα-
aligned modulo µ. In particular, under the assumption (5.1), we have that (LE-2)
in Theorem 5.3 holds.

Proof. We recall the argument from the proof of Theorem 5.1 in [11]. Let m be
large enough so that the conclusion of Lemma 6.1 holds with n = d − 2. Without
loss of generality we may assume α(diag(a1, . . . , ad)) = a1a

−1
2 . Define

B̃ =


r 0 0

0 r 0
0 0 C

 : r ∈ 1 + θ−2o, C ∈ GL(d− 2, o)m

⊂ GL(d, o).

Put B := B̃ ∩ Zα; we note that B is a compact open subgroup of Zα.
Let a = diag(a2, a2, a3, . . . , ad) ∈ A∩Zα with v(a2) 6= 0, and |v(ai)−v(aj)| > m

for all i > j ≥ 2. In particular, we have α(a) = 1.
Suppose (LE-1) holds. Then by Poincaré recurrence for µ-a.e. gΓ ∈ G/Γ there

exist a sequence `i →∞ so that

a`igΓ ∈ BgΓ for all i.

Hence for all i there exist some γi ∈ Γ and some hi ∈ B so that hia`i = gγig
−1.

Now Lemma 6.1 implies the following. If `i is large enough and we write

(6.3) gγig
−1 = hia

`i =

ri 0 0
0 ri 0
0 0 Di

 ,

then Di is diagonalizable whose eigenvalues have the same valuation as a`ij for all
3 ≤ j ≤ d. Dropping the few first terms, if necessary, we assume that (6.3) holds
for all i.

Since Γ is an inner type lattice, there exists a central simple algebra B over K
so that Γ is commensurable with ΛB , see §2.4. There exists some i (which we fix)
and infinitely many j’s so that γ̂j := γjγ

−1
i ∈ ΛB . We have

gγ̂jg
−1 = hja

`j−`ih−1
i ;

hence if `j − `i is large enough, we get from hj , h
−1
i ∈ B ⊂ GL(n, o)1 that

gγ̂jg
−1 =

r 0 0
0 r 0
0 0 D


where D is diagonalizable whose eigenvalues have the same valuation as a`j−`ij for
all 3 ≤ j ≤ d. Indeed after conjugation by h−1

i we may apply Lemma 6.1.
Altogether, (LE-1) in Theorem 5.3 implies that there exists an element γ ∈ ΛB

with the following properties
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• γ is a semisimple element,
• no eigenvalue of γ is a root of unity,
• all of the eigenvalues of γ are simple except exactly one eigenvalue which

has multiplicity 2.
We now claim that none of the eigenvalues of γ lies in K. To see this, assume

that γ has an eigenvalue σ ∈ K. Recall from the definition of ΛB in §2.4 that ΛB
is bounded in SL1,B(Kw) for all w 6= v. In particular, w(σ) = 0 – else the group
generated by γ in SL1,B(Kw) would be unbounded. This in view of the product
formula implies that v(σ) = 0. Hence σ is a root of unity which is a contradiction.

Since γ ∈ ΛB , by (2.3) we have that the coefficients of the characteristic polyno-
mial of γ are in K. This and the fact that γ is semisimple imply that there exists
a finite separable extension K̃ of K which contains the eigenvalues of γ, see [2,
4.1(c)]. Using the above claim thus we get that the eigenvalue with multiplicity 2
is not in K and is separable over K. Since any Galois conjugate of this eigenvalue
is also an eigenvalue of γ with the same multiplicity, we get a contradiction with
the fact that γ has only one non-simple eigenvalue. �

6.1. Pinsker components have non-trivial invariance. We begin with the
following corollary of the results in §4 and §5.

Corollary 6.3. Under the assumptions of Theorem 1.1 we have the following.
There exists some α ∈ Φ and a µ-conull subset Xinv(α) ⊂ X so that I±αx are
nondiscrete for all x ∈ Xinv(α).

Proof. Since hµ(a) > 0 for some a ∈ A there exists some α ∈ Φ with sα > 0. In
view of Proposition 4.2 the claim in the corollary holds true almost surely unless α
satisfies (5.1).

However, in this case Theorem 5.3 and Proposition 6.2 imply that (LE-2) must
hold true. Put X ′ = {x ∈ X : I±αx is nontrivial}. By (LE-2) and Lemma 5.1 we get
that X ′ has positive measure. Moreover, X ′ is A-invariant in view of Lemma 3.7(4).
Since µ is A-ergodic we get that µ(X ′) = 1. Now choose ` ∈ Z such that X ′` =
{x ∈ X ′ : I±αx ∩ U±α[`] is nontrivial} satisfies µ(X ′`) > 0. Applying ergodicity
and the pointwise ergodic theorem we see that a.e. x ∈ X satisfies that there
exists some a ∈ A and infinitely many n ≥ 0 and infinitely many n ≤ 0 such
that anαax ∈ X ′`. Using Lemma 3.7.(4) this implies the corollary. �

Throughout the rest of this section, we fix some root α so that the conclusion of
Corollary 6.3 holds true, and put Xinv := Xinv(α).

For any root β let Aβ denote the one parameter diagonal subgroup which is the
group of k-points of the Zariski closure of the group generated by aβ . For the sake
of notational convenience we will denote Aβ = {β̌(t) : t ∈ k×} where aβ = β̌(θ).

Recall that V[α] is contained in W+
G (aα). For the rest of this section denote the

Pinsker σ-algebra Paα for aα simply by P. We further take a decomposition

(6.4) µ =

∫
X

µPx dµ(x),

where µPx denotes the P conditional measure for µ almost every x ∈ X.
Since µ is A-invariant and A commutes with aα, the σ-algebras P is A-invariant.

Hence we get

(6.5) aµPx = µPax for µ-a.e. x ∈ X
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Recall the definition of Hα = ϕα(SL(2, k)) from the beginning of §4. For every
x ∈ X we put

(6.6) Hx := {g ∈ Hα : gµPx = µPx }.
It follows from (6.5) that

(6.7) Hax = aHxa−1

for all a ∈ A and µ-a.e. x.

Corollary 6.4. 〈Iαx , I−αx 〉 is Zariski dense in Hα as a k-group for µ-a.e. x ∈ Xinv.
Moreover, 〈Iαx , I−αx 〉 ⊂ Hx.

Proof. The first claim follows from Corollary 6.3. To see the second claim, note that
by Lemma 3.14, we know that I±αx is measurable with respect to P. Equivalently,
the groups I±αx are (almost surely) constant on the atoms of a countably gener-
ated σ-algebra P ′ that is equivalent to P. We now decompose µ as in (6.4) into
conditional measures for the σ-algebra P ′ and take the leafwise measures of µP

′

x for
the subgroup Uα. However, Proposition 3.4 implies that we may assume the atoms
with respect to P ′ are unions of Uα-orbits. This implies in turn for the leafwise
measure that (µP

′

x )Uαy = µαy for µP
′

x -a.e. y and µ-a.e. x (see [18, Prop. 5.20] and
[15, Prop. 7.22] for a similar argument). Fixing one such x we obtain that (µP

′

x )Uαy
is almost surely invariant under Iαy = Iαx . However, this implies by the relation-
ship between the measure and its leafwise measures that µP

′

x is invariant under Iαx .
Since µP

′

x = µPx almost surely we may apply the same argument for I−αx . Therefore,
I±αx ⊂ Hx for µ-a.e. x. �

6.2. Algebraic structure of Hx. Recall from the beginning of §4 that Hα =
ϕα(SL2(k)). Put U±α(ov) = ϕα(U±(ov)) where U+ (resp. U−) denotes the group
of upper (resp. lower) triangular unipotent matrices in SL2.

Note that Hα = 〈Uα, U−α〉. By Corollary 6.4 for µ-a.e. x we have 〈Iαx , I−αx 〉 ⊂
Hx. Define

(6.8) Qx := 〈Hx ∩ Uα(ov),Hx ∩ U−α(ov)〉.
Put

(6.9) XP := {x ∈ X : Qx is Zariski dense in Hα and Qx ∩ U±α are infinite}.
Corollary 6.4 and the above definitions imply that XP ∩Xinv is conull in Xinv.

In particular, Corollary 6.3 implies that µ(XP) = 1.
Note that for all x ∈ XP , the group Qx satisfies the conditions of Theorem A.1

in Section 3.1. For any x ∈ XP define

k′x := the field generated by {tr(ρ(g)) : g ∈ Qx}
and put

(6.10) kx :=

{
k′x if char(k) 6= 2,

{c : c2 ∈ k′x} if char(k) = 2.

Theorem A.1 then implies that there exist
(C-1) a unique (up to a unique isomorphism) k-isogeny ϕx : SL2 ×kx k → SL2

whose derivative vanishes nowhere, and
(C-2) some non-negative integer mx
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so that

(6.11) ϕx(SL(2, ox)mx) ⊂ Qx ⊂ ϕx(SL(2, kx))

where ox is the ring of integers in kx and

SL(2, ox)m := ker
(
SL(2, ox)→ SL(2, ox/$

m
x ox)

)
.

with $x a uniformizer in ox.
Let us put

(6.12) Ex := ϕx(SL(2, kx)).

We will use without further remark the following, which is a consequence of the
implicit function theorem. The group generated by U±($m

x ox) is an open subgroup
of SL(2, ox)m, e.g. a direct computation yields this group contains SL(2, ox)2m.

Lemma 6.5. Consider the Borel σ-algebra arising from the Chabauty topology on
closed subgroups of (k,+) and SL(d, k).

(1) The map x 7→ kx is a Borel map on XP .
(2) The equation (6.12) defines a Borel map, x 7→ Ex, on XP .

Proof. The map x 7→ Qx is a Borel map from a conull subset of X into the set of
closed subgroups of Hα(ov). This and (6.10) imply that x 7→ kx is a Borel map on
the conull set XP , as we claimed in (1).

By part (1) the map x 7→ kx is a Borel map. Also recall from Lemma 3.1(1)
that Ex = 〈Ex ∩ Uα, Ex ∩ U−α〉. Therefore, part (2) follows if we show the map
x 7→ Ex∩U±α is a Borel map. Note, however, that if we realize U±α = {ur : r ∈ k}
as a kx-vectors space, then Ex ∩ U±α = {ur : r ∈ kx} is a one dimensional kx-
subspace of U±α, respectively. Hence,

Ex ∩ U±α = {urr′ : r ∈ kx, ur′ ∈ Qx ∩ U±α),

which implies the claim. �

Lemma 6.6.
(1) The map x 7→ kx is essentially constant.
(2) The map x 7→ Ex is an A-equivariant Borel map on a conull subset of X.

Proof. We claim kx ⊂ kax for all a ∈ A. First let us note that by symmetry, this also
implies that kax ⊂ kx. Therefore, it implies that the map x 7→ kx is A-invariant;
since µ is A-ergodic we get part (1).

We now show the claim. Let mx be as in (C-2). Recall from (6.7) that there is a
full measure setX ′ ⊂ X so that for all x ∈ X ′ and all a ∈ A we haveHax = aHxa−1.
Now for any a there exists some mx,a ≥ mx so that if m ≥ mx,a, then

(6.13) aϕx(SL(2, ox)m)a−1 ⊂ Qax.

Define lx(m) to be the field generated by {tr(ρ(g)) : g ∈ ϕx(SL(2, ox)m)}. Then

(6.14) lx(m) = kx for all m ≥ mx.

Indeed this is true for the field generated by {tr(ρ(g)) : g ∈ SL(2, ox)m}. Since
ϕx has nowhere vanishing derivative and there are no nonstandard isogenies for
type A1, [29, Prop. 1.6], we get ρ1 = ρ2 ◦ ϕx where ρ1 and ρ2 are the adjoint
representation on the source and the target of ϕx. This implies (6.14).

It follows from (6.13) and (6.14) that kx ⊂ kax, as we claimed.
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Let us now prove part (2). By part (1) there is an A-invariant conull set X ′ and
a subfield k′ so that kx = k′ for all x ∈ X ′. Let o′ denote the ring of integers in k′.

We note that the same proof as in the proof of Lemma 6.5(2) implies that
Ex ∩ U±α is the Zariski closure of C ∩ U± in Rk/k′(SLd) for any nontrivial open
subgroup C of Qx.

Let now a ∈ A and x ∈ X ′. Then by (6.13) we have

aϕx(SL(2, o′)m)a−1 ⊂ Qax

for all m ≥ mx,a. Since aHxa−1 = Hax and ϕx(SL(2, o′)m) is open in Qx by (6.11),
we thus get that aϕx(SL(2, o′)m)a−1 is open in Qax for all m ≥ mx,a.

Since U±α are normalized by A, for all a ∈ A and all m ≥ mx,a we have

aϕx(SL(2, o′)m)a−1 ∩ U±α = a(ϕx(SL(2, o′)m) ∩ U±α)a−1.

Taking Zariski closure in Rk/k′(SLd) we get that

a(Ex ∩ U±α)a−1 = Eax ∩ U±α.

This and Lemma 3.1(1) imply the claim. �

Proposition 6.7. For µ-a.e. x ∈ XP we have Ex ⊂ Hx.

Proof. Let x ∈ XP and put A′x := Ex ∩A. In view of Lemma 6.6(2) we have

(6.15) A′ax = Eax ∩A = aExa
−1 ∩A = a(Ex ∩A)a−1 = A′x

for µ-a.e. x and all a ∈ A. Since µ is A-ergodic we get that x 7→ A′x is essentially
constant. Let us denote by A′ this essential value.

Then by Lemma 3.1(2) we have A′ is an unbounded subgroup of Aα = Hα ∩A.
The group Aα is a one dimensional k-split k-torus, therefore, Aα/A′ is compact. For
any s ∈ k we let α̌(s) ∈ Aα be the cocharacter associated to α and evaluated at s,
i.e. α̌(s) is the diagonal matrix with eigenvalues s, s−1 and 1 with multiplicity d−2
so that α(α̌(s)) = s2. This implies that there exist some ` > 0 and some r ∈ ov

×,
so that if we put s := θ`r, then α̌(s) ∈ Ex. In particular, α̌(s) normalizes both
Ex ∩ Uα and Ex ∩ U−α.

For every ε > 0 there is subset XP(ε) ⊂ XP with µ(XP(ε)) > 1− ε so that the
map

x 7→ µPx

is continuous on XP(ε). Now by Poincaré recurrence, for µ-a.e. x ∈ XP(ε) there is
a sequence nx,i →∞ so that α̌(snx,i) ∈ XP(ε) for all i and α̌(snx,i)x→ x. Then

lim
i→∞

Hα̌(snx,i )x ⊂ Hx.

Recall from (6.11) that Qx∩Uα contains an open compact subgroup of Ex∩Uα.
Therefore, using (6.7) we get that

Ex ∩ Uα ⊂ lim
i→∞

α̌(snx,i)(Qx ∩ Uα)α̌(s−nx,i) ⊂ lim
i
Hα̌(snx,i )x ⊂ Hx,

for µ-a.e. x ∈ XP(ε). Choosing a sequence εn → 0 we get that Ex ∩ Uα ⊂ Hx for
µ-a.e. x ∈ XP .

Similarly, we get Ex ∩ U−α ⊂ Hx for µ-a.e. x ∈ XP . Recall from Lemma 3.1(1)
that Ex is generated by Ex ∩ U±α. Therefore Ex ⊂ Hx for µ-a.e. x ∈ XP . �
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6.3. Applying the measure classification for semisimple groups. We now
apply the measure classification theorem due to Alireza Salehi-Golsefidy and the
third named author (Theorem B from Section 3.2).

Lemma 6.8. Let µ be as in Theorem 1.1. Then there exist a closed infinite subfield
l < k and a smooth algebraic l-subgroup M < Rk/l(SLd) such that M(l) ∩ Γ is
Zariski dense in M over l, and a noncentral cocharacter λ : Gm → M over l so
that the topological group

L = M+(λ)(M(l) ∩ Γ)

satisfies that L/(L ∩ Γ) has finite volume. Moreover, for µ-a.e. x, the Ex-ergodic
component of µPx equals hνL for some h ∈ SL(d, k) so that x = hΓ and νL is the
homogeneous measure on L/(L ∩ Γ).

Proof. Let k′ denote the essential value of the map x 7→ kx, see Lemma 6.6(1). In
view of Proposition 6.7 for µ-a.e. x the measure µPx is invariant under Ex.

Since the σ-algebra P is A-invariant we have aµPx = µPax for all a ∈ A and µ-a.e.
x. Moreover, by Lemma 6.6(2) we have Eax = aExa

−1 for µ-a.e. x. Therefore, if
we let

(6.16) µPx =

∫
νz dµPx (z)

be the ergodic decomposition of µPx with respect to Ex (where for µPx -a.e. z we let
νz denote the Ex-ergodic components of µPx ) then

(6.17) µPax =

∫
a∗νz dµPx (z)

is the ergodic decomposition of µPax with respect to Eax.
Applying Theorem B in Section 3.2 we conclude that for µPx -a.e. z the measure

νz is described as follows.
There exist

(B-1) lz = (k′)qz ⊂ k where qz = pnz , p = char(k) and nz ≥ 1,
(B-2) a connected lz-subgroup Mz of Rk/lz (SLd) so that Mz(lz) ∩ Γ is Zariski

dense in Mz, and
(B-3) an element gz ∈ G,

such that νz is the gzLzg−1
z -invariant probability Haar measure on the closed orbit

gzLzΓ/Γ with
Lz = M+

z (λz)(Mz(lz) ∩ Γ)

where
• the closure is with respect to the Hausdorff topology, and
• λz : Gm → Mz is a noncentral lz-homomorphism, M+

z (λz) is defined
in (3.9), and Ex ⊂M+

z (λz).

Note that Mz in (B-2) is lz-smooth – indeed Mz(lz) is Zariski dense in Mz, see [35,
Lemma 11.2.4(ii)].

For any z where νz is described as above, let (lz, [Mz], [M
+
z (λz)]) be the corre-

sponding triple where [•] denotes the Γ conjugacy class. This is well defined and
we will refer to it as the triple associated to z. Given a triple (l, [M], [M+(λ)]) put

S(l, [M], [M+(λ)]) = {z ∈ X : (l, [M], [M+(λ)]) is associated to z}.
Note that there are only countably many such triples. Indeed there are only count-
ably many closed subfields l ⊂ k′ as in Theorem B(1), also there are only countably
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many M as in Theorem B(2). For any such l and M there are only countably many
choices ofM+(λ) by Lemma 3.2(2). Therefore, there exists a triple (l, [M], [M+(λ)])
such that

µ(S(l, [M], [M+(λ)])) > 0.

Note, however, that in view of (6.17) we have S(l, [M], [M+(λ)]) is A-invariant.
This, together with the fact that µ is A-ergodic, implies that

µ(S(l, [M], [M+(λ)])) = 1.

This finishes the proof of the lemma. �

We let l, M and L := M+(λ)(M(l) ∩ Γ) be as in Lemma 6.8. Define

(6.18) N := the Zariski closure of NG′(M(l)) ∩ Γ in G′

where G′ := Rk/l(SLd) and G′ := G′(l) = SL(d, k). Therefore, N is a smooth group
defined over l, see e.g. [35, Lemma 11.2.4(ii)]. In view of (B-2) above we have

(6.19) M ⊂ N◦ and N ⊂ NG′(M).

where N◦ denotes the connected component of the identity in N.

Lemma 6.9. We let Asp
l be the group of l-points of the maximal l-split torus sub-

group of Rk/lA. Then there exists some g0 ∈ SL(d, k) so that Asp
l ⊂ g0N(l)g−1

0 and
Ag0Γ/Γ = supp(µ).

Proof. Recall that LΓ is a closed subset of G and for µ-a.e. x and µPx -a.e. z we have

(6.20) supp(νz) = gLΓ/Γ

for some g ∈ G. We note that the element g is not well defined, however, the
set gLΓ is well defined. This, in view of (B-2), determines the set gM(l)Γ as the
smallest set of the form R(l)Γ where R is an l-subvariety so that νz(R(l)Γ/Γ) > 0,
see [28, Thm. 6.9] also the original [27, Prop. 3.2]. Let now g, g′ ∈ G be such that
gM(l)Γ = g′M(l)Γ. Then

M(l) ⊂
⋃
γ

g−1g′M(l)γ.

Hence, by Baire category theorem, there is some γ0 so that M(l) ∩ g−1g′M(l)γ0

is open in M(l). Since M is Zariski connected, any open (in Hausdorff topology)
subset of M(l) is Zariski dense in M, [26, Ch. 1, Prop. 2.5.3]. This and equality
of the dimensions imply that M(l) = g−1g′M(l)γ0. Therefore, g−1g′m0γ0 = 1 for
some m0 ∈M(l) and we get

M(l) = g−1g′M(l)γ0 = γ−1
0 M(l)γ0.

That is γ0 ∈ NG(M(l)) ∩ Γ and

g−1g′ = γ−1
0 m−1

0 ∈ (NG(M(l)) ∩ Γ)M(l).

Hence, by (6.18) and (6.19) we have

(6.21) g−1g′ ∈ (NG(M(l)) ∩ Γ)M(l) ⊂ N(l).

Let N = N(l) and G′ = G′(l) = SL(d, k). Then, by (6.21), we get a Borel
measurable map f from S(l,M,M+(λ)) to G′/N = SL(d, k)/N defined by f(x) =
gxN.
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The above discussion, in view of (6.17), implies that f is an A-equivariant Borel
map, where the action of A on SL(d, k)/N is induced from the natural action of
Rk/l(A) on G′/N.

Now by Lemma 3.3, there exists some

g0N ∈ FixAsp
l

(SL(d, k)/N)

so that f∗µ is the A-invariant measure on the compact orbit Ag0N. Using the
Birkhoff ergodic theorem for the action of A on X and the compactness of the orbit
Ag0N, we can choose the representative g0 ∈ SL(d, k) so that Ag0Γ/Γ = supp(µ).
Let us recall that FixAsp

l
(SL(d, k)/N) = {gN : g−1Asp

l g ⊂ N}. In particular, g0

satisfies

(6.22) g−1
0 Asp

l g0 ⊂ N,
as we claimed. �

6.4. The algebraic K-groups F and H. While the groups M < N are still
somewhat mysterious at this stage, we can describe their k-Zariski closure quite
precisely.

Recall that Γ ⊂ SL(d, k) is a lattice of inner type. Hence, there exists a central
simple algebra B over K so that Γ is commensurable with ΛB , see §2.4. We define
the shorthand ΓB := Γ ∩ ΛB .

Lemma 6.10. With the notations as in Theorem 1.1, let F be a connected, non-
commutative algebraic subgroup of SLd so that F(k) ∩ Γ is Zariski dense in F and
A′ = A ∩ g0F(k)g−1

0 is cocompact in A for some g0 ∈ SL(d, k). Then F is defined
over K and we have the following.

(1) g−1
0 Ag0 ⊂ F,

(2) F has no K̃-rational character for any purely inseparable algebraic field
extension K̃ of K,

(3) F is a reductive K-group,
(4) F(k) ∩ Γ is a lattice in F(k), and
(5) the commutator group [F,F] is nontrivial, simply connected and almost K-

simple.
(6) Moreover, [F,F](k) ∼=

∏n
i=1 SL(d0, k) with d = nd0. In fact, apart from the

order of the indices, the group g0[F,F]g−1
0 equals the subgroup consisting

of n block matrices along the diagonal.

Proof. Since ΓB is finite index in Γ and F is connected, we have F(k)∩ΓB is Zariski
dense in F. This and the fact that ΓB ⊂ ΛB , imply that F is defined over K, [35,
Lemma 11.2.4(ii)].

Since A/A′ is compact and A is Zariski connected and k-split, we have that A′ is
Zariski dense in A. Since also g−1

0 A′g0 ⊂ F(k), we obtain g−1
0 Ag0 ⊂ F as k-groups.

Let K̃ be a finite purely inseparable extension of K. For every place w of k there
exists a unique extension w̃ of w to K̃. Recall that k = Kv for a fixed place v of
K. Let

Λ̃B = {γ ∈ SL1,B(K̃) : γ ∈ SL1,B(ow̃) for all w̃ 6= ṽ},
see (2.4).

Let Õ be the ring of ṽ-integers in K̃. Suppose χ is an arbitrary K̃-rational
character of F. Then there exists some D ∈ Õ, depending on χ, so that

B := χ(ΓB ∩ F) ⊂ χ(Λ̃B ∩ F(K̃)) ⊂ 1
D Õ.
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In particular, there exists some `0 ∈ Z so that for any place w̃ 6= ṽ in K̃ and any
r ∈ B we have w̃(r) ≥ `0. Note, further, that B is a multiplicative group, hence,
w̃(B) is a subgroup of (Z,+). In consequence, we have w̃(r) = 0 for any place
w̃ 6= ṽ in K̃ and any r ∈ B. By the product formula we also get that ṽ(r) = 0 for
all r ∈ B. Therefore, B is a finite group consisting of roots of unity. This implies
that there is a finite index subgroup Γ′ ⊂ ΓB ∩ F so that χ(Γ′) = 1. Since F is
connected and ΓB ∩ F is Zariski dense in F, the group Γ′ is also Zariski dense in
F. This implies that χ is trivial on F as claimed in (2).

We note that part (2) and [5, Thm. 1.3.6] imply part (4) directly. Below we give
an argument using (3) which avoids the full force of [5, Thm. 1.3.6]. In particular,
the classification of pseudo reductive groups in [6] which is used to resolve the main
difficulties in [5] is not used in our proof of (4).

We now prove part (3). Let K̃ be a finite purely inseparable extension of K
so that Ru(F) is defined and splits over K̃, see [2, 18.4 and 15.5]. Restricting the
adjoint representation of F to the Lie algebra of Ru(F) and taking the determinant
we obtain a K̃-character. We claim that if Ru(F) is nontrivial, this character is
also nontrivial. In view of this claim, (3) follows from (2).

We now show the claim. Recall that Ru(F) is a K̃-split unipotent subgroup.
Since SLd is simply connected, we get from [20], see also [1], that there exists a K̃-
parabolic subgroup P of SLd so that Ru(F) ⊂ Ru(P) and NSLd(Ru(F)) ⊂ P. The
claim now follows; indeed g−1

0 Ag0 ⊂ F ⊂ NSLd(Ru(F)) and g−1
0 Ag0 is a maximal

torus which is k-split and hence also K̃ṽ-split.
Part (4) follows from (2), (3), and [22]. Note that the absence of a unipotent

radical (defined over k or not) makes the necessary arguments in our case much
simpler.

For the rest of the argument we fix a maximal K-torus T in F which is k-split,
see [6, Cor. A.2.6]. Note that by [6, Thm. C.2.3], there is some g ∈ F(k) so that

gTg−1 = g−1
0 Ag0.

We now establish part (5). First note that F is not commutative so [F,F] is
nontrivial. Let K ′ be a separable field extension of K such that T splits over K ′.
Therefore, there exists some g1 ∈ SLd(K

′) so that g1Tg
−1
1 is the full diagonal

subgroup of SLd. Moreover, let T0 ⊂ T be the central torus of F. Then

g1[F,F]g−1
1 ⊂ g1[ZSLd(T0),ZSLd(T0)]g−1

1 =
∏
i

SLdi

for some integers d1, d2, . . . (that depend on the subgroup g1T0g
−1
1 ). Since T ⊂ F

has absolute rank d − 1, the rank of [F,F] equals d − 1 − dim(T0). Moreover, the
torus T0 is central in ZSLd(T0), hence we have

d− 1− dim(T0) ≥ rank([ZSLd(T0),ZSLd(T0)]) =
∑
i

(di − 1).

Together with the above inclusion, we thus get that d− 1− dim(T0) =
∑
i(di− 1).

Since [F,F] is semisimple and
∏
i SLdi has no proper semisimple subgroup of the

same rank, we get g1[F,F]g−1
1 =

∏
i SLdi . Let W1, . . . be the various irreducible

subspaces for the action of [F,F] on the d-dimensional vector space that are defined
over K ′ and correspond to the various blocks of g1[F,F]g−1

1 . As F is nonabelian
at least one of the subspace, say W1, has dimension ≥ 2. Let W be the sum of W1

and all its Galois images. Then W is invariant under F and is defined over K –
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recall that K ′/K is separable. Since F has no K-rational characters, we see that W
has full dimension. Otherwise the determinant of the restriction of F to W gives
a K-character which is nontrivial since T is a maximal torus – indeed over K ′ we
can conjugate T to A the diagonal subgroup, now any subspace of the standard
d-dimensional representation of SLd that is invariant under A and whose weights
sum to zero is trivial. This implies that [F,F] is semisimple and almost K-simple.
In particular, we obtain di = dj for all i, j which gives part (6). �

Define

(6.23) F̂ := the Zariski closure of N(l) ∩ Γ in SLd.

In particular, F̂ is a smooth group defined over k, see [35, Lemma 11.2.4(ii)].
Put F = F̂◦, the connected component of the identity in F̂.

Since [Γ : ΓB ] <∞, we have that F coincides with the connected component of
the identity in F̂B := the Zariski closure of N(l)∩ΓB in SLd. Now F̂B is a smooth
group defined over K, therefore, F is also a smooth group defined over K and hence
over k.

Lemma 6.11.
(1) N(l) ⊂ F̂(k) and hence N(l) is Zariski dense in F̂,
(2) F satisfies the conditions in Lemma 6.10.

Proof. For part (1) we note first that the definition (6.23) implies that

N(l) ∩ Γ ⊂ F̂(k) = Rk/l(F̂)(l) ⊂ G′(l).

Therefore, by (6.18) we have N ⊂ Rk/l(F̂). Taking l-points we get part (1).
We now show that part (1) implies (2). To see this we first note that F is

connected by definition. Next recall that by (6.19) we have Ex ⊂M(l) ⊂ N(l) for
µ-a.e. x. In view of the definition of Ex, see (6.12), and the fact that F is finite
index in F̂ we get that F is noncommutative. Moreover, note that F is Zariski open
and closed in F̂. By the definition of F̂ in (6.23) we have that F̂(k) ∩ Γ is Zariski
dense in F̂. Together it follows that F(k)∩Γ is Zariski dense in F. Finally by (6.22)
we have g−1

0 Asp
l g0 ⊂ N(l) ⊂ F̂(k). Since Asp

l is cocompact in A, we obtain the last
assumption namely that A ∩ g0F(k)g−1

0 cocompact in A. �

Put

(6.24) Ĥ := the Zariski closure of M(l) ∩ ΓB in SLd.

Note that Ĥ is a smooth group defined over K and hence over k. Put H := Ĥ◦, the
connected component of the identity in Ĥ; then H is also a smooth group defined
over K and hence over k.

Lemma 6.12.
(1) M(l) ⊂ H(k), and hence M(l) is Zariski dense in H,
(2) [F,F] = H,
(3) H is almost K-simple.
(4) H(k) ∼=

∏
SL(d0, k) where d = nd0.

Proof. Recall from (B-2) that M ⊂ Rk/l(SLd) is connected and that M(l) ∩ Γ is
Zariski dense in M. Since M is connected and [Γ : ΓB ] <∞, we get that

(6.25) M(l) ∩ ΓB is Zariski dense in M.
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Therefore, as in the proof of Lemma 6.11(1), we have

M(l) ∩ ΓB ⊂ Ĥ(k) = Rk/l(Ĥ)(l) ⊂ G′(l).

This in view of our preceding discussion implies that M ⊂ Rk/l(Ĥ). Since M

is connected and Rk/l(H) is a finite index subgroup1 of Rk/l(Ĥ), we get that
M ⊂ Rk/l(H). Taking l-points part (1) follows.

By (6.19) we have gM(l)g−1 = M(l) for all g ∈ N(l). Hence by part (1)
and Lemma 6.11(1) we obtain that H ⊂ F is a normal subgroup of F̂ and hence
of F. Moreover, since Ex ⊂ M(l) for µ-a.e. x, we have H is non-commutative.
As was mentioned above, H is a K-subgroup of F. Hence Lemma 6.11(2) and
Lemma 6.10(5) imply

(6.26) [F,F] ⊂ H.

We now show the other inclusion. In view of Lemma 6.11 and Lemma 6.10 we
have g0R(k)Γ/Γ is a closed orbit with finite g0R(k)g−1

0 -invariant measure for R =
F, [F,F]. Moreover, by the choice of g0 in Lemma 6.9 and Lemma 6.10(1) we have

(6.27) µ is supported on Ag0Γ/Γ ⊂ g0F(k)Γ/Γ.

Since Ex ⊂ [F,F] and any Ex-ergodic component of µ is supported on a homoge-
neous space g0g[F,F](k)Γ/Γ, for some g ∈ F(k) we get that M(l) ⊂ [F,F](k). This
completes the proof of part (2) thanks to part (1) and (6.26).

The fact that H satisfies parts (3) and (4) now follow from part (2), Lemma 6.11,
and Lemma 6.10. �

Let us put AH = A ∩ g0H(k)g−1
0 . In view of Lemmas 6.11 and 6.12 we see that

g0H(k)g−1
0 has a block structure. Put CH = g0Z(F(k))g−1

0 . Then A′′ := AHCH is
a cocompact subgroup of A. We have the following.

Lemma 6.13. We can decompose the measure as follows

µ =

∫
A/Stab(η)

a∗η da

where da is the Haar measure on the compact group A/Stab(η), and η is an AH-
ergodic component of µ which is supported on g0H(k)Γ/Γ. Moreover we have

η =

∫
νz dη(z).

Proof. Recall from (6.27) that µ is supported on the closed orbit g0F(k)Γ/Γ. Hence,
CH∩g0Γg−1

0 acts trivially on supp(µ).Moreover, by Lemma 6.11 and Lemma 6.10(4)
we have that Z(F(k))Γ/Γ is compact. This and the fact that A/A′′ is compact
implies that

(6.28) A/AH(CH ∩ g0Γg−1
0 )

is a compact group. Therefore the AH(CH ∩ g0Γg−1
0 )-ergodic decomposition of µ

can be written as ∫
A/AH(CH∩g0Γg−1

0 )

a∗η da

1Indeed in view of the smoothness of H it follows from [6, Prop. A.5.9] that Rk/l(H) is
connected.
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where η is an AH(CH∩ g0Γg−1
0 )-invariant measure on g0H(k)Γ/Γ. This implies the

decomposition of µ as in the lemma.
For the final claim we note that the above discussion also shows that BAH ⊂ P,

where BAH is the σ-algebra of AH-invariant sets. Hence the conditional mea-
sures µPx for the Pinsker σ-algebra can be obtained by double conditioning, i.e.

µPy = (µB
AH

x )
P
y

for µ-a.e. x and µB
AH

x -a.e. y. Again because of compactness of (6.28) and the
equivariance properties of the conditional measures it suffices to consider one of the
conditional measure η = µB

AH

x . For the Pinsker conditional measure ηPy we have
considered in (6.16) a decomposition into ergodic components for the group Ey.
These ergodic components have been completely described in Lemma 6.8. The
lemma follows by integration over η. �

The following proposition describes the algebraic structure of the group L in
Lemma 6.8. It turns out to be more convenient for us to explicate the structure of
the finite index subgroup

LB := M+(λ)(M(l) ∩ ΓB)

of L. Note that LΓ/Γ = LBΓ/Γ.

Proposition 6.14. Let n be as in Lemma 6.12(4). Then there exist
(1) A collection (li : 1 ≤ i ≤ n) of closed (not necessarily distinct) subfields of

k,
(2) For every 1 ≤ i ≤ n a connected, simply connected, absolutely almost simple

li-group Hi and an isomorphism ϕi : Hi ×li k → SLd0 (where SLd0 is
considered as the ith block subgroup corresponding to the indices (i−1)d0 +
1, . . . , id0)

so that LB =
∏n
i=1 ϕi(Hi(li)) ⊂ H(k)

Proof. In view of (6.25) and Lemma 6.12(3) and (4), the groups M and H satisfy
the conditions in [28, §7] for the lattice ΓB . Therefore [28, Thm. 7.1], which in turn
relies heavily on [6, 29, 23], implies the following. There exist

(a) a collection (li : 1 ≤ i ≤ r) of closed subfields of k,
(b) for every 1 ≤ j ≤ n some 1 ≤ i(j) ≤ r and a continuous field embedding

τj : li(j) → k,
(c) for every 1 ≤ i ≤ r a connected, simply connected, absolutely almost simple

li-group Hi (which is a form of SLd0),
(d) for every i ∈ {1, . . . , r} there exists some j ∈ {1, . . . , n} with i(j) = i,
(e) an isomorphism ϕ :

∐r
i=1 Hi×τ(⊕ri=1li)

⊕ni=1k →
∐

SLd0
, with τ = (τ1, . . . , τn)

so that LB = ϕ
(∏r

i=1 Hi(li)
)
⊂ H(k).

We now claim

(6.29) r = n.

Assuming (6.29), and after possibly renumbering and replacing li by τi(li) for
1 ≤ i ≤ r = n, we get the proposition.

We now turn to the proof of (6.29). Put ∆ := H(k) ∩ Γ and recall the notation
AH = A ∩ g0H(k)g−1

0 . In view of Lemma 6.13 we can reduce the study of the
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measure µ to the study of the measure η, which is an AH-ergodic invariant measure
on g0H(k)/∆. Put

H′ := R⊕nj=1k/τ(⊕ri=1li)

( n∐
j=1

SLd0

)
.

Then H′ is a smooth ⊕ri=1li-group and H′(⊕ri=1li) = H(k), see [6, Prop. A.5.2].
Moreover, LB = ϕ(

∏r
i=1 Hi(li)) is the group of ⊕ri=1li-points of a ⊕ri=1li-subgroup

of H′, see [6, Prop. A.5.7]. Define

(6.30) R := the Zariski closure of NH(k)(LB) ∩∆ in H′.

Put
R = R(⊕ri=1li) ⊂ H(k).

Then R ⊂ NH(k)(LB).
In view of (6.20) and Lemma 6.13 we have the following. For η-a.e. x ∈ H(k)/∆

and ηPx -a.e. z we have

supp(νz) = g0gL∆/∆ = g0gLB∆/∆

for some g ∈ H(k).
Therefore, arguing for each i separately, as in the proof of Lemma 6.9 we get the

following. There is a cocompact subgroup A′H ⊂ AH and some g1 ∈ H(k) so that

g−1
1 g−1

0 A′Hg0g1 ⊂ R,

moreover, AHg0g1Γ = supp(η).
In particular we have A′H normalizes the group g0g1LBg

−1
1 g−1

0 . Recall now that
AH is a maximal torus in the block diagonal group g0H(k)g−1

0 . These and the fact
that A′H is cocompact in AH imply that the block structure of LB and H agree
with each other, i.e. r = n. To see this, assume i(j) = 1 for j = 1, 2. Let a be an
element in A′H which equals the identity in all the blocks j = 2, . . . , n and in the
first block it is a diagonal elements which generates an unbounded group. Then
since a normalizes g0g1LBg

−1
1 g−1

0 we get a contradiction. �

Corollary 6.15. NH(k)(LB)/Z(H(k))LB is a torsion abelian group.

Proof. In view of Proposition 6.14 it suffices to argue in each SLd0-block separately.
Hence we fix some i ∈ {1, . . . , n}. First note that Hi is an li-form of SLd0

. Sup-
pose now that g ∈ SL(d0, k) normalises Hi(li). Since Hi(li) is Zariski dense in
the li-group Hi, see e.g. [26, Ch. 1, Prop. 2.5.3], we thus get that g induces an
li-automorphism of Hi. Extending the scalars from li to k we see that the automor-
phism is inner, i.e. this automorphism σi(g) belongs to Had

i (k). Together it follows
that σi(g) ∈ Had

i (li). This automorphism is, moreover, nontrivial if and only if g
is not central in SLd0

. Hence, we get a monomorphism g 7→ σ(g) from

NSL(d0,k)(LB ∩ SL(d0, k))/Z(SL(d0, k))

into Had
i (li). This map sends Hi(li) to [Had

i (li),H
ad
i (li)] by [26, Ch. 1, Thm. 2.3.1]

and the claims hold true by [26, Ch. 1, Thm. 2.3.1]. �

Let us now complete the proof of Theorem 1.1.
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Proof of Theorem 1.1. In view of Lemma 6.13 we may and will restrict our attention
to the measure η appearing in the statement of that lemma. Similar to the proof
of (6.29), put ∆ := H(k) ∩ Γ. Define

H′ := R⊕nj=1k/⊕ni=1li

( n∐
i=1

SLd0

)
.

Then H′ is a smooth ⊕ni=1li-group and H′(⊕ni=1li) = H(k), see [6, Prop. A.5.2].
Moreover, LB =

∏n
i=1 Hi(li) is the group of ⊕ni=1li-points of a ⊕ni=1li-subgroup of

H′, see [6, Prop. A.5.7]. Since H′(⊕ri=1li) = H(k), we may view Z(H(k)) as a finite
subgroup of H′(⊕ri=1li). Define

R := Z(H(k))
(
the Zariski closure of NH(k)(LB) ∩∆ in H′

)
.

Put R = R(⊕ni=1li) ⊂ H(k), since H(k) = H′(⊕(li)) we have Z(H(k)) ⊂ R.
Moreover, R ⊂ NH(k)(LB), and by Corollary 6.15 we have

(6.31) [R,R] ⊂ Z(H(k))LB .

In view of (6.20) and Lemma 6.13, for η-a.e. x ∈ g0H(k)/∆ we have

(6.32) supp(νx) = g0gL∆/∆ = g0gLB∆/∆

for some g ∈ H(k) depending on x.
Therefore, arguing as in the proof of Lemma 6.9 we get the following. There is a

cocompact subgroup A′H ⊂ AH containing Z(H(k)) and there is some g1 ∈ H(k) so
that g−1

1 g−1
0 A′Hg0g1 ⊂ R. We may furthermore require that AHg0g1Γ/Γ = supp(η).

This gives the following decomposition.

(6.33) η =

∫
AH/A′H

a∗η
′ da,

where

• da is the Haar measure on the compact group AH/A
′
H,

• η′ is an A′H-invariant and ergodic probability measure on g′0R/∆
′ where

∆′ := R ∩∆ and g′0 = g0g1.

Note that we have implicitly identified here g′0R/∆′ with g′0R∆/∆ (which in turn
itself has already been implicitly identified with g′0RΓ/Γ).

We now further investigate the measure η′. In view of (6.32) we can write

(6.34) η′ =

∫
g′0R/∆

′
νx dη′(x),

where νx is the g′0gLBg−1g′0
−1-invariant measure on g′0gLB∆′/∆′ where we write

x as x = g′0g∆′/∆′ for g ∈ R.
Since LB is normal in R, we get that η′ is g′0LBg′0

−1-invariant. Moreover, since
Z(H(k)) ⊂ A′H, we also have η′ is Z(H(k))-invariant. Finally since LB∆/∆ is
closed in H(k)/∆ we have that Z(H(k))LB∆′ is a closed subgroup of R. Let
L′B = Z(H(k))LB . We define η′1 as the push forward of η′ under the canonical
quotient map from g′0R/∆

′ into g′0R/LB∆′, and similarly η′2 as the push forward
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to g′0R/L′B∆′. With this we obtain from (6.34) that for νLB = νLB∆′/∆′

η′ =

∫
g′0R/LB∆′

g∗νLB dη′1(gLB∆′)

=

∫
g′0R/L

′
B∆′

g∗

(∫
Z(H(k))

h∗νLB dh

)
dη′2(gL′B∆′)

= (g′0)∗

∫
R/L′B∆′

g∗

(∫
Z(H(k))

h∗νLB dh

)
dηP (gL′B∆′),(6.35)

for a (g′0)−1A′Hg
′
0-invariant and ergodic probability probability measure ηP on P =

R/L′B∆′. We note that the measure defined by the inner integral in (6.35) is
actually homogeneous. Furthermore, by Corollary 6.15 we know that P = R/L′B∆′

is a torsion abelian group.
We claim that

(6.36) the image of (g′0)−1A′Hg
′
0 in P is compact and in particular closed.

Assuming (6.36), let us finish the proof. Indeed, (6.36) implies that ηP equals the
Haar measure on a coset of(

(g′0)−1A′Hg
′
0

)
L′B∆′/L′B∆′

This together with (6.33)finish the proof.

We now prove (6.36). Let {s1, . . . , sr} ⊂ (g′0)−1A′Hg
′
0 be a subset which generates

a cocompact subgroup of (g′0)−1A′Hg
′
0. By Corollary 6.15, there exists some m ∈ N

so that smi ∈ Z(H(k))LB = L′B for all 1 ≤ i ≤ r. Let D be the group generated
by {sm1 , . . . , smr }. Then D is cocompact in (g′0)−1A′Hg

′
0 and the natural orbit map

from (g′0)−1A′Hg
′
0 to P factors through the natural map from (g′0)−1A′Hg

′
0/D to P .

These maps are continuous and (g′0)−1A′Hg
′
0/D is compact, thus (6.36) follows. �

7. Joining classification

7.1. On the group generated by certain commutators. A key to the classifi-
cation of joinings is the following simple general fact about a rank two k-torus. Let
G denotes a connected, simply connected, absolutely almost simple group defined
over a local field k with char(k) > 3. Let λ : G2

m → G be an algebraic monomor-
phisms defined over k; let A = λ(G2

m). Fix a maximal k-split, k-torus S ⊂ G so
that A ⊂ S. Further, let T ⊃ S be a maximal torus of G which is defined over k.
Put Φ := Φ(T,G), kΦ := kΦ(S,G), and Φ := kΦ(A,G). For Ψ ⊂ Φ set

(7.1) ϑ(Ψ) := {α ∈ Φ(T,G) : α|A ∈ Ψ}.

Proposition 7.1. The group G is generated by the commutators [V[α],V[β]] where
α, β run over all linearly independent pairs in Φ.

We need the following lemma from [13, Lemma 4.2], see also [10, Lemma 9.6].

Lemma 7.2. Let δ ∈ Φ and δ′ ∈ ϑ([δ]). Then there exist some β ∈ Φ and some
β′ ∈ ϑ([β]) with the following properties.

(1) {β, δ} is a linearly independent subset of Φ.
(2) δ′ − β′ ∈ Φ.
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Proof. Let k̄ be the algebraic closure of k. Let

Υ = {α ∈ R⊗X∗(T) : α|A ∈ Rδ},
where X∗(T) denotes the group of characters of T.

Let g′ be the k̄-span of {gα′ , [gα′ , gβ′ ] : α′, β′ ∈ Φ \Υ}. It follows easily from the
Jacobi identity (cf. the proof of [13, Lemma 4.2] for details) that g′ is an ideal of g.
Recall that A = λ(G2

m). Therefore, Φ has at least two linearly independent roots,
and g′ is not central. Since g has no proper non-central ideals, we have g′ = g.

In particular, we get that

gδ′ ⊂
∑

α′∈Φ1\Υ

gα′ +
∑

α′,β′∈Φ\Υ

[gα′ , gβ′ ].

Since δ′ ∈ Υ, the above implies that gδ′ ⊂
∑
α′,β′∈Φ\Υ[gα′ , gβ′ ]. But for every

α′, β′, we have that [gα′ , gβ′ ] ⊆ gα′+β′ hence δ′ = α′+β′ for some α′, β′ ∈ Φ\Υ. In
particular, since β′ 6∈ Υ, it holds that β := β′|A is linearly independent from δ. �

Proof of Proposition 7.1. Since the statement of the proposition is on the level of
algebraic groups, the validity of the statement over the algebraic closure k̄ of k
implies that of the statement when the groups are considered as algebraic groups
over k. Over k̄, we can write for every α ∈ Φ

V[α] =
∏

δ′∈ϑ([α])

Uδ′

with each Uδ′ a one parameter unipotent group over k̄.
Since the group G is absolutely almost simple, in particular semisimple, the root

groups Uδ′ for δ′ ∈ Φ generate. Therefore to prove the proposition it is enough to
show that for every δ′ ∈ Φ, one can find α and β in Φ, linearly independent, so that

(7.2) Uδ′ ⊂ [V[α],V[β]].

Let β, β′ be as in Lemma 7.2 applied to δ := δ′|A1 and δ′, and let α′ = δ′ − β′ and
α = α′|A. In particular, α and β are linearly independent.

Recall that char(k) 6= 2, 3, hence by [4, §4.3] irregular commutation relations do
not occur. This means in particular that

[Uα′ ,Uβ′ ] = Uα′+β′

(cf. also [3, §2.5]). But Uα′ ⊂ V[α], Uβ′ ⊂ V[β], and by definition α′ + β′ = δ′.
Equation (7.2) and hence the proposition follows.

�

7.2. The main entropy inequality and the invariance group of the leafwise
measures. From now on, we use the notation from Theorem 1.2. In particular,
for i = 1, 2, Gi denotes a connected, simply connected, absolutely almost simple
group defined over k. We put Gi = Gi(k) and G = G1 × G2. Recall also that
char(k) > 3.

Suppose fixed two algebraic monomorphisms λi : G2
m → Gi defined over k;

let Ai = λi(G
2
m) and Ai = Ai(k). For i = 1, 2 we fix a maximal k-split, k-torus

Si ⊂ Gi so that Ai ⊂ Si, and set kΦi := kΦ(Si,Gi), and Φi := kΦ(Ai,Gi).
Define A to be the smooth k-group so that

A(R) := {(λ1(r), λ2(r)) : r ∈ Gm(R)2}
for any algebra R/k; let A := A(k).
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Let
Φ = kΦ(A,G1 ×G2).

Using the natural homomorphisms fromA toAi, for i = 1, 2 we can view kΦ(Ai,Gi)
as subsets of Φ and moreover we have that

Φ = kΦ(A1,G1) ∪ kΦ(A2,G2).

For each α ∈ Φ, we can write the coarse Lyapunov group V[α] ⊂ G1 × G2 as a
product V 1

[α] × V
2
[α] with V i[α] ⊂ Gi; by convention if α 6∈ Φ then V i[α] = {1}. For

i = 1, 2 we fix a maximal, compact, open subgroup Gi ⊂ Gi and put G := G1×G2.
Recall that µ denotes an ergodic joining for the action of Ai on (Xi,mi) for

i = 1, 2.

Proposition C (Cf. [13], §3). Let a = (a1, a2) ∈ A and let Ψ ⊂ Φ be a positively
closed subset. Put

W = VΨ ⊂W−G1×G2
(a).

Then W = W1 ×W2 where Wi ⊂ Gi for i = 1, 2 and

(7.3) hµ(a,W ) ≤ hm1(a1,W1) + hµ(a, {id} ×W2).

Furthermore, the following hold.
(1) If the equality holds in (7.3), then W1 is the smallest algebraic subgroup of

W1 which contains π1

(
supp(µWx ) ∩G

)
.

(2) The equality holds for W = W−G1×G2
(a).

(3) For every α ∈ Φ, the equality holds for W = V[α].

Proof. The main inequality follows2 from [13, Prop. 3.1].
Parts (2) and (3) follow from [13, Prop. 3.3 and Cor. 3.4].
To see part (1), first note that by [14, Prop. 6.2] we have

π1

(
supp(µWx ) ∩G

z
)

is a (Zariski closed) subgroup which is normalized by a and contains π1

(
supp(µWx )

)
.

Part (1) now follows from [13, Prop. 3.2]. �

Corollary 7.3. For any α ∈ Φ, we have that πi
(
S [α]
x ∩ G

)
is Zariski dense in

πi(V[α]) for i = 1, 2.

Proof. In view of Proposition 7.2.(3), this is a direct consequence of Proposi-
tion 7.2.(1) and the definition of S [α]

x . �

Fix an element a = (a1, a2) ∈ A that is regular with respect to Φ, that is:
α(a) 6= 1 for any α ∈ Φ. We denote the Pinsker σ-algebra, Pa, simply by P.

Disintegrate µ as follows.

(7.4) µ =

∫
X

µPx dµ(x),

where µPx denotes the P-conditional measure for µ-almost every x ∈ X.
Similar to (6.6), define

Hx := {g ∈ G1 ×G2 : gµPx = µPx }.
We have aHxa−1 = Hax for all a ∈ A and µ-a.e. x, see (6.7).

2The arguments in [13] generalize to the setting at hand without a change.
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Lemma 7.4. For µ-a.e. x, and any linearly independent α, β ∈ Φ the measure µPx
is a.s. invariant under

[
S [α]
x ,S [β]

x

]
, i.e.

[
S [α]
x ,S [β]

x

]
⊂ Hx.

Proof. By Lemma 3.14, for every α ∈ Φ and µ-a.e. x, we have that µPx is invariant
under I [α]

x , and hence by Lemma 3.12 is invariant under IΨ
x for any positively

closed Ψ ⊂ Φ. By Lemma 3.11 we have therefore that for any linearly independent
α, β ∈ Φ the measure µPx is a.s. invariant under

[
S [α]
x ,S [β]

x

]
. �

Recall that G = G1 ×G2 is a compact, open subgroup of G = G1 ×G2. Define

Qx :=
〈
{g ∈ Hx ∩G : g is unipotent}

〉
.

Corollary 7.5. For µ-a.e. x, πi(Qx) is Zariski dense in Gi and πi(Hx) is un-
bounded for i = 1, 2.

Proof. For any x, let Li,x denote the Zariski closure of πi(Qx) inGi. Let α, β ∈ Φ be
two linearly independent roots. By Corollary 7.3, a.s. πi

(
S [α]
x ∩G

)
is Zariski dense

in πi(V[α]) and similarly for β, for i = 1, 2. By Lemma 7.4, [S [α]
x ∩G,S [β]

x ∩G] ⊂ Qx.
It follows that

πi
(
[V[α],V[β]]

)
⊂ Li,x

for any two linearly independent α, β ∈ Φ. The first part of the claim follows using
Proposition 7.1.

For the second, by Lemma 7.4 and Lemma 3.12 there is an α ∈ Φ such that I [α]
x is

non trivial. If I [α]
x would be bounded on a set of positive measure its diameter would

be a monotone increasing measurable function under an appropriate subsemigroup
of A, in contradiction to Poincare recurrence. �

7.3. Proof of Theorem 1.2. Let X ′ ⊂ X be a conull subset so that the conclu-
sions of Lemma 3.5 and Corollary 7.5 hold true on X ′.

By Corollary 7.5 , for all x ∈ X ′ the group Qx satisfies the conditions in Theo-
rem A.2 in Section 3.1. Therefore, there are two possibilities to consider.

Case 1: There is a subset X ′′ ⊂ X ′ with µ(X ′′) > 0 so that for all x ∈ X ′′ and
i = 1, 2, the following holds. There are

• subfields ki,x ⊂ k,
• ki,x-groups Hi,x,
• k-isomorphism ϕi,x : Hi,x ×ki,x k → Gi, and
• open, compact subgroups Qi,x ⊂ ϕi,x

(
Hi,x(ki,x)

)
,

so that Q1,x ×Q2,x ⊂ Qx.

Lemma 7.6. For every x ∈ X ′′ and every h ∈ Q1,x define

Fx(h) := {v(h, 1)v−1 : v ∈ Hx}.
(1) For every h ∈ Q1,x we have Fx(h) ⊂ Hx.
(2) There exists an element h ∈ Q1,x such that Fαx (h) is unbounded.

Proof. Part (1) is immediate since Qx,1 × {1} ⊂ Qx.
We now prove part (2). Let {vn} ⊂ Hx be a sequence so that π1(vn)→∞, see

Corollary 7.5. Let

vn = (vn,1, vn,2) =
(
r′n,1sn,1rn,1, r

′
n,2sn,2rn,2

)
be the Cartan decomposition of vn. Then sn,1 →∞.
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Passing to a subsequence, if necessary, we assume that
• {rn,i} and {r′n,i} converge for i = 1, 2, moreover,
• P :=

{
g ∈ G1 : {s−1

n,1gsn,1
}
is bounded} is a proper parabolic k-subgroup

of G1.

Since Q1,x is Zariski density in the k-group G1, there exists some h ∈ Q1,x which
does not lie in r−1Pr where rn,1 → r. The claim in part (2) holds for this h. �

Proof of Theorem 1.2: Case 1. Let x ∈ X ′′, and let h and Fx(h) be as in part (2)
of Lemma 7.6. Suppose {(gn, 1)} ⊂ Fx(h) is an unbounded sequence. By part (1)
of that Lemma we have

(7.5) (gn, 1) ∈ Hx for all n.

Recall from Lemma 3.5 that

(7.6) πi∗(µ
P
x ) = mi for i = 1, 2.

Since G1 is connected, simply connected, and absolutely almost simple, it follows
from the generalized Mautner phenomenon, [26, Ch. 1, Thm. 2.3.1, Ch. 2, Thm.
7.2], that (X1,m1) is ergodic for the action of the unbounded group 〈{gn}〉.

This together with (7.5) and (7.6) implies that µPx = m1 × m2, see e.g. the
argument in Case 1 of the proof of [17, Prop. 4.3].

Since µ(X ′′) > 0 and µ is A-ergodic, we get that µ = m1 ×m2. �

The rest of this section is devoted to the analysis of the following case.

Case 2: Replacing X ′ by a conull subset, which we continue to denote by X ′, we
have the following. For every x ∈ X ′ there are

• a subfield kx ⊂ k and a continuous embedding τx : kx → k,
• a kx-group Hx, and
• a k⊕k-isomorphism ϕx : Hx×∆τx (kx) (k⊕k)→ G1

∐
G2 where as in (3.4),

∆τx(kx) = {(c, τx(c)) : c ∈ kx}
so that Qx is an open subset of the image under ϕx of Hx(kx) with the latter
considered as a subset of the k⊕k-points of Hx×∆τx (kx) (k⊕k) using the injection
of rings ∆τx : kx → k⊕ k. Moreover, ∆τx(kx) is unique, and Hx and ϕx are unique
up to unique isomorphisms.

Let us further recall that

(7.7) kx = the field of quotients of the ring generated by {tr(ρ(g)) : g ∈ Qx},

where ρ denotes the non-constant irreducible representation occurring as subquo-
tient of the adjoint representation of Gad

1 .
Put Ex := ϕx

(
Hx(kx)

)
⊂ G1 ×G2.

Proposition 7.7.
(1) There is a subfield k′ ⊂ k and an embedding τ : k′ → k so that ∆τx(kx) =

∆τ (k′) on a conull subset of X.
(2) The map x 7→ Ex is an A-equivariant Borel map on a conull subset of X.

Proof. In view of (7.7) and the fact that x 7→ Qx is a Borel map, we get that
x 7→ ∆τx(kx) is a Borel map, see the proof of Lemma 6.5(1).
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To see the other claims in part (1), first recall that aHxa−1 = Hax for all a ∈ A
and µ-a.e. x ∈ X. Hence, for any a ∈ A there exists some finite index subgroup
Qx(a) ⊂ Qx so that

(7.8) aQx(a)a−1 ⊂ Qax.

Therefore, the same arguments as in the proof of Lemma 6.6(1) applies here and
finishes the proof of part (1), see (6.13) and (6.14).

We now turn to the proof of part (2). Put

G′ := Rk⊕k/∆τ (k′)

(
G1

∐
G2

)
;

This is a ∆τ (k′)-group.
Now, part (1), the fact that ϕx is an isomorphism, and the universal property

of the restriction of scalars functor, see [6, §A.5], imply that

Ex =
(
Rk⊕k/∆τ (k′)(ϕx)

(
Hx

))
(∆τ (k′)).

Hence, using [26, Ch. 1, Prop. 2.5.3], we get that Ex is identified with the ∆τ (k′)-
points of the Zariski closure of Qx in the ∆τ (k′)-group G′.

Since the map x 7→ Qx is Borel, we thus get that x 7→ Ex is a Borel map.
To see the A-equivariance, first recall from (7.8) that aQx(a)a−1 is an open

subgroup of Qax. Using [26, Ch. 1, Prop. 2.5.3], thus, we get that Eax is the
Zariski closure of aQx(a)a−1 in G′(∆τ (k′)). On the other hand, this Zariski closure
equals aExa−1; the claim follows. �

Lemma 7.8. For µ-a.e. x ∈ X we have Ex ⊂ Hx and Ex is not compact.

Proof. We first recall from [31, Thm. T] that since Hx is connected, simply con-
nected, and absolutely almost simple, any open and unbounded subgroup of Ex
equals Ex. Since Qx ⊂ Hx is an open subgroup of Ex, thus, both assertions in the
lemma will follow if we show that Hx ∩ Ex is unbounded for µ-a.e. x ∈ X.

However, the proof of Corollary 7.5 shows that for some α ∈ Φ, we have that
Qx ∩ I [α]

x is non-trivial. Since x 7→ Ex is an A equivariant map, using Poincare
recurrence as in Corollary 7.5 it follows that Hx ∩ Ex is unbounded. �

Proof of Theorem 1.2, Case 2. The argument is similar to the proof of Theorem 1.1.

Step 1. Let

(7.9) µPx =

∫
X

νz dµPx (z)

be the ergodic decomposition of µPx with respect to Ex.
As before, k ⊕ k is a ∆τ (k′)-algebra. Put

G′ := Rk⊕k/∆τ (k′)

(
G1

∐
G2

)
.

This is a connected group defined over ∆τ (k′), [6, §A5]. Moreover, Γ1 × Γ2 is a
lattice in G′(∆τ (k′)) = G1(k)×G2(k) = G1 ×G2 = G.

Applying Theorem B in Section 3.2 we conclude that for µPx -a.e. z the measure
νz is described as follows. There exist

(1) lz = (k′)qz where qz = pnz , p = char(k), and nz ≥ 1,
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(2) a connected ∆τ (lz)-subgroup Mz of R∆τ (k′)/∆τ (lz)(G
′) so that

Mz(∆τ (lz)) ∩ (Γ1 × Γ2)

is Zariski dense in Mz, and
(3) an element gz ∈ G1 ×G2,

such that νz is the gzLzg−1
z -invariant probability Haar measure on the closed orbit

gzLz(Γ1 × Γ2)/(Γ1 × Γ2) with

Lz = M+
z (λz)

(
Mz(∆τ (lz)) ∩ (Γ1 × Γ2)

)
where

• the closure is with respect to the Hausdorff topology, and
• λz : Gm →Mz is a noncentral ∆τ (lz)-homomorphism, M+

z (λz) is defined
in (3.9), and Ex ⊂M+

z (λz).

Arguing as in the proof of Lemma 6.8, there exists a triple (l0, [M0], [M+
0 (λ0)])

so that(
lz, [Mz], [M

+
z (λz)]

)
=
(
l0, [M0], [M+

0 (λ0)]
)
for µ-a.e. x and µPx -a.e. z.

Put L0 := M+
0 (λ0)

(
M0(∆τ (l0)) ∩ (Γ1 × Γ2)

)
.

Step 2. One of the following holds
(a) L0 = G1 ×G2, or
(b) πi(L0) = Gi and ker(πi|L0

) ⊂ C(G1 ×G2) for i = 1, 2.

To see this, first note that by Lemma 3.5 we have πi∗µPx = mi for µ-a.e. x ∈ X
and i = 1, 2. This, together with (7.9), implies that

mi = πi∗µ
P
x =

∫
X

πi∗νz dµPx (z) for µ-a.e. x.

Since νz is invariant under Ex, the projection πi∗(νz) is invariant under πi(Ex).
By Lemma 7.8, the group πi(Ex) is an unbounded subgroup of Gi for i = 1, 2.
Since Gi is simply connected, mi is πi(Ex) ergodic, see [26, Ch. 1, Thm. 2.3.1,
Ch. 2, Thm. 7.2]. Therefore,

πi∗νz = mi for µPx -a.e. z.

In particular, we get that πi(gzL0g
−1
z ) = Gi for µPx -a.e. z and i = 1, 2.

Since Gi is absolutely almost simple, any proper normal subgroup of Gi, as an
abstract group, is central [26, Ch. 1, Thm. 1.5.6]. This implies that one of the
following holds.

• L0 = G1 ×G2, or
• πi(L0) = Gi and ker(πi|L0) ⊂ C(G1 ×G2) for i = 1, 2.

as we claimed.
If L0 = G×G, we are done with the proof. Hence, our standing assumption for

the rest of the argument is that (b) above holds.

Step 3. The assertion in (b) also holds for M0 and M+
0 (λ0) in place of L0.

Let us first show this for M0. Since L0 ⊂M0 we have

πi(M0) = Gi for i = 1, 2.
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Therefore, as above, either M0 = G1 × G2 or (b) holds for M0. Assume to the
contrary that M0 = G1 × G2. Recall that λ0 : Gm → M0 is a noncentral homo-
morphism. Since Gi is connected, simply connected, and absolutely almost simple
for i = 1, 2, using [26, Ch. 1, Prop. 1.5.4 and Thm. 2.3.1], we have that either

• M+
0 (λ0) = G1 ×G2, or

• M+
0 (λ0) ⊂ Gi for some i = 1, 2.

However, since M+
0 (λ0) ⊂ L0, the above contradict our assumption that (b) holds.

We now turn to the proof of the claim for M+
0 (λ0). Since M0 6= G1 × G2 and

M+
0 (λ0) ⊂M0, the claim follows if we show that

(7.10) πi(M
+
0 (λ0)) = Gi for i = 1, 2.

To see this note that λ0(l×0 ) ⊂M0(λ0). Since (b) holds for M0, we have πi(λ0(l×0 ))
is unbounded for i = 1, 2. Therefore, (7.10) follows from [26, Ch. 1, Prop. 1.5.4 and
Thm. 2.3.1].

Let us record the following corollaries of the above discussion for later use. Since
(b) holds for M+

0 (λ0), L0, and M0, we have

(7.11) NG1×G2(M0) ⊂ CM0

where C := Z(G1 ×G2)
We also have

(7.12) M+
0 (λ0) is a finite index subgroup of L0 and of M0.

Step 4. Both

M+
0 (λ0)(Γ1 × Γ2)/(Γ1 × Γ2) and M0(Γ1 × Γ2)/(Γ1 × Γ2)

are closed orbits with probability, invariant, Haar measures. In particular, νx is the
Haar measure on the closed orbit

gxM
+
0 (λ0)(Γ1 × Γ2)/(Γ1 × Γ2).

Indeed, let Λ := M0 ∩ (Γ1 × Γ2). Then by (7.12) and Step 1., Λ is a lattice in
M0, as was claimed for M0.

Using (7.12), once more, we have Λ∩M+
0 (λ0) has finite index in Λ. This implies

that Λ ∩M+
0 (λ0) is a lattice in M+

0 (λ0), hence, the claim for M+(λ0).

Step 5. We are now in a position to finish the proof. In view of (7.11), (7.12)
and Step 4., we can argue as in the proof of Lemma 6.9, see in particular (6.21),
and get the following. Let C ′ := C ∩

(
Γ1 × Γ2

)
. The decomposition

µ =

∫
νx dµ

yields the Borel map f(x) = gxC
′M0 from a conull subset of X to G1 ×G2/C

′M0.
Moreover, f is an A-equivariant map.

Hence, it follows from Lemma 3.3 that there exists some

g0 ∈ FixAsp
l0

(
G1 ×G2/C

′M0

)
so that f∗µ is the A-invariant measure on the compact orbit Ag0.
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By Lemma 3.2 and (7.12) we haveM+
0 (λ0) is a normal and finite index subgroup

of M0; furthermore, C ′ is a finite group. Therefore, arguing as we did to complete
the proof Theorem 1.1 after (6.34), we get that there is some g1 ∈M0 so that

µ =

∫
A/A∩g0g1M

+
0 (λ0)g−1

1 g−1
0

a∗ν da

where da is the probability Haar measure on the compact group

A/A ∩ g0g1M
+
0 (λ0)g−1

1 g−1
0 ,

and ν is the is the probability Haar measure on the closed orbit

g0g1M
+
0 (λ0)(Γ1 × Γ2)/(Γ1 × Γ2).

Hence, Theorem 1.2(2) holds with Σ = g0g1M
+
0 (λ0)g−1

1 g−1
0 . �
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