
SPECTRAL INDEPENDENCE

ALIREZA S GOLSEFIDY, KEIVAN MALLAHI-KARAI, AND AMIR MOHAMMADI

Abstract. We prove the spectral gap property for random walks on the product of two non-locally
isomorphic analytic real or p-adic compact groups with simple Lie algebras, under the necessary
condition that the marginals posses a spectral gap. Furthermore, we give additional control on
the spectral gap depending on certain specific properties of the given groups and marginals; in
particular, we prove some new cases of the super-approximation conjecture.

One ingredient of the proof is a local Ulam stability result which is introduced and proved in
this paper. This result characterizes partially defined almost homomorphisms between two analytic
compact groups with simple Lie algebras.
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1. Introduction

Let G be a compact group, and let µ be a Borel symmetric probability measure on G. An `-step
random walk with respect to µ is

X(`) := X1 · · ·X`

where X1, X2, . . . is a sequence of independent random variables with probability law µ. If the
group generated by the support of µ is dense in G, then for every continuous function f ,

lim
`→∞

E[f(X(`))] =

∫
G

f(x) dmG(x),
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where mG is the probability Haar measure of G. The rate of convergence is governed by the
operator norm λ(µ) of the convolution operator

Tµ : L2
0(G,mG)→ L2

0(G,mG), (Tµ(f))(x) :=

∫
G

f(g−1x)dµ(g),

where L2
0(G,mG) is the orthogonal complement of constant functions. We say µ has the spectral

gap property if λ(µ) < 1. Likewise, a symmetric random variable X with values in G is said to
have the spectral gap property if its probability law has spectral gap.

In this work, we will investigate the spectral gap property of a pair (X, Y ) of random variables
on G1×G2 where Gi’s are compact groups. It is clear that if (X, Y ) has the spectral gap property,
then both X and Y must have this property. Motivated by this, we will say G1 and G2 are
spectrally independent if this necessary condition is also sufficient. The main result of this paper
shows that G1 and G2 are spectrally independent for a wide class of compact groups.

Theorem A. For i = 1, 2, let Fi be the field of real R or p-adic Qp numbers. Let Gi be an Fi-
almost simple group, and let Gi be an open compact subgroup of Gi(Fi). Assume that G1 and G2

are not locally isomorphic. Then G1 and G2 are spectrally independent.

Note that if G1 and G2 are spectrally independent, then they should be algebraically independent,
that means that they have no common nontrivial topological quotients. Indeed, if φi : Gi → H is
a common nontrivial quotient, then K = {(g1, g2) ∈ G1 ×G2 : φ1(g1) = φ2(g2)} carries a measure
with marginals mG1 and mG2 , however, K is a proper closed subgroup of G1×G2. It is also worth
noting that in Appendix C, we provide examples of algebraically independent groups which are
not spectrally independent.

One of the key ingredients in the proof of Theorem A is Theorem 3, which is a local stability
theorem developed in this paper and is of independent interest. Roughly speaking, this stability
result states that a partial approximate homomorphism, see Definition 1, between G1 and G2 as
in Theorem A is close to an isogeny between G1 and G2. Stability theorems in this vein have
a long history, indeed Grove, Karcher, Ruh [14, Theorem 4.3] studied approximate homomor-
phisms between compact Lie groups; later Kazhdan [16] studied approximate homomorphisms
from amenable groups to unitary operators on a Hilbert space. One of the main novelties of our
result is that we only require the approximate homomorphism to be defined on a neighborhood of
the identity rather than the entire group; this generalization requires new techniques as the aver-
aging techniques, used in aforementioned results, can no longer be applied. We refer the reader to
Theorem 3 for the precise statement, here we only state two special cases of that theorem.

In the following, 1ρ denotes the ball of radius ρ in G with respect to the operator norm. Also,
for any prime p and any positive integer k, we let SLn(Zp)[k] denote the kernel of the reduction
mod pk from SLn(Zp) to SLn(Z/pkZ).

Theorem B. (1) (Real Case) Let Gi = SU(ni) for ni ≥ 2. Then there exist m0 > 1 and
0 < c < 1, depending only on n1 and n2, such that for every m > m0m

′, the following

holds. For ρ < 1/2, suppose f : 1
(1)
ρ → G2 is a map which satisfies

f(g−1)f(g) ∈ 1
(2)
ρm and f(g1g2)(f(g1)f(g2))−1 ∈ 1

(2)
ρm

whenever these expressions are defined. Assume further that the ρm neighborhood of Im(f)
contains the ρm

′
neighborhood of the identity in G2. Then n1 = n2 = n and there is an

isomorphism Ψ : SU(n)→ SU(n) so that

f(g)Ψ(g)−1 ∈ 1ρcm for all g ∈ 1
(1)
ρm .
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(2) (p-adic Case) Let n1, n2 ≥ 2 be two integers. There exist m0 > 1 and 0 < c < 1, depending
only on n1 and n2, so that for every m > m0m

′ the following holds. Let k ∈ Z+. Suppose

f : SLn1(Zp)[k]/ SLn1(Zp)[km]→ SLn2(Zp)/ SLn2(Zp)[km]

is a group homomorphism such that

SLn2(Zp)[km′]/ SLn2(Zp)[km] ⊆ Im(f).

Then n1 = n2 = n and there is an isomorphism Ψ : SLn(Qp)→ SLn(Qp) so that

f
(
g SLn(Zp)[km]

)
≡ Ψ(g) (mod pckm) for all g ∈ SLn(Zp)[k].

In the next section, we will present more precise statements of results of this work, including
Theorems A and B. We will also state a global version, Theorem 2, of Theorem A where we obtain
spectral gap which is uniform across all places.

2. Statement of results

Recall that for a symmetric Borel probability measure µ on a compact group G, the contraction
factor λ(µ) of µ is the operator norm of the convolution operator

Tµ : L2
0(G,mG)→ L2

0(G,mG), (Tµ(f))(x) :=

∫
G

f(g−1x)dµ(g),

where L2
0(G,mG) is the orthogonal complement of constant functions. Given a symmetric random

variable X with values in G and probability law µ, we define

L(X;G) := − log(λ(µ)).

When G is clear from the context, we often denote L(X;G) by L(X).

Theorem 1. For i = 1, 2, let Fi be the field of real R or p-adic Qp numbers. Let Gi be an Fi-almost
simple group and let Gi be an open compact subgroup of Gi(Fi). Suppose G1 and G2 are not locally
isomorphic and X = (X1, X2) is a G1 × G2-valued random variable with a Borel probability law.
Then the marginal bounds min (L(X1),L(X2)) ≥ c0 > 0 imply

L(X)�c0,G1,G2 1.

In particular, G1 and G2 are spectrally independent.

Recall that the super-approximation conjecture states that for a finite symmetric subset Ω of
GLn(Z[1/q0]), the connected component of the Zariski closure of the group Γ = 〈Ω〉 is perfect if
and only if the family of Cayley graphs {Cay(πm(Γ), πm(Ω)} forms a family of expanders as m
ranges over the set of positive integers with gcd(q0,m) = 1. Our next theorem proves a special
case of the super-approximation conjecture.

Expander graphs are roughly highly connected sparse graphs that have arbitrarily large number
of vertices. The first explicit construction of expander graphs was done by Margulis [21] using
Kazhdan’s property (T). Later, the most optimal expanders, known as Ramanujan graphs, were
constructed by Lubotzky, Phillips, and Sarnak [18], and independently by Margulis [22]. The
reader can see more on expanders and their connections with the spectral gap property in [19].

In the past two decades, there has been a lot of progress on the super-approximation conjecture
starting with the seminal work of Bourgain and Gamburd [2]. We refer the reader to the following
articles to see the more recent results on this conjecture [3, 27, 4, 11, 24, 25, 15].

It is worth pointing out that in [15], the super-approximation conjecture is proved if Ω consists
of integral matrices and the Zariski closure of Γ is Q-almost simple. By refining the tools developed
for the proof of Theorem 1, we provide an affirmative answer to the super-approximation conjecture
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with no integrality assumption in the case where the Zariski closure is absolutely almost simple
and moduli have at most two distinct prime factors.

Theorem 2. Let G be an absolutely almost simple Q-algebraic group. Let Ω ⊆ G(Q) be a finite
symmetric subset such that the group Γ = 〈Ω〉 is Zariski dense in G. Denote by VΓ the set of all
places ν of Q such that Γ is a bounded subset of G(Qν). For distinct ν1, ν2 ∈ VΓ, let Γν1,ν2 denote
the closure of Γ in G(Qν1)×G(Qν2). Then

inf
ν1 6=ν2∈VΓ

L(X; Γν1,ν2) > 0,

where X is a random variable with the uniform distribution on Ω.

As it was explained in the introduction, one of the main ingredients in the proof of Theorem 1
is a classification of partial almost homomorphisms between two compact analytic groups. To
formulate our result, we need a few definitions and notation.

For a metric compact group G and g ∈ G, we let gρ denote the ρ-neighborhood of g.

Definition 1. Suppose G1 and G2 are two compact groups equipped with bi-invariant metrics
compatible with their topology. Let δ > 0 and S be a symmetric subset of G1 containing the
identity element 1(1). A function f : S → G2 is called an S-partial, δ-approximate homomorphism
if the following three properties are satisfied

(1) f(1(1)) = 1(2),
(2) f(g−1) ∈ (f(g)−1)δ for every g ∈ S, and
(3) for all g1, g2 ∈ S with g1g2 ∈ S, we have f(g1g2) ∈

(
f(g1)f(g2)

)
δ
.

We will refer to a 1
(1)
ρ -partial δ-approximate homomorphism simply as ρ-partial, δ-approximate

homomorphism.

Let G ⊆ (SLN)Q be a Zariski connected, absolutely almost simple Q-algebraic subgroup. Let ΣG
be the set of places v of Q where G(Qν) contains a compact open subgroup; note that ΣG equals
the set of all places if G(R) is compact, and equals the set of all finite places otherwise. We say a
family

{Gν : ν ∈ ΣG}
of compact groups is a coherent family attached to G if the following holds: Gν ⊆ G(Qν) is a
compact open and Gν = G(Qν) ∩ SLN(Zν) for all but finitely many places ν.

In the sequel, we let pν = ν if ν is non-Archimedean and pν = 2 if ν =∞.

Theorem 3. Let ν1 and ν2 be two (possibly equal) places of Q, and let Fi := Qνi. Let Gi ⊆ (SLni)Fi
be a Zariski connected, Fi-almost simple subgroup, and let Gi ⊆ Gi(Fi) be a compact open subgroup.

If Fi = R, we assume that Gi is given by an R-embedding in (SLni)R such that Gi(R) ⊆ SOni(R).
If Fi = Qp, then we assume that Gi ⊆ SLni(Zp). In both cases, we consider the metric induced by
the operator norm.

Then there is a positive number c = c(dimG1, dimG2) such that for every m �G1,G2 m
′ and

positive number ρ�G1,G2 1 the following holds:

If f : 1
(1)
ρ → G2 is a ρ-partial, ρm-approximate homomorphism which satisfies

1
(2)

ρm′
⊆ (Im(f))ρm (Large image),

then F1 = F2 = F , Lie(G1)(F ) ' Lie(G2)(F ), and f is near an isogeny in the following sense:

There is an F -central isogeny Ψ : G̃1 → G2 where G̃1 is the simply-connected cover of G1 so that

f(g) ∈ Ψ(g̃)ρcm for every g ∈ 1(1)
ρ ,
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where g̃ is the unique lift of g under the covering map from G̃1 to G1 which belongs to the image
of 4ρ-neighborhood of 0 under the exponential map.

Moreover, if F = {Gν} is a coherent family attached to a Q-group G, then there exist κ := κG
and mF , ρF > 0 so that the following holds. For all distinct ν1, ν2 and ρ ≤ ρF ·min{p−κν1

, p−κν2
}, there

is no ρ-partial, ρmF -approximate homomorphism f : 1
(1)
ρ → Gν2 which satisfies 1

(2)
ρ ⊆ (Im(f))ρmF .

2.1. Outline of the arguments. We start with outlining the proof of Theorem 1. The proof will
be carried out in several steps and relies heavily on the results of [20].

Step 1. The first step of the proof is to reduce proof of the spectral gap property of the random
walk by µ, the probability law of X, to the study of functions which live at small scales. This is
done using the notion of locally random group and the Littlewood-Paley theory for these groups,
which was developed in [20]. In particular, we showed in [20, Theorem 2.10, Theorem 9.3] that
if for every η ≤ η0 �G1,G2 1 and every function f that lives at scale η, we have the polynomial
contraction

(1) ‖µ(`) ∗ f‖2 ≤ ηc‖f‖2 for some integer ` ≤ C log(1/η),

then for every function g ∈ L2(G1 ×G2) which is orthogonal to an exceptional finite dimensional
subspace H0, we have ‖µ ∗ g‖2 ≤ 2−c/C‖g‖2 — spectral gap for the space orthogonal to the
exceptional subspace. We refer the reader to Definition 3 for the definition of functions living at
scale η.

Step 2. To obtain (1), we discretize the groups G1 and G2 at scale ηO(1) and use the spectral
gap of the marginals of µ to find a coupling σ of the Haar measures mG1 and mG2 which is close to
µ(`) at scale ηO(1). The aforementioned coupling is constructed using the transportation problem,
see §3.7. This reduces the proof of (1) to showing that for all f that live at scale ηO(1), we have

(2) ‖σ(n0) ∗ f‖2 ≤ ηc‖f‖2 for some n0 depending only on dimG1 and dimG2.

Step 3. In this step, we use the mixing inequality [20, Theorem 2.6] and the multiscale Bourgain-
Gamburd proved in [20, Theorem 2.12] to show that the failure of (2) yields a partial approximate
homomorphism between G1 and G2, in the sense of Definition 1.

Step 4. This step relies on Theorem 3, which is of independent interest. Indeed by loc. cit.
we conclude that such partial approximate homomorphisms exists only if G1 and G2 are locally
isomorphic. This concludes the proof of Theorem 1.

Let us now briefly outline the proof of Theorems 3. The proof relies on the Baker-Campbell-
Hausdorff formula and bounded generation properties of simple Lie groups at small scales, see
Proposition 39. Our argument also relies on the effective version of Nullstellensatz in the form of
 Lojaswicz inequality (real case) and the work of Greenberg (p-adic case). The details occupy §4
in the paper.

We end this outline by discussing the proof of Theorem 2. As alluded to before, the proof relies
on Theorem 1. Indeed, our proof of Theorem 1 yields estimates on the implied constants in terms of
group theoretic properties of the groups G1 and G2 in loc. cit. In the case considered in Theorem 2,
these estimates depend only on the set Ω — this deduction relies on strong approximation theorem.
This uniformity reduces the proof to the analysis of the exceptional representation H0 appearing
in Step 1. In [20, Theorem 9.3] we showed that this representation has dimension bounded by
(pν1pν2)O(1). We use this fact and results in [24, 25] to adapt the above general outline and study
functions in H0, thus completing the proof of Theorem 2.

3. Preliminaries and notation

In this section, we will set some notation needed for the paper and recall a number of basic facts
that we will refer to in the sequel.
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3.1. Analysis on compact groups. Let G be a compact (separable) topological group. As it
is well known, G can be equipped with a bi-invariant metric that induces the topology of G. All
measures on G in this paper will be assumed to be finite measures; thus they are automatically
Radon measures. We let mG denote the unique bi-invariant probability Haar measure on G. For
any Borel subset A ⊆ G, the Haar measure of A is denoted by mG(A) or |A|. The cardinality of a
finite set A will be denoted by #A.

For a Borel measurable function f : G→ C, the integral of f with respect to the Haar measure
is denoted, interchangeably, by

∫
G
f or

∫
G
f(y) dy. We denote by Lp(G) the space Lp(G,mG). For

f ∈ Lp(G), we write

‖f‖p =
(∫

G

|f(x)|p dx
)1/p

.

We also denote by C(G) the Banach space of complex-valued continuous functions f : G→ C,
equipped with the supremum norm. For f, g ∈ L1(G) the convolution f ∗ g is defined by

(3) (f ∗ g)(x) =

∫
G

f(y)g(y−1x) dy.

It is a fact that (L1(G),+, ∗) is a Banach algebra and if f ∈ L1(G) is a class function, then f is in
the center of this Banach algebra.

For Borel measures µ and ν on G, the convolution µ ∗ ν is the unique Borel measure on G such
that for all f ∈ C(G), ∫

G

f d(µ ∗ ν) =

∫
G

∫
G

f(xy) dµ(x) dν(y).

For a Borel measure µ on G and f ∈ L1(G), the convolution µ ∗ f is defined by

(4) (µ ∗ f)(x) =

∫
G

f(y−1x) dµ(y).

The following special cases of Young’s inequality will be freely used in this paper: for f, g ∈ L2(G)
and probability measure µ,

(5) ‖f ∗ g‖2 ≤ ‖f‖1 ‖g‖2, ‖f ∗ g‖∞ ≤ ‖f‖2 ‖g‖2, ‖µ ∗ f‖2 ≤ ‖f‖2.

Let G be a compact Hausdorff second countable topological group. When H is a Hilbert space
and T : H →H is a bounded linear operator, we define the operator norm of T by

‖T‖op := sup
v∈H \{0}

‖Tv‖
‖v‖

.

When H is finite-dimensional, the Hilbert-Schmidt norm of T is defined by

‖T‖HS := (Tr(TT ∗))1/2,

where T ∗ denotes the conjugate transpose of the operator T . Note that when S and T are linear
operators on a finite-dimensional Hilbert space H , the following inequality holds

‖TS‖HS ≤ ‖T‖op‖S‖HS.

3.2. The Peter-Weyl theorem. The set of equivalence classes of irreducible unitary represen-

tations of G is called the unitary dual of G and is denoted by Ĝ.
The group G acts on L2(G) via (g · f)(x) = f(g−1x), preserving the L2-norm. Hence, it defines

a unitary representation of G on L2(G), the regular representation of G.
Let us enumerate a number of well known facts about unitary representations of G. It is well

known that every π ∈ Ĝ is of finite dimension, and that every unitary representation of G can be

decomposed as an orthogonal direct sum of π ∈ Ĝ. A function f ∈ L2(G) is called G-finite if there
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exists a finite-dimensional G-invariant subspace of L2(G) containing f . It is clear that G-finite
functions form a subspace of L2(G). We will denote this subspace by E(G). It follows from the
classical theorem of Peter-Weyl that E(G) ⊆ C(G) and that E(G) is dense in L2(G).

For π ∈ Ĝ and f ∈ L1(G), the Fourier coefficient f̂(π) is defined by

f̂(π) =

∫
G

f(g)π(g)∗ dµ(g).

One can show that for f, g ∈ L1(G) and π ∈ Ĝ, we have

f̂ ∗ g(π) = ĝ(π)f̂(π).

Parseval’s theorem states that for all f ∈ L2(G) the following identity holds:

‖f‖2
2 =

∑
π∈Ĝ

dim π ‖f̂(π)‖2
HS.

3.3. Spectral Gap. Let µ be a Borel probability measure on G and (Xi)i≥1 be a sequence of
independent G-valued random variables with probability law µ. An `-step random walk on G with
respect to µ is given by the random variable

X(`) := X1 · · ·X`.

Let us note that the law of X(`) is given by the `-fold convolution µ(`) of µ. Assume that µ is
symmetric and that the subgroup generated by the support of µ is dense in G. Consider the
averaging operator

Tµ : L2
0(G)→ L2

0(G), Tµ(f) = µ ∗ f,
where L2

0(G) := {g ∈ L2(G) |
∫
f = 0}.

Definition 2. We say that µ has the spectral gap property if

λ(µ;G) := ‖Tµ‖op < 1.

More generally, for a subrepresentation (π,Hπ) of L2
0(G), we let

λ(µ;Hπ) := ‖Tµ|Hπ‖op and L(µ;Hπ) := − log λ(µ;Hπ).

3.4. Metric and Rényi entropy. In this subsection, we will collect a number of definitions from
additive combinatorics and [20] that will be needed later. Let G be as above, and let d denote
a bi-invariant metric on G. The ball of radius η > 0 centered at x ∈ G is denoted by xη. The
η-neighborhood of a set A, denoted by Aη, is the union of all xη with x ∈ A.

A subset A ⊆ G is said to be η-separated if the distance between every two points in A is at
least η. An η-cover for A is a collection of balls of radius η with centers in A whose union covers A.
Recall that the minimum size of an η-cover of A (which is finite by compactness of G) is denoted
by Nη(A). The value

h(A; η) := logNη(A)

is called the metric entropy of A at scale η.

The characteristic function of a set A is denoted by 1A. For η > 0, we write Pη =
11η

|1η | . Note that

Pη belongs to the center of the Banach algebra L1(G). For f ∈ L1(G) (µ a probability measure on
G, respectively) we write fη (µη, respectively) instead of f ∗ Pη (µ ∗ Pη, respectively).

The Rényi entropy of a G-valued Borel random variable X at scale η > 0 is defined by

H2(X; η) := log(1/|1η|)− log ‖µη‖2
2,

where µ is the probability law of X. As H2(X; η) depends only on the law µ of X, we will sometimes
write H2(µ; η) instead of H2(X; η).

Let us also recall [20, Definition 8.7]:
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Definition 3. We say f ∈ L2(G) lives at scale η (with parameter 0 < a < 1) if

• (Averaging to zero) ‖fη1/a‖2 ≤ η1/(2a)‖f‖2.

• (Almost invariant) ‖fηa2 − f‖2 ≤ ηa/2‖f‖2.

3.5. Local randomness and the dimension condition. In this subsection, we will recall the
definitions of local randomness and the dimension condition from [20].

Definition 4. Let G be a compact group equipped with a compatible metric d. We say (G, d)
satisfies a dimension condition DC(C1, d0) if there exist C1 ≥ 1 and d0 > 0 such that for all
η ∈ (0, 1) the following bounds hold.

(DC)
1

C1

ηd0 ≤ |1η| ≤ C1η
d0 .

If the investigation involves two groups G1 and G2, we will distinguish their corresponding
constants by an additional subscript, e.g., C11 and C12.

Definition 5. Suppose G is a compact group and d is a compatible bi-invariant metric on G. For
parameters C0 ≥ 1 and L ≥ 1, we say (G, d) is L-locally random with coefficient C0 if for every
irreducible unitary representation π of G and all x, y ∈ G the following inequality holds:

(6) ‖π(x)− π(y)‖op ≤ C0(dimπ)Ld(x, y).

We say a compact group G is locally random if (G, d) is L-locally random with coefficient C0 for
some bi-invariant metric d on G, and some values of L and C0.

3.6. Standard metrics on analytic Lie groups. We will be primarily interested in compact
analytic real and p-adic Lie groups with simple Lie algebras. Let G be such a group, a bi-invariant
metric d on G will be said to be standard if diam(G) ≤ 1 and the following properties are satisfied:

(1) If G is a compact real Lie group, let d0 be the metric induced from the Killing form. We
assume there is cd ≥ 1 so that

c−1
d d0(g, 1) ≤ d(g, 1) ≤ cdd0(g, 1) for all g ∈ G

For instance, if G ⊆ SOn(R), the metric induced by the operator norm satisfies the above
property.

(2) In the p-adic case, we assume G ⊆ SLn(Zp) and take d to be the metric induced from the
operator norm on SLn(Zp). Note that in this case:
(a) 1η is a subgroup for every 0 < η ≤ 1, and
(b) the condition DC(C, d0) holds for some positive constants C and d0 = dimG.

Lemma 4. Both of the following hold.

(1) Let G be a real and p-adic Lie groups with simple Lie algebra, then G is L-locally random
with coefficient C0.

(2) Let G be an absolutely almost simple simply connected Q-algebraic group. Let Γ ⊆ G(Q)
be a finitely generated Zariski dense subgroup in G. Denote by VΓ the set of all places ν
of Q such that Γ is a bounded subset of G(Qν). For distinct ν1, ν2 ∈ VΓ, let Γν1,ν2 denote
the closure of Γ in G(Qν1) × G(Qν2), and assume that Γν1,ν2 = Γν1 × Γν2. Then Γν1,ν2 is
L-locally random with coefficient C0 where L and C0 depend only on Γ.

Proof. Part (1) is proved in [20, Section 5].
We now turn to the proof of part (2). In view of [20, Lemma 5.2] and the fact that Γν1,ν2 =

Γν1 × Γν2 . It suffices to prove that Γν is L′-locally random with coefficient C ′0 where L′ and C ′0
depend only on Γ for all ν ∈ VΓ. To see this, let Γ̂ denote the closure of Γ in

∏
ν∈VΓ,f

G(Zν), where
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VΓ,f = VΓ \ {∞}. Then by [25, Proposition 19], for all but finitely many representations ρ of Γ̂, we
have

`(ρ) < dim(ρ)A

where A depends only on Γ and `(ρ) denotes the smallest integer k so that ρ factors through k-th

congruence quotient of Γ̂.
Let now C̄ denote the maximum of levels of the finitely many exceptional representations (in the

above sense); then Γν is (C̄, A)-metric quasi random in sense of [20, Definition 5.7]. This and [20,
Proposition 5.9] finish the proof. �

3.7. The transportation problem and coupling of measures. Recall that a coupling of
probability measures µ1 and µ2 defined on probability spaces (Ω1,B1, µ1) and (Ω2,B2, µ2) is a
probability measure µ on the product probability space (Ω1 × Ω2,B1 ⊗B2) such that

pri(µ) = µi

holds for i = 1, 2. The set of all couplings of the probability measures µ1 and µ2 is denoted by
C (µ1, µ2). A simple example of coupling of two measures µ1 and µ2 is the product measure µ1⊗µ2.
There are, however, many more examples. For instance, when Ω1 and Ω2 are finite sets, respectively
of cardinality n1 and n2 elements, then C (µ1, µ2) is a convex set of dimension (n1− 1)(n2− 1) + 1.
When the probability spaces Ω1,Ω2 are finite, the question of determining the couplings has been
of interest in operation research. In the special case that Ω1 and Ω2 have the same cardinality,
couplings of µ1 and µ2 correspond to doubly stochastic matrices. It is a well-known theorem that
every doubly stochastic matrix can be expressed as a convex combination of permutation matrices.
We will use a less well-known generalization of this result, which is established in [17].

Proposition 5. Let Y1 and Y2 be two finite sets with |Yi| = Ni > 1, i = 1, 2. Let µ̃ be a probability
measure on Y1 × Y2 which satisfies the following: there exists some A > 2 so that

(7)
∣∣πiµ̃(y)− 1

Ni

∣∣ ≤ 1
(N1N2)A

for all y ∈ Yi and i = 1, 2,

where πi denotes the projection onto the i-th coordinate. Then there exists a coupling ν̃ of the
uniform measures on Yi so that

|µ̃(y1, y2)− ν̃(y1, y2)| ≤ 1
(N1N2)A−1 .

We begin by fixing some notation. Let T (Y1, Y2) denote the set of spanning trees of the complete
bipartite graph KY1,Y2 . Given probability measures σi on Yi, for i = 1, 2, and a spanning tree
τ ∈ T (Y1, Y2), define

M τ
σ1,σ2

: Y1 × Y2 → R by M τ
σ1,σ2

(y1, y2) := σ1(Y ′1)− σ2(Y ′2)

where Y ′i ⊂ Yi and Y ′1 ∪ Y ′2 is the connected component of τ \ y1y2 that contains y1; as usual, y1y2

denotes the edge connecting y1 to y2. Put

(8) T (σ1, σ2) := {τ ∈ T (Y1, Y2) : M τ
σ1,σ2

≥ 0}.
The proof of Proposition 5 is based on the following.

Theorem 6 ( [17]). Let σ ∈ C (σ1, σ2). Then σ belongs to the convex hull of

{M τ
σ1,σ2

: τ ∈ T (σ1, σ2)}.

Proof of Proposition 5. Let us denote the uniform measure on Yi by mYi , and write µ̃i = πi(µ̃) for
i = 1, 2. We first show the following:

(9) T (µ̃1, µ̃2) ⊂ T (mY1 ,mY2).
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To see (9), let τ ∈ T (µ̃1, µ̃2). Then

M τ
mY1

,mY2
(y1, y2) = mY1(Y ′1)−mY2(Y ′2)

= M τ
µ̃1,µ̃2

(y1, y2) +
(
mY1(Y ′1)− µ̃1(Y ′1)

)
−
(
mY2(Y ′2)− µ̃2(Y ′2)

)
Since M τ

µ̃1,µ̃2
(y1, y2) ≥ 0, we conclude from the above and (7) that

(10) M τ
mY1

,mY2
(y1, y2) ≥ − |Y ′1 |

(N1N2)A
− |Y ′2 |

(N1N2)A
≥ − 1

(N1N2)A−1 ( 1
N1

+ 1
N2

) > − 1
N1N2

,

where in the last inequality we used A > 2.
On the other hand, if M τ

mY1
,mY2

(y1, y2) < 0, then

M τ
mY1

,mY2
(y1, y2) =

|Y ′1 |
N1
− |Y

′
2 |

N2
≤ − 1

N1N2
.

This and (10), imply that M τ
mY1

,mY2
(y1, y2) ≥ 0 as was claimed in (9).

Recall now that µ̃ ∈ C (µ̃1, µ̃2), by Theorem 6, thus, there exists {cτ ∈ [0, 1] : τ ∈ T (µ̃1, µ̃2)},
with

∑
cτ = 1 so that

µ̃ =
∑

τ∈T (µ̃1,µ̃2)

cτM
τ
µ̃1,µ̃2

.

Define ν̃ :=
∑

τ∈T (µ̃1,µ̃2) cτM
τ
mY1

,mY2
; we will show that the proposition holds with ν̃. In view of (9),

ν̃ ∈ C (mY1 ,mY2). Moreover, since
∑
cτ = 1, we have

|µ̃(y1, y2)− ν̃(y1, y2)| ≤ max
τ∈T (µ̃1,µ̃2)

|M τ
mY1

,mY2
(y1, y2)−M τ

µ̃1,µ̃2
(y1, y2)|

≤ |mY1(Y ′1)− µ̃1(Y ′1)|+ |mY2(Y ′2)− µ̃1(Y ′2)|
≤ 1

(N1N2)A−1 ( 1
N1

+ 1
N2

) ≤ 1
(N1N2)A−1 .

The proof is complete. �

4. Approximate homomorphisms

The main goal of this section is to prove Theorem 3, in which we investigate partial approx-
imate homomorphisms between open compact subgroups of almost simple analytic groups, see
Definition 1.

A G1-partial δ-approximate homomorphism is simply called a δ-approximate homomorphism.
Approximate homomorphisms have been studied extensively. In [16], Kazhdan used cohomological
methods to show that approximate homomorphisms from an amenable group to Un(C) are close
to group homomorphisms. His argument is based on defining an averaging operator on the space
of cocycles and proving that this operator is a contraction. These arguments do not appear to
work when the domain of f is not a group or when the target is a p-adic group. In [14], authors
used a similar approach to prove that approximate homomorphisms between Lie groups are close
to homomorphisms.

In [9, 8], Farah, using more combinatorial techniques, proved a similar result for approximate
homomorphisms from finite groups of product form.

Our arguments here are different from these works. We rely on local analysis and passing to an
infinitesimal setting, we also appeal to effective Nullstellensatz and the  Lojasiewicz inequality.

It will be more convenient to treat the cases where F2 = Qp and F2 = R, separately.
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4.1. Target is p-adic analytic. In order to simplify the notation in this section, we will write d1

for d01 and d2 for d02, also, we will write C1 for C11 and C2 for C12. Without loss of generality we
will assume Ci ≥ 2; note also that di ≥ 3.

In this section, we assume that F2 = Qp. Note that in this case, 1
(2)
ρm is a normal subgroup of

G2. Therefore,

f̄ : 1(1)
ρ → G2/1

(2)
ρm , f̄(g1) := [f(g1)] = f(g1)ρm

has the following properties: for every g1, g
′
1 ∈ 1

(1)
ρ if g1g

′
1 ∈ 1

(1)
ρ , then

f̄(g1g
′
1) = f̄(g1)f̄(g′1) and f̄(g−1

1 ) = f̄(g1)−1.

Lemma 7. Suppose that F1 = R, F2 = Qp, and ρ < 1/3. Then there is no ρ-partial ρm almost

homomorphism from 1
(1)
ρ into G2 so that 1

(2)

ρm
′ ⊂

(
f(1

(1)
ρ )
)
ρm

so long as m�d1,d2 m
′.

Proof. Assume contrary to the claim that f : 1
(1)
ρ → G2 is a ρ-partial, ρm-almost homomorphism

which satisfies 1
(2)

ρm′
⊂
(
f(1

(1)
ρ )
)
ρm

. Define f̄ as above.

Since F1 = R, log : 1
(1)
ρ → g1 is a convergent series, and ‖ log g1‖ ≤ 2‖g1− I‖. We also note that

(11) ‖ exp(x)− I‖ ≤ 3‖x‖

for every x ∈ g1 with ‖x‖ < 1.

Let r := |G2/1
(2)
ρm|, and for g1 ∈ 1

(1)
ρ/6, let x := log g1

r
. Then ‖x‖ ≤ ρ/(3r) and for every integer

0 ≤ j ≤ r we have exp(jx) = exp(x)j ∈ 1
(1)
ρ . Hence

(12) f̄(g1) = f̄(exp(x))r = [1(2)].

As f̄ preserves multiplication, (12) and (DC) imply that

| Im f̄ | ≤ eh(1
(1)
ρ ;ρ/6) ≤ C2

16d01

where h(1
(1)
ρ ; ρ/6) denotes the metric entropy of 1

(1)
ρ at scale ρ/6.

By our assumption, 1
(2)

ρm′
/1

(2)
ρm ⊆ Im f̄ , which implies that C2ρ

(m′−m)d02 ≤ C2
16d01 . This is a

contradiction for m�d1,d2 m
′ as C1 depends only on d1. �

In view of Lemma 7, we will assume F1 = Qq in the remaining parts of §4.1. In particular, 1
(1)
ρ

is a pro-q group, and 1
(2)
ρ /1

(2)
ρm is a finite p-group which is in the image of the group homomorphism

f̄ . This implies that p = q. In this case, all the balls centered at the identity 1(i) are congruence
subgroups of Gi. The ball of radius p−k centered at the identity 1(i) is

(13) Gi,k := {g ∈ Gi| g ≡ I (mod pk)}.

The following theorem applied with ϕ = f̄ implies Theorem 3 in this case.

Theorem 8. Let G1 and G2 be almost Qp-simple groups. Suppose Gi ⊆ GLni(Zp) are open compact
subgroups of Gi(Qp) for i = 1, 2. Then there is 0 < c3 ≤ 1 and a positive integer m0 both depending
only on dimG1 and dimG2 such that the following holds:

If k0 �G1,G2 1 and m ≥ m0m
′, and

ϕ : G1,k0 → G2/G2,k0m

is a group homomorphism, satisfying that G2,k0m′/G2,k0m ⊆ Im(ϕ), then there is a group homo-
morphism π : G1,k0 → G2 so that

ϕ ≡ π (mod pbc3k0mc)
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and dπ induces an isomorphism between Lie(G1)(Qp) and Lie(G2)(Qp). Moreover if G = G̃⊗Q Qp

where G̃ is an absolutely almost simple Q-group, then the constant k0 depends only on G̃.

Proof. Let m0 ≥ 1 be a constant which will be explicated at the end of the argument.
Let gi := glni(Zp)∩Lie(Gi)(Qp) be the Lie Zp-algebra of Gi. We start by recalling properties of

finite logarithmic functions from [24, Lemma 34]. We can and will assume that k0 is large enough
such that for every integer n ≥ k0,

exp : pngi → Gi,n and log : Gi,n → pngi

are well-defined and inverse of each other; in particular, ‖ exp(x)−I‖ = ‖x‖ and ‖ log g‖ = ‖g−I‖.
For every integers l ≥ k0 and n ∈ [l, 2l − k0], the function

Ψpn

pl
: Gi,l/Gi,n → gi/p

n−lgi, Ψpn

pl
(gGi,n) :=

g − 1(i)

pl
+ pn−lgi

is a well-defined bijective Gi-equivariant function, where Gi acts by conjugation on Gi,l/Gi,n and
on gi/p

n−lgi via the adjoint representation. Notice that we further have

Ψpn

pl
(gGi,n) =

log g

pl
+ pn−lgi.

If l, l′ ≥ k0, n ∈ [l, 2l − k0], and n′ ∈ [l′, 2l′ − k0], then

(14) Ψpn
′′

pl+l′
([gi, g

′
i]Gi,n′′) = [Ψpn

pl
(gGi,n),Ψpn

′

pl′
(gGi,n′)] + pn

′′−l−l′gi

where n′′ := min(n+ l′, n′ + l).
By [25, Lemma 39], the Frattini subgroup Φ(Gi,n) of Gi,n is Gi,n+1 for every integer n ≥ k0.

Hence for every positive integer l ≤ k0(m− 1), we have

(15) G2,k0m′+l/G2,k0m ⊆ ϕ(G1,k0+l) ⊆ G2,1+l/G2,k0m.

In view of (15), ϕ induces a group homomorphism

ϕl,n : G1,l/G1,n → G2,l−k0+1/G2,n−k0+1, ϕl,n(g1G1,n) := ϕ(g1) (mod G2,n−k0+1),

where k0 < l ≤ n ≤ k0(m− 1).
Using the finite logarithmic maps, for integers k0 < l ≤ n ≤ 2l − 2k0 + 1 ≤ k0(m− 1), there is

an additive group homomorphism θl,n such that the following is a commuting diagram:

(16)

G1,l/G1,n G2,l−k0+1/G2,n−k0+1

g1/p
n−lg1 g2/p

n−lg2.

ϕl,n

Ψp
n

pl
Ψp

n−k0+1

pl−k0+1

θl,n

By (14) and (16), we deduce that

θ2l−k0+1,l+n−k0+1 : g1/p
n−lg1 → g2/p

n−lg2

is a Lie ring homomorphism for integers k0 < l ≤ n ≤ 2l− 2k0 + 1 and l+ n− k0 + 1 ≤ k0(m− 1).
We get a Lie ring homomorphism θm := θlm,nm such that the following is a commuting diagram

(17)

G1,lm/G1,nm G2,lm−k0+1/G2,nm−k0+1

g1/p
nm−lmg1 g2/p

nm−lmg2,

ϕlm,nm

Ψp
nm

plm
Ψp

nm−k0+1

plm−k0+1

θm



SPECTRAL INDEPENDENCE 13

where

lm := 2
⌈k0

3
m+

2k0 − 2

3

⌉
− k0 + 1, and nm := k0(m− 1)− 2.

Notice that nm − lm ≥ k0

3
(m− 4)− 8

3
.

Let {e(i)
1 , . . . , e

(i)
di
} be a Zp-basis of gi, and suppose c

(i)
jks ∈ Zp are the corresponding structural

constants. That is,

[e
(i)
j , e

(i)
k ] =

di∑
s=1

c
(i)
jkse

(i)
s .

Then a Zp-linear map T : g1 → g2, T (e
(1)
j ) =

∑d2

s=1 xjse
(2)
s is a Lie ring homomorphism if and

only if T
([
e

(1)
j , e

(1)
k

])
=
[
T (e

(1)
j ), T (e

(1)
k )
]

for every 1 ≤ j, k ≤ d1. This is equivalent to having the
following equations:

(18)
∑

1≤i1,i2≤d2

c
(2)
i1i2r

xji1xki2 =

d2∑
i=1

c
(1)
jkixri

for every integers 1 ≤ j, k ≤ d1 and 1 ≤ r ≤ d2.
Let V be the Zp-affine scheme given by equations in (18). By the main theorem of [13], there

are positive integers C4(V ) and c4(V ) such that for every point in x ∈ V (Zp/pnZp) there is a point
x ∈ V (Zp) such that

x ≡ x (mod p
n−c4(V )
C4(V ) ).

A close examination of the argument in [13] yields the following: C4(V ) depends only on the
number of variables and the degree of the defining equations; hence C4(V ) only depends on dimG1

and dimG2. The constant c4(V ) could depend on the defining equations of V viz. the complexity

of rational numbers c
(i)
jks. In particular, if G = G̃ ⊗Q Qp where G̃ is an absolutely almost simple

Q-group, then the constant c4(V ) depends only on G̃.
Note that the map θm in (17) is a point in V (Zp/pnm−lmZp). Applying the above with x = θm,

there exists a Lie ring homomorphism θ : g1 → g2 such that

(19) θ ≡ θm (mod pbc
′
3k0mc),

where c′3 := (8C4(V ))−1 so long as k0 is large enough so that

nm − lm ≥ k0

3
(m− 4)− 8

3
≥ k0

4
m ≥ 2c4(V ).

In view of the above discussion thus, if G = G̃ ⊗Q Qp where G̃ is an absolutely almost simple

Q-group, then the constant k0 depends only on G̃ — recall that m ≥ m0m
′ ≥ 1.

Note that for k0 ≥ 2, pk0gi is a powerful Lie ring. Hence by the Baker-Campbell-Hausdorff for-
mula (see [7, Chapter 9.4]), π : G1,k0 → G2,k0 , π(g1) := exp(θ(log(g1))) is a group homomorphism.
Moreover, by the definition the following is a commuting diagram

(20)

G1,k0 G2,k0

pk0g1 pk0g2.

π

log log

θ

Using the fact that log is Gi-equivariant function, where Gi acts on Gi,k0 by conjugation and on
pk0gi via the adjoint action, by (17), (19), and (20), we deduce that for every x ∈ g2/p

bc′3k0mcg2

which is in the image of

(21) Ψplm−k0+1+bc′3k0mc

plm−k0+1 ◦ ϕ
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and every g ∈ G1,k0 , the following holds:

(22) Ad(ϕ(g))(x) = Ad(π(g))(x).

Note also that, applying (15) with ` = `m, we conclude pk0m′g2/p
bc′3k0mcg2 is contained in the image

of the map in (21). Therefore, by (22),

Ad(ϕ(g)) ≡ Ad(π(g)) (mod pbc
′
3k0mc−k0m′)

where Ad(ϕ(g)) and Ad(π(g)) are written in matrix form with respect to a Zp-basis of g2. Since
G2 is an almost simple Qp-group, choosing k0 large enough we deduce that

ϕ(g) ≡ π(g) (mod pbc
′
3k0mc−k0m′−k0).

The claim follows with c3 = c′3/2 so long as m ≥ m0m
′ ≥ 8m′/c′3. �

4.2. Target is a Lie group. In this section, we assume that F2 = R.
Let p0 := 2 if F1 = R, and p0 := p if F1 = Qp. We will also use the condition (DC); recall that

in order to simplify the notation in this section we will write d1 for d01 and d2 for d02, also, we will
write C1 for C11 and C2 for C12. Without loss of generality we will assume Ci ≥ 2; note also that
di ≥ 3.

Lemma 9. In the setting of Theorem 3, suppose F2 = R. If m ≥ d1 and logp0
(1/ρ)�di 1. Then

there is g1 ∈ 1
(1)
ρ such that d(g1, 1

(1)) ≥ ρ2 and d(f(g1), 1(2)) ≤ ρd1/(4d2).

Proof. Let {h1, . . . , hl} be a set of maximal ρ2-separated points in 1
(1)
ρ . Hence l ≥ ρ−d1/2. The

group G2 can be covered by ≤ C2ρ
′−d2-many balls of radius ρ′ := C2ρ

d1/(2d2) (recall that C2 ≥ 2).
Note that

C2ρ
′−d2 = C1−d2

2 ρ−d1/2 < ρ−d1/2 ≤ l.

Hence there are i 6= j such that d(f(hi), f(hj)) < ρ′. Let g1 := hih
−1
j . Then d(g1, 1

(1)) ≥ ρ2, and

d(f(g1), 1(2)) ≤d(f(hi)f(h−1
j ), 1(2)) + ρm

≤d(f(hi)f(hj)
−1, 1(2)) + 2ρm

≤ρ′ + 2ρm = C2ρ
d1/(2d2) + 2ρm

≤ρd1/(4d2).

The claim follows. �

In the next lemma we will use the constants C and c appearing in Proposition 39. We note that

these two constants depend only on G̃ if G = G̃⊗Q Qp, see Proposition 39.

Lemma 10. Let C and c be as in Proposition 39. In the setting of Theorem 3, suppose m�di 1
and assume ρ ≤ c2 and logp0

(1/ρ)�di 1. Then

f(1
(1)

ρ7C ) ⊆ 1
(2)

ρd1/(8d2) .

Proof. By Lemma 9, there is h0 ∈ 1
(1)
ρ such that d(h0, 1

(1)) ≥ ρ2 and d(f(h0), 1(2)) ≤ ρd1/(4d2).
Then by Proposition 39, applied with G1, we obtain that the following holds:

(23)
{

(g1,ρ[h0, a1]g−1
1,ρ) · · · (gd2

1,ρ
[h0, ad2

1
]g−1
d2

1,ρ
)| ai ∈ 1c‖h0−I‖ρC

}
⊇ 1c2‖h0−I‖2ρ2C ,

for some gi,ρ ∈ 1
(1)
ρ where c is as in Proposition 39.

Recall that ρ ≤ c2; thus

(24) c2‖h0 − I‖2ρ2C ≥ c2ρ4+2C ≥ ρ5+2C ≥ ρ7C .
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Since f is ρm-almost homomorphism,

(25) d

(
f
(

(g1,ρ[h0, a1]g−1
1,ρ) · · · (gd2

1,ρ
[h0, ad2

1
]g−1
d2

1,ρ
)
)
, 1(2)

)
≤

d

((
f(g1,ρ)[f(h0), f(a1)]f(g1,ρ)

−1
)
· · ·
(
f(gd2

1,ρ
)[f(h0), f(ad2

1
)]f(gd2

2,ρ)
−1
)
, 1(2)

)
+ 9d2

1ρ
m.

Since d(hh′, 1(2)) ≤ d(h, 1(2)) + d(h′, 1(2)) and d(hh′h−1, 1(2)) = d(h′, 1(2)) for every h, h′ ∈ G2, by
(25) we obtain the following upper bound:

(26) d

(
f
(

(g1,ρ[h0, a1]g−1
1,ρ) · · · (gd2

1,ρ
[h0, ad2

1
]g−1
d2

1,ρ
)
)
, 1(2)

)
≤ d2

1 max
i
d([f(h0), f(ai)], 1

(2)) + 9d2
1ρ
m.

Note also that d([h, h′], 1(2)) ≤ d(h, 1(2)) + d(h′h−1h′−1, 1(2)) ≤ 2d(h, 1(2)) for all h, h′ ∈ G2. There-
fore, using (26), we deduce the following

(27) d

(
f
(

(g1,ρ[h0, a1]g−1
1,ρ) · · · (gd2

1,ρ
[h0, ad2

1
]g−1
d2

1,ρ
)
)
, 1(2)

)
≤ 2d2

1ρ
d1/(4d2) + 9d2

1ρ
m ≤ ρd1/(8d2).

By (23), (24), and (27), the claim follows. �

Lemma 11. Let the notation be as above. If m ≥ (7C−1)d1

d2
+ m′ + 1 and logp0

(1/ρ) �di 1, then

there exists some g1 ∈ 1
(1)

ρ7C so that

d(f(g1), 1(2)) ≥ ρ
(7C−1)d1

d2
+m′+1

.

Proof. Let us write b = (7C−1)d1

d2
+m′+1. We prove the lemma by contradiction. Thus, assume that

f(1
(1)

ρ7C ) ⊂ 1
(2)

ρb
. Fix a set {a1, . . . , ak} of coset representatives for 1

(1)
ρ /1

(1)

ρ7C where k ≤ C2
1ρ

(1−7C)d1 .

Recall also our assumption that

1
(2)

ρm
′ ⊂ (Im(f))ρm = f(1(1)

ρ )ρm .

Consequently, for every h ∈ 1
(2)

ρm′
, there exists some 1 ≤ i ≤ k and some g′ ∈ 1

(1)

ρ7C so that

d(h, f(aig
′)) ≤ ρm. Since f is ρm-almost homomorphism, we have d(f(aig

′), f(ai)f(g′)) ≤ ρm.
Therefore,

d(h, f(ai)) ≤ d(h, f(aig
′)) + d(f(aig

′), f(ai)f(g′)) + d(f(ai)f(g′), f(ai)) ≤ 3ρb

we used d(f(g′), 1(2)) ≤ ρb and m ≥ b. We thus conclude that

(28) 1
(2)

ρm′
⊂ {f(a1), . . . , f(ak)}3ρb .

In view of (DC), one gets∣∣∣{f(a1), . . . , f(ak)}3ρb

∣∣∣ ≤ C2
1ρ

(1−7C)d1 · C2(3ρb)d2 = 3d2C2
1C2ρ

(1−7C)d1+bd2 ≤ 3d2C2
1C2ρ

(m′+1)d2 .

This contradicts (28), if ρd2 < 3−d2C−2
1 C−2

2 . �

Corollary 12. In the setting of Theorem 3, we cannot have F1 = Qp and F2 = R if m�d1,d2,C m
′

and logp(1/ρ)�d1,d2 1.

Proof. Suppose to the contrary that there is such an approximate homomorphism. By Lemma 10

and Lemma 11, there exists g1 ∈ 1
(1)

ρ7C such that

(29) ρb1 ≤ d(f(g1), 1(2)) ≤ ρb2 .

where b1 = (7C−1)d1

d2
+m′ + 1 and b2 = d1

8d2
.
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Since F2 = R, assuming ρb2 ≤ 1/10, for all 0 < k ≤ 3ρb2−b1 we have

d(f(g1)k, 1(2)) ≥ 1

2
kρb1 ;

therefore, for some 0 < k ≤ 3ρb2−b1 , we have

(30) d(f(g1)k, 1(2)) > 2ρb2 .

Let m be large enough so that 3ρb2−b1ρm < ρb2 . Since F1 = Qp, we have gk1 ∈ 1
(1)

ρ7C , and

d(f(gk1), 1(2)) ≥ d(f(g1)k, 1(2))− (k − 1)ρm

≥ 2ρb2 − 3ρb2−b1ρm > ρb2(31)

where we used (30) and 3ρb2−b1ρm < ρb2 .

However, since gk1 ∈ 1
(1)

ρ7C , Lemma 10 implies that d(f(gk1), 1(2)) < ρb2 . This contradicts (31) and

finishes the proof. �

The case where F1 = F2 = R. There are certain similarities between this case and the case
where F1 = F2 = Qp. However, since in this case there is no reduction mod p map, the argument
is more involved.

The following lemmas can be viewed as the Archimedean analogue of (15). We start with finding
a large subset, see also Lemma 11.

Lemma 13. In the setting of Theorem 3, suppose F1 = F2 = R. Then there is 0 < c′′ := c′′(G2) ≤ 1
such that for every positive integer k the following holds

1
(2)

c′′k−1ρkm′
⊆ f(1

(1)

2k−1ρk
)6ρm .

Proof. We proceed by the induction on k. The base of induction k = 1 is part of the assumption.
By Proposition 65, we have

(32) 1
(2)

c′′kρm′+km′
⊆ [1

(2)

ρm′
, 1

(2)

c′′k−1ρkm′
].

By the hypothesis and the induction hypothesis, for every h′ ∈ 1
(2)

ρm′
and g′ ∈ 1

(2)

c′′k−1ρkm′
, there are

h ∈ 1
(1)
ρ and g ∈ 1

(1)

2k−1ρk
such that

(33) f(h) ∈ h′ρm , and f(g) ∈ g′6ρm .

By (33), as part of the Solovay-Kitaev theorem (see the following claim) for 0 < ρ� 1,

(34) [f(h), f(g)] ∈ [h′, g′]O(ρ2m) ⊆ [h′, g′]ρ2m−1 .

Since f is a ρm-approximate homomorphism,

(35) f([h, g]) ∈ [f(h), f(g)]5ρm .

By (35) and (34), we obtain that the following holds

(36) [h′, g′] ∈ f([h, g])5ρm+ρ2m−1 ⊆ f([h, g])6ρm .

By (32) and (36), we deduce that

(37) 1
(2)

c′′kρ(k+1)m′ ⊆ f([1(1)
ρ , 1

(1)

2k−1ρk
])6ρm .

Claim. Suppose g, h ∈ SU(n), ‖g − I‖ ≤ r and ‖h− I‖ ≤ r′. Then ‖[g, h]− I‖ ≤ 2rr′.
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Proof of Claim. Suppose x, y ∈ Mn(C) such that ‖x‖ = ‖y‖ ≤ 1 and g = I + rx and h = I + r′y.
Then

‖[g, h]− I‖ =‖ghg−1h−1 − I‖ = ‖(gh− hg)g−1h−1‖
=‖(I + rx)(I + r′y)− (I + r′y)(I + rx)‖
=rr′‖xy − yx‖ ≤ 2rr′.

The claim follows.
By the above claim, 1

(1)

2kρk+1 ⊇ [1
(1)
ρ , 1

(1)

2k−1ρk
]. This and (37) imply that 1

(2)

c′′kρ(k+1)m′ ⊆ f(1
(1)

2kρk+1)6ρm ,

which finishes the proof. �

In order to study the image of the restriction of f to a small ball, we will be using the n-th roots
of elements of a compact group. In the next lemma, we recall some basic properties of taking the
n-th roots.

For g ∈ 11/3 in a compact Lie group and positive integer n, we let

g1/n := exp

(
1

n
log g

)
;

recall from the discussion leading to (11), that exp and log are well-defined on the considered
neighborhoods.

Lemma 14. In the above setting and n ∈ N, the following statements hold.

(1) 1η/n ⊆ 1
1/n
η ⊆ 16η/n for every η < 1/3.

(2) (g1/n)η/n ⊆ (gη)
1/n ⊆ (g1/n)18η/n for every 0 < η < 1/3 and ‖g − I‖ � 1 where the implied

constants are universal.

Proof. For g ∈ 1η/n, gn ∈ 1η, and so g ∈ 1
1/n
η .

For g ∈ 1
1/n
η , we have that gn ∈ 1η, and so ‖ log gn‖ ≤ 2η. Hence ‖ 1

n
log gn‖ ≤ 2η/n, which

implies

‖g − I‖ = ‖ exp

(
1

n
log gn

)
− I‖ ≤ 3‖ 1

n
log gn‖ ≤ 6η/n.

The first set of inclusions follows.
To show the second claim, we use the Baker-Campbell-Hausdorff formula. We give an extended

discussion on this around (52). For now, we just mention that for x, y in a ball of radius 1/6 in
the Lie algebra g,

x#y := log(exp(x) exp(y)) ∈ g,

and

(38) ‖x#y − x− y‖ ≤ C̄‖x‖‖y‖,

where C̄ is a fixed universal constant (see 56).
Suppose h ∈ (gη)

1/n. Then log h = 1
n
(x#y) where x := log g and y ∈ 02η. Let z := log(hg−1/n).

Then, we have

(39)
1

n
(x#y) = log((hg−1/n)g1/n) = z#(x/n).

By (38) and (39), we deduce that

(40) ‖z‖ − 1

n
(C‖x‖+ 1)‖y‖ ≤ ‖ 1

n
(x#y)− x

n
− z‖ ≤ C̄

n
‖z‖‖x‖.
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Hence if ‖x‖ ≤ 1/(2C̄),

‖z‖ ≤
(

1 + C̄‖x‖
n− C̄‖x‖

)
‖y‖ ≤ 6

2n− 1
η,

which implies that hg−1/n ∈ 16η/n.
On the other hand, for every h ∈ 1η/n, we have

(g1/nh)n = g1/nh · · · g1/nh︸ ︷︷ ︸
n times

= (g1/nhg−1/n)(g2/nhg−2/n) · (gn/nhg−n/n)g ∈ gη;

and so (g1/n)η/n ⊆ (gη)
1/n. �

The next lemma extends the result of Lemma 10 to smaller balls. Essentially, we show that

f(1
(1)
r ) ⊆ 1

(2)
a for small values of r with the property that a/r is bounded by ρ−OGi (1).

Lemma 15. In the setting of Theorem 3, suppose F2 = R. If m�d0i
1 and C := C(G1) is as in

Proposition 39, see Lemma 10, then for every 4ρ7C+m ≤ r ≤ ρ7C/3 the following holds

f(1(1)
r ) ⊆ 1

(2)
sρ(r)

where sρ(r) = 6(2ρd1/(8d2)ρ−7Cr + ρm).

Proof. Let C = C(G1) be as in Lemma 10; let r0 := ρ7C and a0 := ρd1/(8d2). Then

(41) f(1(1)
r0

) ⊆ 1(2)
a0
.

For every positive integer k and g ∈ 1
(1)
r0/k

, gk ∈ 1
(1)
r0 . Hence using (41) and the fact that f is

ρm-approximate homomorphism, we deduce

(42) f(g)k ∈ f(gk)kρm ⊆ 1
(2)
a0+kρm .

Assuming that a0 + kρm < 1/3, by (42) and part (1) of Lemma 14, we obtain the following

(43) f(g) ∈ (1
(2)
a0+kρm)1/k ⊆ 1

(2)

6(
a0
k

+ρm)
.

For every 4ρm ≤ ε < 1/3, let k be an integer such that (k+ 1)−1 < ε ≤ k−1. Then a0 +kρm < 1/3,
and by (43), we have

(44) f(1(1)
r0ε

) ⊆ f(1
(1)
r0/k

) ⊆ 1
(2)

6(
a0
k

+ρm)
⊆ 1

(2)
6(2a0ε+ρm).

Therefore, for every 4ρ7C+m ≤ r < ρ7C/3, we get

f(1(1)
r ) ⊆ 1

(2)

6(2a0ρ−7Cr+ρm)

which finishes the proof. �

Lemma 16. In the setting of Theorem 3, suppose F1 = F2 = R. Then there is 0 < ĉ := ĉ(G2) ≤ 1
such that for every positive integer 7C ≤ k ≤ m/3 the following holds

(45) 1
(2)

ĉ7−kρk+7Cm′ ⊆ f
(
1

(1)

ρk−1

)
18kρm

.

so long as 0 < ρ < 1 is small enough depending on G1.

Proof. We will use the following two facts. First,

(46) f(gn) ∈ (f(g)n)nρm

if g and n are so that f(gi) is defined for all 1 ≤ i ≤ n. Second, the following consequence of the
first part of Lemma 14:

(47) 1
(1)

ρk−1 ⊆ (1
(1)

6ρk−1/n
)n ⊆ (1

(1)

ρk
)n.
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Let C be as in Lemma 15. Then, by Lemma 15,
(
f(1

(1)

ρk−1)18kρm
)1/n

is defined for all 7C ≤ k ≤
m/3. Thus, we will assume throughout that 7C ≤ k ≤ m/3.

Suppose that 1
(2)
ρk ⊆ f(1

(1)

ρk−1)18kρm for some ρk < 1/3. Then, for n ≥ max{6/ρ, 18}, we have

(1(2))ρk/n ⊆(1(2)
ρk

)1/n by part 1 of Lemma 14

⊆
(
f(1

(1)

ρk−1)18kρm
)1/n

⊆(f(1
(1)

ρk−1)1/n)18×18kρm/n by part 2 of Lemma 14

⊆(f((1
(1)

ρk
)n)1/n)18×18kρm/n by (47)

⊆(((f(1
(1)

ρk
)n)nρm)1/n)18×18kρm/n by (46)

⊆f(1
(1)

ρk
)18ρm+18×18kρm/n by part 2 of Lemma 14

⊆f(1
(1)

ρk
)18(k+1)ρm since n ≥ 18.

Hence, if we assume ρ < 1/3 and put n = d6/ρe, then applying the above, repeatedly, we conclude

that, 1
(2)
ρk0
⊆ f(1

(1)

ρk0−1)18k0ρm for some k0 ∈ N implies

(48) 1
(2)

ρk0
(ρ/7)k−k0

⊆ f(1
(1)

ρk−1)18kρm

for all k ≥ k0.
Applying Lemma 13 with 7C, we deduce that (48) holds for k = k0 = 7C, ρ ≤ 2−7C , and

ρk0 := c′′7C−1ρ7Cm′ . Therefore for all 7C ≤ k ≤ m/3, we have

1
(2)

c′′7C−17−k+7Cρk+7Cm′−7C ⊆ f
(
1

(1)

ρk−1

)
18kρm

,

and the claim follows. �

For every positive integer k, let

θk : 0ρ/2 → g2, θk(x) :=
log(f(exp(ρkx)))

ρk
.

By the definition, we have

(49) exp(ρkθk(x)) = f(exp(ρkx))

for every x ∈ 0ρ/2.
Lemma 15 implies that θk is approximately Lipschitz.

Lemma 17. In the above setting, for x ∈ 0ρ/2, ρ� 1, and 7C < k < m, we have

(50) ‖θk(x)‖ � ρ−7C‖x‖+ ρm−k.

In particular, if ρ� 1 and 7C < k < m, then

(51) ‖θk(x)‖ < ρ−7C

for all x ∈ 0ρ/2.

Proof. Since exp(ρkx) ∈ 1
(1)

ρk‖x‖, by Lemma 15 we have

exp(ρkθk(x)) = f(exp(ρkx)) ∈ 1
(2)

b(ρk−7C‖x‖+ρm)
.

Hence ‖ρkθk(x)‖ � ρk−7C‖x‖+ ρm, as we claimed in (50).
The claim in (51) follows from (50). �
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To understand further properties of θk, we start by recalling some of the consequences of the
Baker-Campbell-Hausdorff-Dynkin and the Zassenhaus formulas.

For x, y ∈ gi with ‖x‖, ‖y‖ < 1/2, put

x#y := log(exp(x) exp(y)).

By the Baker-Campbell-Hausdorff-Dynkin formula, we have

(52) x#y =
∞∑
k=1

(−1)k−1

k

∑
mi,ni≥0,mi+ni>0

1

(
∑k

i=1(mi + ni))
∏k

i=1(mi!ni!)
Zm,n(x, y),

where m := (m1, . . . ,mk), n := (n1, . . . , nk), and

Zm,n(x, y) := [x, . . . , x︸ ︷︷ ︸
m1

, y, . . . , y︸ ︷︷ ︸
n1

, . . . , x, . . . , x︸ ︷︷ ︸
mk

, y, . . . , y︸ ︷︷ ︸
nk

]

is a long commutator. Let us observe that for every m, n, x and y we have

(53) ‖Zm,n(x, y)‖ ≤ 2‖m‖1+‖n‖1−1‖x‖‖m‖1‖y‖‖n‖1 .
Suppose x, y ∈ gi and ‖v‖ ≤ η‖x‖ for some 0 < η < 1. Using the multi-linearity of long
commutators and (53), we deduce that

(54) ‖Zm,n(x+ v, y)− Zm,n(x, y)‖ ≤ 2‖m‖1+‖n‖1+1η‖x‖‖m‖1‖y‖‖n‖1 .
We show this by induction on ‖m‖1 + ‖n‖1. Here is the induction step:

‖Zm,n(x+ v, y)−Zm,n(x, y)‖ = ‖ ad(x+ v)(Zm−e1,n(x+ v, y))− ad(x)(Zm−e1,n(x, y))‖
≤2η‖x‖‖Zm−e1,n(x+ v, y)‖+ 2‖x‖‖Zm−e1,n(x+ v, y)− Zm−e1,n(x, y)‖
≤2‖m‖1+‖n‖1η‖x‖‖m‖1‖y‖‖n‖1 + 2‖m‖1+‖n‖1η‖x‖‖m‖1‖y‖‖n‖1

≤2‖m‖1+‖n‖1+1η‖x‖‖m‖1‖y‖‖n‖1 .
By (54) and (52), we obtain the following perturbation estimate: for every x, y, v ∈ gi with
‖v‖ ≤ η‖x‖, ‖x‖, ‖y‖ � 1, and 0 < η < 1,

‖(x+ v)#y − x#y‖ ≤
( ∞∑
k=1

1

k

∑
mi,ni≥0,mi+ni>0

2‖m‖1+‖n‖1+1‖x‖‖m‖1‖y‖‖n‖1 .
(‖m‖1 + ‖n‖1)

∏k
i=1(mi!ni!)

)
η

≤2
( ∞∑
k=1

(e2‖x‖+2‖y‖ − 1)k

k

)
η = 2 log((2− e2‖x‖+2‖y‖)−1)η.(55)

Next we note that by (52) and an argument similar to (55), for every 0 < η < 1 and ‖x‖, ‖y‖ < 1
the following holds

(56) (ηx)#(ηy) = η(x+ y) + η2z, for some z := z(x, y) ∈ gi with ‖z‖ � ‖x‖‖y‖.
By (55) and (56), for ‖x‖ ≤ ‖y‖ < 1 and 0 < η � 1, we obtain the following upper bound,

‖((ηx+ ηy)#(−ηx))#(−ηy)‖ =‖(ηy + η2z(η(x+ y),−ηx))#(−ηy)‖
=‖(ηy + η2z)#(−ηy)− (ηy)#(−ηy)‖
� log(2− eCη‖y‖)−1η � η2‖y‖,(57)

where C is a universal constant and the last inequality holds as lims→0+ ln(2 − es)−1/s = 1. By
(57), we deduce that for ‖x‖, ‖y‖ < 1 and 0 < η � 1, there is z′ := z′(x, y) ∈ gi such that
‖z′‖ � max{‖x‖, ‖y‖} and

(58) exp(η(x+ y)) = exp(ηx) exp(ηy) exp(η2z′).
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Lemma 18. In the above setting for x, y ∈ 0ρ/4, ρ� 1, and C � k < m, we have

‖θk(x+ y)− (θk(x) + θk(y))‖ � ρk−14C .

Proof. We start with the following computation of θk(x+y). By the definition of θk, (49), we have

exp(ρkθk(x+ y)) =f(exp(ρk(x+ y))) = f(exp(ρkx) exp(ρky) exp(ρ2kz′)) (by (58))

=f(exp(ρkx))f(exp(ρky))f(exp(ρ2kz′)) exp(w) (for some ‖w‖ � ρm)

= exp(ρkθk(x)) exp(ρkθk(y)) exp(ρ2kθ2k(z
′)) exp(w)

= exp
(

(ρkθk(x))#(ρkθk(y))#(ρ2kθ2k(z
′))#w

)
(59)

By (59), we obtain the following

(60) ρkθk(x+ y) = (ρkθk(x))#(ρkθk(y))#(ρ2kθ2k(z
′))#w.

By (51) and (56), we deduce the following

(ρkθk(x))#(ρkθk(y)) =(ρk−7C(ρ7Cθk(x)))#(ρk−7C(ρ7Cθk(y)))

=ρk(θk(x) + θk(y)) + ρ2k−14Cz,(61)

for some z ∈ g2 with ‖z‖ � ρ14C‖θk(x)‖‖θk(y)‖. By (61) and (56), we obtain that the following
holds

(ρkθk(x))#(ρkθk(y))#(ρ2kθ2k(z
′)) =(ρk(θk(x) + θk(y)) + ρ2k−14Cz)#(ρ2kθ2k(z

′))

=(ρk(θk(x) + θk(y)) + ρ2k−14Cz) + (ρ2kθ2k(z
′)) + ρ2k−14Cz

=ρk(θk(x) + θk(y)) + ρ2k−14C(z + z + ρ14Cθ2k(z
′)).(62)

By (62), (56), and (60), we deduce the following

‖θk(x+ y)− (θk(x) + θk(y))‖ � ρk−14C ,

and the claim follows. �

Using Lemma 18 and Lemma 17, we can show that θk almost preserves scaler multiplication.

Lemma 19. In the above setting, for x ∈ 0ρ/2, ρ� 1, −1 ≤ t ≤ 1, and C � k < m/2, we have

‖θk(tx)− tθk(x)‖ � ρ
k
2
−14C .

Proof. There is a rational number r/s such that |t− r
s
| ≤ ρk/2 and |r|, |s| ≤ ρ−k/2. By Lemma 18,

we have ‖sθk(xs )− θk(x)‖ � sρk−14C , which implies

(63)
∥∥∥θk(x

s

)
− 1

s
θk(x)

∥∥∥� ρk−14C .

Similarly, we have

(64)
∥∥∥θk(r

s
x
)
− rθk

(x
s

)∥∥∥� rρk−14C .

Combining (63) and (64), we conclude that

(65)
∥∥∥θk(r

s
x
)
− r

s
θk(x)

∥∥∥� rρk−14C � ρ
k
2
−14C .



22 ALIREZA S GOLSEFIDY, KEIVAN MALLAHI-KARAI, AND AMIR MOHAMMADI

Now Lemma 18 and Lemma 17, imply that∥∥∥θk(tx)− θk
(r
s
x
)∥∥∥�∥∥∥θk(tx− r

s
x
)∥∥∥+ ρk−14C

�ρ−7C
∥∥∥tx− r

s
x
∥∥∥+ ρk−14C

�ρ
k
2
−14C .(66)

Note also that ‖(t− r
s
)θk(x)‖ � ρ−7C |t− r

s
| ≤ ρ

k
2
−7C . Therefore, by (65) and (66), we have

‖θk(tx)− tθk(x)‖ � ρ
k
2
−14C ,

as it was claimed. �

Corollary 20. In the above setting, suppose ρ � 1 and C � k < m/2. Then there is a linear

function θ̃k : g1 → g2 such that for every x ∈ 0ρ/2 we have

‖θk(x)− θ̃k(x)‖ � ρ
k
2
−14C .

Proof. Suppose {e1, . . . , ed1} is an orthonormal basis of g1. Let θ̃k : g1 → g2 be the linear map

defined by θ̃k(ei) := (ρ/2)−1θk((ρ/2)ei) for every i.

For every x :=
∑d1

i=1 tiei ∈ 0ρ/2, we have

‖θk(x)− θ̃k(x)‖ =‖θk(
d1∑
i=1

tiei)− θ̃k(
d1∑
i=1

tiei)‖

�ρk−14C +
∥∥∥ d1∑
i=1

θk(tiei)−
2ti
ρ
θk((ρ/2)ei)

∥∥∥ (by Lemma 18)

�ρk−14C +

d1∑
i=1

∥∥∥θk(2ti
ρ

(ρ/2)ei

)
− 2ti

ρ
θk((ρ/2)ei)

∥∥∥
�ρ

k
2
−14C (by Lemma 19),

as we claimed in the corollary. �

Our next task is to show that θ2k almost preserves Lie algebra commutators. This will be done
in two steps: first we show that θ2k([x, y]) is close to [θk(x), θk(y)], Lemma 21, then we show that
θ2k and θk are close to each other, Lemma 22.

Let us begin with the following consequence of the Baker-Campbell-Hausdorff-Dynkin formula,
see (52). For every 0 < η � 1 and ‖x‖, ‖y‖ < 1, we have

(67) (ηx)#(ηy) = η(x+ y) +
η2

2
[x, y] +

η3

12

(
[x, [x, y]]− [y, [x, y]]

)
+ η4z4,

for some z4 := z4(x, y) ∈ gi with ‖z4‖ � max{‖x‖3‖y‖, ‖x‖2‖y‖2, ‖x‖‖y‖3}. By (67), we obtain
the following

(ηx)#(ηy)#(−ηx)#(−ηy) =
(
η(x+ y) +

η2

2
[x, y] +

η3

12

(
[x, [x, y]]− [y, [x, y]]

)
+ η4z4

)
#
(
− η(x+ y) +

η2

2
[x, y]− η3

12

(
[x, [x, y]]− [y, [x, y]]

)
+ η4z′4

)
=η2[x, y] + η3z′3,(68)

for some z′3 := z′3(x, y) ∈ gi with ‖z′3‖ � max{‖x‖2‖y‖, ‖x‖‖y‖2}.
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Lemma 21. In the above setting for x, y ∈ 0ρ/16, ρ� 1, and C � k < m, we have

‖θ2k([x, y])− [θk(x), θk(y)]‖ � ρ2k−14C .

The implied constants are absolute.

Proof. Again using the definition of θk, (49), we have

exp(ρ2kθ2k([x, y])) =f(exp(ρ2k[x, y])) (by (49))

=f
(

exp
(

log([exp(ρkx), exp(ρky)])− ρ3kz′3

))
(by (68))

=f([exp(ρkx), exp(ρky)]u′) (for some u′ ∈ 1
(1)

O(ρ3k)
)

=[f(exp(ρkx)), f(exp(ρky))]f(u′)w′ (for some w′ ∈ 1
(2)
O(ρm))

=[exp(ρkθk(x)), exp(ρkθk(y))]f(u′)w′ (by (49))

= exp(ρ2k[θk(x), θk(y)] + ρ3k−21Cz′′3 )f(u′)w′ (by (51) and (68))(69)

Moreover, by Lemma 15, we have

(70) f(u′)w′ ∈ 1
(2)

O(ρ3k−7C+ρm)
.

By (69) and (70), we obtain the following

(71) θ2k([x, y]) = [θk(x), θk(y)] + ρk−21Cz′′,

for some z′′ ∈ g2 with ‖z′′‖ � 1. The claim follows. �

We now show that θk(x) and θ2k(x) are close to each other.

Lemma 22. In the above setting for x ∈ 0ρ/2, ρ� 1, and C � k < m/3, we have

‖θ2k(x)− θk(x)‖ � ρk−7C .

Proof. Let ` := bρ−kc. By (49), we exp(ρ2kθ2k(x)) = f(exp(ρ2kx)), and so

exp(`ρ2kθ2k(x)) =
(
f(exp(ρ2kx))

)`
=f(exp(`ρ2kx))u (for some u ∈ 1

(2)
`ρm).(72)

Now note that ‖`ρ2kx− ρkx‖ ≤ ρ2k, therefore,

(73) exp(`ρ2kx) = exp(ρkx)u′

for some u′ ∈ 1
(1)

O(ρ2k)
. By (72) and (73), we deduce the following

exp(`ρ2kθ2k(x)) =f(exp(ρkx))f(u′)w′′ (for some w′′ ∈ 1
(2)
(`+1)ρm).

= exp(ρkθk(x))w̄ (for some w̄ ∈ 1
(2)

O(ρ2k−7C+ρm−k)
),(74)

where in the last equality we used Lemma 15 and the definition of θk in (49).
In view of (74), we have

(75) ‖`ρ2kθ2k(x)− ρkθk(x)‖ � ρ2k−7C + ρm−k.

Recall now that ` := bρ−kc and ‖θk(x)‖ < ρ−7C , see (51). Therefore,

‖`ρ2kθ2k(x)− ρkθ2k(x)‖ ≤ ρ2k−7C .

This and (75) imply that ‖ρkθ2k(x)− ρkθk(x)‖ � ρ2k−7C + ρm−k. In consequence, we deduce

‖θ2k(x)− θk(x)‖ � ρk−7C + ρm−2k � ρk−7C

where we used k < m/3.
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The proof is complete. �

Corollary 23. In the above setting, for x, y ∈ 0ρ/16, ρ� 1, and C � k < m/3, we have

‖θ2k([x, y])− [θ2k(x), θ2k(y)]‖ � ρk−14C .

Proof. In view of Lemma 22, θ2k(•) = θk(•) + z• where ‖z•‖ � ρk−7C for • = x, y.
The claim thus follows using Lemma 21 and (51). �

Corollary 24. In the above setting, suppose ρ� 1, C � k < m/3, x, y ∈ 0ρ/16 and θ̃2k : g1 → g2

is the linear map as in Corollary 20. Then

‖θ̃2k(x)− θ2k(x)‖ � ρk−14C and ‖θ̃2k([x, y])− [θ̃2k(x), θ̃2k(y)]‖ � ρk−21C .

Proof. The first claim is proved in Corollary 20.
The second claim follows from the first claim, Corollary 23, and (51). �

Similar to the p-adic case, we consider the set of Lie algebra homomorphisms from g1 to g2

which can be viewed as an affine variety as follows: Let {e(i)
1 , . . . , e

(i)
d0i
} be an orthonormal basis of

gi, and suppose c
(i)
jks ∈ R are the corresponding structural constants. That is,

[e
(i)
j , e

(i)
k ] =

d0i∑
s=1

c
(i)
jkse

(i)
s .

Then a linear map T : g1 → g2, T (e
(1)
j ) =

∑d2

s=1 xjse
(2)
s is a Lie ring homomorphism if and only if

T ([e
(1)
j , e

(1)
k ]) = [T (e

(1)
j ), T (e

(1)
k )] for every 1 ≤ j, k ≤ d1. This is equivalent to having the following

equations on Matd1×d2(C):

(76) fjkr(x) :=
∑

1≤i1,i2≤d2

c
(2)
i1i2r

xji1xki2 −
d2∑
i=1

c
(1)
jkixri = 0

for every integers 1 ≤ j, k ≤ d1 and 1 ≤ r ≤ d2.
Let V be the real affine variety given by equations in (76). Note that V (R) is non-empty as it

contains the zero vector. Suppose

θ̃2k(e
(1)
j ) =

d2∑
s=1

ajse
(2)
s .

Put a = (ajs). In view of Corollary 24, for every 1 ≤ j ≤ d1, we have∥∥∥θ̃2k

( ρ
16
e

(1)
j

)∥∥∥� ∥∥∥θ2k

( ρ
16
e

(1)
j

)∥∥∥+ ρk−14C � ρ−7C ,

where we used (51) in the last inequality. Therefore,

(77) ‖a‖ �di ρ
−7C .

Moreover, by Corollary 24, we have

(78) |fjkr(a)| �di ρ
k−21C .

Lemma 25. In the above setting, for m′ �di k < m/3 and 0 < ρ�G1,G2 1, there is a Lie algebra

isomorphism θ̂ : g1 → g2 with the following properties:

(1) ‖θ̂ − θ̃2k‖op ≤ ρk/2.

(2) For every x ∈ g1 with ‖x‖ < ρ/2, ‖θ̂(x)− θ2k(x)‖ ≤ ρk/2.
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Proof. Let V be the variety which was defined above. Note that V (R) 6= ∅, indeed 0 ∈ V (R).
By [26, Theorem 7], which is a quantitative version of  Lojasiewicz inequality, there are positive
numbers C := C(V ) and D := D(d1, d2) such that for every x ∈ Rd1d2 with dist(x, V (R)) ≤ 1 we
have

(79) dist(x, V (R)) ≤ C max
j,k,r
{|fj,k,r(x)|} · (1 + ‖x‖)D.

Using (78), (77), and (79), there is â ∈ V (R) such that

(80) ‖â− a‖ ≤ Cρk−21Cρ−8CD ≤ ρ3k/4

so long as max{1, 21C + 8CD} ≤ k/8 and Cρ ≤ 1.

Since â ∈ V (R), it induces a Lie algebra homomorphism θ̂ : g1(R) → g2(R); moreover, (80)
implies the following upper bound estimate:

(81) ‖θ̂ − θ̃2k‖op ≤ ρk/2.

In view of (81), for every x ∈ 0ρ/2, we have ‖θ̂(x) − θ̃2k(x)‖ ≤ ρk/2‖x‖ ≤ ρ1+ k
2 . Hence, using

Corollary 24, we deduce the following

(82) ‖θ̂(x)− θ2k(x)‖ � ρk−14C + ρ1+ k
2 ≤ ρk/2,

so long as k ≥ 28C + 1 and ρ is small enough.

We now combine the facts that image of θ2k is large, see Lemma 16, and that θ̂ is linear with (82)

to show that θ̂ is surjective. More precisely, we will show that for every 0 < ε0 ≤ 0.01 and ρε0 � 1,
we have

(θ̂(g1))ρk/3 ⊇ 0ρ2ε0k+7Cm′+6 .

To that end, let us first recall from (11) that for every g ∈ 1
(i)
1/3 and every x ∈ gi with ‖x‖ ≤ 1/3

we have

(83) b′−1‖g − 1(i)‖ ≤ ‖ log g‖ ≤ b′‖g − 1(i)‖, and b′−1‖x‖ ≤ ‖ expx− 1(i)‖ ≤ b′‖x‖,
where b′ = 3. Increasing b′, if necessary, we further assume that log(gr) ⊆ (log g)b′r for every

g ∈ 1
(i)
1/6 and r < 1/3. Recall also the parameter 0 < ĉ ≤ 1 from Lemma 16. Fix some 0 < ε0 ≤ 0.01.

Choose ρ small enough so that

(84) ρε0 ≤ min{0.1, b′−1, ĉ}.
Let ` = 2k + 3; then b′ρ`−1 ≤ 1

2
ρ2k+1. Thus, Lemma 16 implies

(85) 1
(2)

ĉ7−`ρ`+7Cm′ ⊆ f
(
exp(0b′ρ`−1)

)
18`ρm

.

Combining (83) and (85) implies that

(86) 0b′−1ĉ7−`ρ`+7Cm′ ⊆ log
(
f
(
exp(0b′ρ`−1)

)
18`ρm

)
⊆
(
log f

(
exp(0 1

2
ρ2k+1)

))
18b′`ρm

.

We also recall from (49) that exp(ρ2kθ2k(x)) = f(exp(ρ2kx)) for every x ∈ 0ρ/2. Altogether, we
conclude that

(87) 0b′−1ĉ7−`ρ`+7Cm′ρ−2k ⊆ (Im(θ2k))18b′`ρm−2k .

We now use (87) to complete the proof of (3). Recall from (84) that ρε0 ≤ min{0.1, b′−1, ĉ}, and
also recall that ` = 2k + 3. Hence

b′−1ĉ7−`ρ`+7Cm′ρ−2k = b′−1ĉ7−`ρ7Cm′+3 > ρ2ε0k+7Cm′+6,(88)

where we also used 3ε0 < 1.
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Combining (82), (87), and (88), we conclude that

(89) (θ̂(g1))ρk/3 ⊇ 0ρ2ε0k+7Cm′+6 .

Since ε0 ≤ 0.01, (89) implies that dim θ̂(g1) ≥ dim g2 so long as k � m′. This establishes

part (3) and also shows that θ̂ is surjective.

Furthermore, since g1 is a simple Lie algebra and θ̂ is not the zero morphism, θ̂ is injective.

Altogether, we conclude that θ̂ is an isomorphism and the proof is complete. �

Proof of Theorem 3. In view of Lemma 7, Theorem 8, and Corollary 12, we may assume F1 =
F2 = R.

Let θ̂ be as in Lemma 25. By [23, Theorem 10], there is a group homomorphism Ψ : G̃1 → G2

where G̃1 is the simply-connected cover of G1 such that the following is a commuting diagram

(90)
G̃1 G2

g1 g2.

Ψ

log log

θ̂

Let ι : G̃1 → G1 be the covering map. Since the kernel of ι is a finite central subgroup, ι induces

a homeomorphism from 1̃
(1)
OG1

(1) to 1
(1)
OG1

(1). Hence we will view Ψ as a function on 1
(1)
OG1

(1) as well.

Note that by (90), for every x ∈ g1 and g ∈ G̃1, we have

(91) θ̂(Ad(g)(x)) = Ad(Ψ(g))(θ̂(x)).

We will show that the theorem holds with this Ψ. In view of the definition of θ2k, see (49), for

every x ∈ 0ρ/6 and g ∈ 1
(1)
ρ/6, we have

exp
(
ρ2k Ad(f(g))(θ2k(x))

)
=f(g) exp(ρ2kθ2k(x))f(g)−1

=f(g)f(exp(ρ2kx))f(g)−1

=f
(
g exp(ρ2kx)g−1

)
u (where u ∈ 1

(2)
3ρm)

=f
(
exp(ρ2k Ad(g)(x))

)
u

= exp
(
ρ2kθ2k(Ad(g)(x))

)
u.(92)

By (92), we deduce that for every x ∈ 0ρ/6 and g ∈ 1
(1)
ρ/6 the following holds

(93) ‖Ad(f(g))(θ2k(x))− θ2k(Ad(g)(x))‖ � ρm−2k ≤ ρk/3.

Moreover, by part (2) of Lemma 25, we have

(94)
‖Ad(f(g))(θ2k(x))− Ad(f(g))(θ̂(x))‖ ≤ ρk/2 and

‖θ2k(Ad(g)(x))− θ̂(Ad(g)(x))‖ ≤ ρk/2.

Altogether, (91), (94), and (93), imply

‖Ad(Ψ(g))(θ̂(x))− Ad(f(g))(θ̂(x))‖ ≤‖θ̂(Ad(g)(x))− Ad(f(g))(θ2k(x))‖+ ρk/3

≤‖θ2k(Ad(g)(x))− Ad(f(g))(θ2k(x))‖+ 2ρk/3

≤3ρk/3.(95)
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Now using (95), we deduce that ‖Ad(Ψ(g)) − Ad(f(g))‖op � ρk/4 for every g ∈ 1
(1)
ρ/6. Finally,

using the fact that Ad induces a homeomorphism on OG2(1)-neighborhood of 1(2), we get

‖Ψ(g)− f(g)‖op � ρk/4.

This establishes the theorem for F1 = F2 = R, and completes the proof. �

5. Discretization and couplings

The objective of this section is to show that, under mild conditions on the groups G1 and G2,
one may reduce the question of spectral independence of G1 and G2 to the case of measures on
G1 ×G2 whose marginals are Haar measures m1 and m2.

We begin with the following definition.

Definition 6. Let (G, d) be a compact metric group, and let 0 < δ < 1. We say (G, d) is
δ-discretizable if the there exists a partition {Xi} of G satisfying the following two properties:

(1) Xi is a Borel set for all i, and |Xi| = |Xj| for all i and j.
(2) diam(Xi) ≤ δ and Xi contains a ball of radius δ2 for all i.

We refer to a partition {Xi} satisfying (1) and (2) above as a δ-discretization of (G, d).

Note that in this section Xi’s denote a partition for G unlike in the rest of the paper where
generally X1, X2 and X denote random variables.

As we have done so throughout the paper, we often drop d from the notation and simply write
G is δ-discretizable.

An important class of examples is provided by the following proposition.

Proposition 26. Suppose G is a compact analytic (real or p-adic) Lie group, equipped with a
standard bi-invariant metric, see §3.6. Then G is δ-discretizable for all 0 < δ ≤ δ0 where δ0 is 1
in the p-adic case and depends only on the dimension of G in the real case.

Proof. In the real case, the claim follows from [10, Theorem 2]. Suppose G is a compact p-adic
analytic group, recall from §3.6 that 1δ is a subgroup for all δ > 0. Let Xi’s be the cosets of the
subgroup 1δ. Then Xi’s form a partition of G that satisfy the desired conditions. �

Let G be a δ-discretizable group, and let {Xi} be a δ-discretization of G. Then |Xi| > 0 for all
i. If we further assume that 1

C1
ηd0 ≤ |1η| ≤ C1η

d0 for η = δ, δ2, then

(96) C−1
1 δ2d0 ≤ |Xi| ≤ C1δ

d0 , for all i.

The following is the main result of this section.

Theorem 27. Let G1 and G2 be two compact groups. Suppose there are constants C0, C1, L,
d01, d02, and ρ ≤ 1

100C0(5C1)L
so that the following properties are satisfied.

• Gi is L-locally random with coefficient C0 for i = 1, 2, see (6).
• For all η = ρj, j ∈ N, the group Gi satisfies

(97)
1

C1

ηd0i ≤ |1η| ≤ C1η
d0i , for i = 1, 2.

• For i = 1, 2, Gi is δ-discretizable for all δ = ρj with sufficiently large j ∈ N.

Let µ be a symmetric Borel probability measure on G1 ×G2 satisfying

(98) max{λ(π1µ;G1), λ(π2µ;G1)} =: λ < 1

where πi denotes the projection onto the i-th factor for i = 1, 2.
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Then, there exists a symmetric coupling νρ of m1 and m2 so that the following holds. Let C > 0
and f ∈ L2(G1 ×G2,m1 ×m2) satisfy that ‖Pρ ∗ f − f‖2 ≤ ρC‖f‖2. Then∥∥µ(`) ∗ f − νρ ∗ f

∥∥
2
≤ 6ρC‖f‖2

so long as `� logλ(ρ/C1), see (101) for the dependence of the implied constant.

The proof will occupy the rest of this section and will be completed in several steps. Let us
begin with the following lemma.

Lemma 28. Let H be a compact group; assume that for some 0 < η < 1 and constants C1 and
d0, we have

(99) C−1
1 ηd0 ≤ |1η| ≤ C1η

d0 .

Let σ be a symmetric Borel probability measure on H and assume that λ(σ;H) < 1. Then

|ση(X)− |X|| ≤ λ(σ;H)
(
|X|/|1η|

)1/2

≤ λ(σ;H)C
1/2
1 η−d0/2|X|1/2

Proof. First note that the second estimate in the above upper bound is a direct consequence of (99)
and the first inequality.

We now show the first inequality. Recall that ση(X) = σ ∗ Pη(X) = 〈Tσ(Pη), 1X〉. Similarly, we
have |X| = 〈Tσ(1H), 1X〉 (where we also used the invariance of the constant function). Thus,

|ση(X)− |X|| = 〈Tσ(Pη − 1H), 1X〉
≤ ‖Tσ(Pη − 1H)‖2‖1X‖2

≤ λ(σ;H)‖Pη − 1H‖2|X|1/2(100)

Therefore, we need to compute ‖Pη − 1H‖2. By the definition we have

‖Pη − 1H‖2
2 =

∫
|Pη − 1|2dh

=

∫
1η

| 1
|1η | − 1|2dh+

∫
H\1η

dh

= |1η| (1−|1η |)
2

|1η |2 + 1− |1η| = 1−|1η |
|1η | .

This and (100) imply that

|ση(X)− |X|| ≤ λ(σ;H)
(

1−|1η |
|1η |

)1/2

|X|1/2

and complete the proof. �

We now begin the proof of the theorem.

Proof of Theorem 27. As was mentioned before, the proof will be completed in some steps.

Let Ĉ be an integer ≥ max{L(C + d0i) + C + 1, 1
d0i

+ 1}, and let δ = ρĈ . Let

(101) ` ≥ −(2Ĉ2 + 0.5) logλC1 + max{d01, d02}(0.5 + 4Ĉ2) logλ ρ.

Then for i = 1, 2, we have

(102) λ(πiµ
(`);Gi) ≤ λ` ≤ C−0.5−2Ĉ2

1 ρ(0.5+4Ĉ2)d0i .

Apply Lemma 28, with η = ρ, H = Gi and σ = πiµ
(`) for i = 1, 2. Then (102) and (97) imply∣∣πiµ(`)

ρ (Yi)− |Yi|
∣∣ ≤ C−0.5−2Ĉ2

1 · ρ(0.5+4Ĉ2)d0i · C1/2
1 · ρ−d0i/2|Yi|1/2

≤ C−2Ĉ2

1 ρ4Ĉ2d0i |Yi|1/2(103)
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for any Borel subset Yi ⊂ Gi.

The definition of νρ. Recall that by our assumption G1 and G2 are δ-discretizable. For i = 1, 2,
let {X i

j : 1 ≤ j ≤ Ni} be a δ-discretization of Gi. In view of (97) (with η = δ, δ2) and (96), we
have

(104) C−1
1 δ2d0i ≤ 1/Ni ≤ C1δ

d0i for i = 1, 2.

Let Zi = {1, . . . , Ni} for i = 1, 2, and define µ̃ on Z1 × Z2 by

µ̃(j, k) = µ(`)
ρ (X1

j ×X2
k).

Then for all 1 ≤ j ≤ N1, we have∣∣π1µ̃(j)− 1
N1

∣∣ =
∣∣µ(`)
ρ (X1

j ×G2)− |X1
j ×G2|

∣∣
=
∣∣π1µ

(`)
ρ (X1

j )− |X1
j |
∣∣ ≤ C−2Ĉ2

1 ρ4Ĉ2d0i |X1
j |

1/2

≤ (1/N1N2)Ĉ(105)

where the second to the last inequality follows from (103) and the last inequality follows from (104).

Similarly, for all 1 ≤ k ≤ N2, we have |π2µ̃(k)− 1
N2
| ≤ (1/N1N2)Ĉ .

Altogether, the conditions of Proposition 5 are satisfied for µ̃ with A = Ĉ. Therefore, by that
proposition, there exist {cj,k ∈ [0, 1] : 1 ≤ j ≤ N1, 1 ≤ k ≤ N2} so that all the following hold.

(1) For every 1 ≤ j ≤ N1, we have
∑N2

k=1 cj,k = 1
N1

.

(2) For every 1 ≤ k ≤ N2, we have
∑N1

j=1 cj,k = 1
N2

.

(3) For all 1 ≤ j ≤ N1 and all 1 ≤ k ≤ N2 we have

(106) |µ(`)
ρ (X1

j ×X2
k)− cj,k| ≤ (1/N1N2)Ĉ−1.

Let ν be the probability measure on G1 ×G2 defined using the density

N1N2

∑
j,k

cj,k1X1
j×X2

k
;

note that ν depends on ρ. Abusing the notation, we also refer to the density of ν by ν.
Bulk of the proof is to show that ν satisfies the claim in the theorem, (possibly) except for being

symmetric; the proof will then be completed by symmetrizing ν.

Sublemma. The measure ν is a coupling of m1 and m2.

Proof of the Sublemma. Since ν is absolutely continuous with respect to m1 × m2, with density
N1N2

∑
j,k cj,k1X1

j×X2
k
, it suffices to show that for i = 1, 2, we have∫

Gi

N1N2

∑
j,k

cj,k1X1
j×X2

k
(g1, g2)dmi = 1.

We prove this claim for i = 1, the other case is proved similarly. Recall that |X1
j | = 1/N1 and that∑N1

j=1 cj,k = 1
N2

for all k. Thus we have∫
G1

N1N2

∑
j,k

cj,k1X1
j×X2

k
(g1, g2)dm1(g1) = N1N2

∑
j,k

cj,k|X1
j |1X2

k
(g2)

= N2

∑
j,k

cj,k1X2
k
(g2) = N2

∑
k

1X2
k
(g2)

∑
j

cj,k =
∑
k

1X2
k
(g2) = 1

where in the last equality we used the fact that {X2
k} is a partition of G2. �
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Recall that f ∈ L2(G1 ×G2,m1 ×m2) and satisfies ‖f − fρ‖2 ≤ ρC‖f‖2 where fρ = Pρ ∗ f .

Sublemma. We have

(107)
∥∥µ(`) ∗ f − ν ∗ f

∥∥
2
≤
∥∥µ(`)

ρ ∗ fρ − ν ∗ fρ
∥∥

2
+ 3ρC‖f‖2.

Proof of the Sublemma. Indeed, by Young’s inequality, we have∥∥µ(`) ∗ f − µ(`) ∗ fρ
∥∥

2
≤ ‖f − fρ‖2 ≤ ρC‖f‖2,∥∥µ(`) ∗ fρ − µ(`)

ρ ∗ fρ
∥∥ =

∥∥µ(`) ∗ Pρ ∗ (f − fρ)
∥∥

2
≤ ‖f − fρ‖2 ≤ ρC‖f‖2,∥∥ν ∗ fρ − ν ∗ f∥∥2

≤ ‖f − fρ‖2 ≤ ρC‖f‖2.

Now (107) follows from these estimates and the triangle inequality. �

In view of (107), thus we need to bound
∥∥µ(`)

ρ ∗ fρ − ν ∗ fρ
∥∥

2
. This will be done using the

Parseval’s theorem. Let us begin with the following which is a consequence of the fact that G1

and G2 are locally random groups, together with the fact that diam(X i
j) ≤ δ = ρĈ .

Sublemma. Let σ be a Borel probability measure on G = G1 × G2. Let ϕ ∈ Ĝ, and for all
1 ≤ j ≤ N1 and 1 ≤ k ≤ N2, let gj,k ∈ X1

j ×X2
k . Then∥∥σ̂(ϕ)−

∑
j,k

σ(X1
j ×X2

k)ϕ(gj,k)
∥∥

op
≤ 2C0(dimϕ)Lδ.

Proof of the Sublemma. Since {X1
j ×X2

k} is a partition of G with Borel sets, we have

σ̂(ϕ) =

∫
ϕ(g)dσ(g) =

∑
j,k

∫
X1
j×X2

k

ϕ(g)dσ(g)

=
∑
j,k

(∫
X1
j×X2

k

ϕ(g)− ϕ(gj,k)dσ(g) + σ(X1
j ×X2

k)ϕ(gj,k)
)
.

Recall that G1 and G2 are L-locally random with coefficient C0, thus, G is L-locally random
with coefficient 2C0, [20, Lemma 5.2]. In consequence, for all g ∈ X1

j ×X2
k , we have

‖ϕ(g)− ϕ(gj,k)‖op ≤ 2C0 dim(ϕ)Ld(g, gj,k) ≤ 2C0 dim(ϕ)Lδ,

where we used diam(X1
j ×X2

k) ≤ δ.
Altogether, we conclude that∥∥σ̂(ϕ)−

∑
j,k

σ(X1
j ×X2

k)ϕ(gj,k)
∥∥

op
≤
∑
j,k

∫
X1
j×X2

k

2C0 dim(ϕ)Lδdσ(g) = 2C0 dim(ϕ)Lδ

where we used the fact that {X1
j ×X2

k} is a Borel partition of G and σ(G) = 1. �

Applying the above with σ = ν and µ`ρ, we conclude the following∥∥ν̂(ϕ)−
∑
j,k

cj,kϕ(gj,k)
∥∥

op
≤ 2C0(dimϕ)Lδ, and(109a)

∥∥µ̂(`)
ρ (ϕ)−

∑
j,k

µ(`)
ρ (X1

j ×X2
k)ϕ(gj,k)

∥∥
op
≤ 2C0(dimϕ)Lδ(109b)

for all ϕ ∈ Ĝ, where we also used the fact that ν(X1
j ×X2

k) = cj,k.
We now combine (109a), (109b), and (106) with Parseval’s theorem to deduce the following
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Sublemma. We have

(110)
∥∥µ(`)

ρ ∗ fρ − ν ∗ fρ
∥∥

2
≤ 3ρC‖f‖2.

Proof of the Sublemma. The argument is similar to arguments in [20, §6], and as was mentioned
before, is based on Parseval’s theorem:∥∥µ(`)

ρ ∗ fρ − ν ∗ fρ
∥∥2

2
=
∑
ϕ∈Ĝ

dimϕ
∥∥(µ̂

(`)
ρ (ϕ)− ν̂(ϕ))f̂ρ(ϕ)

∥∥2

HS

where G = G1 ×G2.
Let us write d0 = d01 + d02, see (97). Let D = d4C2

1ρ
−2C−d0e, this choice will be justified later in

the proof. We separate the above sum into
∑

dimϕ≤D and
∑

dimϕ≥D. Using the notation in [20, §6],

the first sum will be denoted by L(µ
(`)
ρ ∗ fρ− ν ∗ fρ;D) and second sum by H(µ

(`)
ρ ∗ fρ− ν ∗ fρ;D).

First note that in view of [20, Lemma 6.1], we have

H
(
(µ(`)

ρ − ν) ∗ fρ;D
)

= H
(
(µ(`)

ρ − ν) ∗ f ∗ Pρ;D
)
≤ 1

D
H
(
(µ(`)

ρ − ν) ∗ f ;D
)
H(Pρ;D)

≤ 1

D
‖µ(`)

ρ − ν) ∗ f‖2
2‖Pρ‖2

2 ≤
4

D|1ρ|
‖f‖2

2

≤ 4C1

Dρd0
‖f‖2

2(111)

where we used Young’s in equality in the second line and (97) with η = ρ in the last line.
We now investigate

L(µ(`)
ρ ∗ fρ − ν ∗ fρ;D) =

∑
ϕ∈Ĝ,dimϕ≤D

dimϕ
∥∥(µ̂

(`)
ρ (ϕ)− ν̂(ϕ))f̂ρ(ϕ)

∥∥2

HS
.

First note that ‖(µ̂(`)
ρ (ϕ)−ν̂(ϕ))f̂ρ(ϕ)

∥∥2

HS
≤ ‖µ̂(`)

ρ (ϕ)−ν̂(ϕ)
∥∥2

op
‖f̂ρ(ϕ)

∥∥2

HS
. Moreover, by the triangle

inequality, we have∥∥µ̂(`)
ρ (ϕ)− ν̂(ϕ)

∥∥
op
≤
∥∥µ̂(`)

ρ (ϕ)−
∑
j,k

µ`ρ(X
1
j ×X2

k)ϕ(gj,k)
∥∥

op
+
∥∥ν̂(ϕ)−

∑
j,k

cj,kϕ(gj,k)
∥∥

op

+
∥∥∑
j,k

(
µ`ρ(X

1
j ×X2

k)− cj,k
)
ϕ(gj,k)

∥∥
op
.

Hence, using (109a), (109b), and (106), we have∥∥µ̂(`)
ρ (ϕ)− ν̂(ϕ)

∥∥
op
≤ 4C0(dimϕ)Lδ +N1N2(1/N1N2)Ĉ−1 ≤ 4C0(dimϕ)Lδ + (C2

1δ
d0)Ĉ−2

where d0 = d01 + d02 and we used (104) for the last inequality. From this we conclude that

L(µ(`)
ρ ∗ fρ − ν ∗ fρ;D) ≤

(
4C0D

Lδ + (C2
1δ

d0)Ĉ−2
)2 ∑

ϕ∈Ĝ,dimϕ≤D

dimϕ‖f̂ρ(ϕ)
∥∥2

HS

≤
(

4C0D
Lδ + (C2

1δ
d0)Ĉ−2

)2

‖f‖2
2.

(112)

Recall that D = d4C1ρ
−2C−d0e, then 4C1

Dρd0
≤ ρ2C . Since Ĉ ≥ L(C+d0)+C+1, and ρ ≤ 1

4C0(5C1)L
,

we get

4C0D
Lδ ≤ 4C0(4C1ρ

−C−d0 + 1)LρĈ ≤ ρC ;
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moreover, since d0(Ĉ − 1) ≥ 1 we have (C2
1δ

d0)Ĉ−2 ≤ ρC . Thus, (111) and (112) imply that∥∥µ(`)
ρ ∗ fρ − ν ∗ fρ

∥∥
2
≤ 3ρC

as we claimed. �

We are now in the position to complete the proof of Theorem 27. First note that in view of (107)
and (110) we have ∥∥µ(`) ∗ f − ν ∗ f

∥∥
2
≤ 6ρC‖f‖2

As was mentioned before, ν need not be symmetric. Define νρ = ν̌+ν
2

to be the symmetrization

of ν where ȟ(g) = h(g−1) for any h ∈ L2(G,m1 ×m2).
Recall that ‖ȟ‖2 = ‖h‖2 for all h ∈ L2(G,m1 ×m2). Since µ is symmetric, we have∥∥µ(`) ∗ f − ν̌ ∗ f

∥∥
2

=
∥∥(µ(`) ∗ f̌ − ν ∗ f̌ )̌

∥∥
2

=
∥∥µ(`) ∗ f̌ − ν ∗ f̌

∥∥
2
≤ 6ρC‖f̌‖2 = 6ρC‖f‖2.

Altogether, and using the facts that ρ ≤ 0.01, we get that∥∥µ(`) ∗ f − νρ ∗ f
∥∥

2
≤ 6ρC‖f‖2 ≤ ρC−0.5‖f‖2.

The proof is complete. �

6. Contraction of couplings at small scales

The main goals of this section are to prove Proposition 29 and Proposition 30, which are crucial
ingredients for the proof of Theorem 1.

In this section we will be working with groups G1 and G2 which are L-locally random with
coefficients C01 and C02, respectively, and satisfy DC(d0i, C1i). Throughout this section, D • denotes
a constant of the form

(113)
(

2C01C02C11C12

)O
d01,d02,L

(1)

;

this means the exponent in the definition of D • does not depend on other parameters introduced
in the various statements throughout this section.

Proposition 29. Suppose F1 and F2 are two local fields of characteristic zero, Gi is an almost Fi-
simple group, and Lie(G1)(F1) and Lie(G2)(F2) are not isomorphic. For i = 1, 2, let Gi ⊆ Gi(Fi)

be a compact open subgroup. For every δ̄ > 0, there exists η0 ≥ D1
−1/δ̄ where D1 is a constant as

in (113), and a positive integer m := m(δ̄) such that for every 0 < η ≤ η0 and every coupling µ of
the probability Haar measures mG1 and mG2, we have

H2(µ(2m); η) ≥
(
d01 + d02 − δ̄

)
log(1/η).

The proof of this proposition will occupy the rest of this section. We will then use this proposition
to prove Proposition 30 below. Before stating Proposition 30, we recall Definition 3: A function
f ∈ L2(G) is said to live at scale η (with parameter 0 < a < 1) if

• (Averaging to zero) ‖fη1/a‖2 ≤ η1/(2a)‖f‖2.

• (Almost invariant) ‖fηa2 − f‖2 ≤ ηa/2‖f‖2.

Proposition 30. In the setting of Proposition 29, there exist a positive integer m0 and a positive
number c, depending only on L, d01, and d02 such that for every 0 < η ≤ D2

−1 where D2 is a
constant as in (113), every coupling µ of the probability Haar measures mG1 and mG2, and every
function f ∈ L2(G1 ×G2) which lives at scale η with a parameter a ≥ 4L(d01 + d02), we have

‖µ(2m0 ) ∗ f‖2 ≤ ηc‖f‖2.

Proposition 30, whose proof is based on Proposition 29, is a crucial ingredient in the proof of
Theorem 1.
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6.1. Contraction, Rényi entropy, and approximate subgroups. In this section, using the
mixing inequality as in [20, Theorem 2.6] and the multi-scale version of a result of Bourgain and
Gamburd (see [20, Theorem 2.12]), we justify why in the proofs of the aforementioned propositions
one needs to study certain type of approximate subgroups of G1 ×G2.

We start by finding a lower bound for the Rényi entropy of every coupling of the Haar measures
mG1 and mG2 .

Lemma 31. Let G1 and G2 be two compact groups and µ be a coupling of the Haar measures mG1

and mG2. Then for every 0 < η < 1, we have

H2(µ; η) ≥ max(log(1/|1(1)
η |), log(1/|1(2)

η |)).

Proof. By [20, Lemma 8.2], we have µη(x) = µ(xη)/|1η| for every x ∈ G1 ×G2. Therefore

µη(x, x
′) =

µ(xη × x′η)
|1(1)
η ||1(2)

η |
≤
µ(G1 × x′η)
|1(1)
η ||1(2)

η |
=

|x′η|
|1(1)
η ||1(2)

η |
=

1

|1(1)
η |

.

By symmetry, we have

(114) ‖µη‖∞ ≤ min
( 1

|1(1)
η |

,
1

|1(2)
η |

)
.

Since µη is a probability measure, we deduce from (114) that

H2(µ; η) = log(1/|1η|)− log ‖µη‖2
2

≥ log(1/|1(1)
η |) + log(1/|1(2)

η |)− log ‖µη‖∞
≥max(log(1/|1(1)

η |), log(1/|1(2)
η |)),

as we claimed. �

Lemma 32. Suppose G is an L-locally random group with coefficient C0 which satisfies the di-
mension condition DC(d0, C1). Let 0 < η < (10C0 + C1)−8La, where a is a positive number. Let
0 < ρ ≤ η and suppose that ν is a probability measure on G such that

(115) H2(ν; ρ) ≥
(
d0 −

1

8La logη ρ

)
log(1/ρ).

Then for every function f ∈ L2(G) that lives at scale η, we have

‖νρ ∗ f‖2 ≤ η1/(8La)‖f‖2.

Proof. Notice that C0η
1/(4a) ≤ 0.1, hence by [20, Theorem 2.6], we have

‖νρ ∗ f‖2
2 ≤2‖(νρ)η1/a ∗ fη1/a‖2

2 + η1/(2La)‖νρ‖2
2 ‖f‖2

2

≤2η1/(2a)‖f‖2 + η1/(2La)‖νρ‖2
2 ‖f‖2

2 (f lives at scale η).(116)

On the hand, by (115), we obtain

log ‖νρ‖2
2 ≤ log(1/|1ρ|)− d0 log(1/ρ) +

1

8La logη ρ
log(1/ρ)

≤ logC1 +
1

8La
log(1/η) (because of DC)

≤ 1

4La
log(1/η) (as η < (10C0 + C1)−8La)(117)

By (116) and (117), we deduce

‖νρ ∗ f‖2
2 ≤ (2η1/(2a) + η1/(4La))‖f‖2

2 ≤ η1/(8La)‖f‖2
2,



34 ALIREZA S GOLSEFIDY, KEIVAN MALLAHI-KARAI, AND AMIR MOHAMMADI

and the claim follows. �

Our general strategy for the proofs of the main propositions is as follows: starting with the
initial entropy provided by Lemma 31, if we can show that each time after doubling the number
of steps in the random walk we can gain γ0 log(1/η) additional Rényi entropy at scale η, then in
O(1)-steps we reach to the desired lower bound for the Rényi entropy that is given in Lemma 32.

The following lemma, which follows from [20, Theorem 2.12], is an important tool in carrying
out the above strategy. Roughly speaking, it states that the failure to gain Rényi entropy can
happen only because of algebraic obstructions.

Lemma 33. Suppose G satisfies DC(d0, C1) and X,X ′ are independent and identically distributed
random variables with values in G. Then for every positive number γ0, either

(118) H2(XX ′; η) ≥ H2(X; η) + γ0 log(1/η)

or there are H ⊆ G and x, y ∈ G such that

(1) (Approximate structure) H is R(1/η)Rγ0-approximate subgroup.
(2) (Metric entropy) |h(H; η)−H2(X; η)| ≤ Rγ0 log(1/η).
(3) (Almost equidistribution) Let Z be a random variable with the uniform distribution over

13η independent of X. Then

P(XZ ∈ (xH)η) ≥ ηRγ0 and P(XZ ∈ (Hy)η) ≥ ηRγ0 .

Moreover,

|{h ∈ Hη| P(X ∈ (xh)3η) ≥ (C12d0)−Rη10γ02−H2(X;µ)}| ≥ ηRγ0|Hη|

where R is a universal fixed number.

Proof. This is an immediate corollary of [20, Theorem 2.12]. �

6.2. Approximate subgroups and approximate homomorphisms. In view of Lemma 33,
we focus on the understanding of almost subgroups H of G1 × G2 which satisfy properties given
in Lemma 33. Indeed, we will interpret this approximate structure, as a local approximate group
homomorphism with large image from a large ball in G1 to G2. Then we apply Theorem 3 to
complete the proof.

Let us begin with an application of a product result proved in [20, Theorem 2.8].

Lemma 34. Suppose G1 and G2 are L-locally random with coefficients C01 and C02, respec-
tively. Suppose Gi satisfies DC(d0i, C1i) for i = 1, 2. Then for every 0 < ε < 1, there is
γ := γ(ε, L, d01, d02) �L,d01d02 ε such that for every η that satisfies ηε ≤ D3

−1, where D3 is a
constant as in (113), the following holds. Suppose X := (X1, X2) is a random variable with values
in G := G1×G2 such that Xi is uniformly distributed in Gi. Let Z be a random variable indepen-
dent of X and with uniform distribution over 13η ⊆ G1 ×G2 with respect to the maximum metric.
Suppose H ⊆ G, x ∈ G, and P(XZ ∈ (xH)η) ≥ ηRγ where R is a universal fixed number. Then

pri(HηHηH
−1
η H−1

η ) ⊇ 1
(i)
ηε

for i = 1, 2 where pri : G→ Gi is the projection to the i-th component.

Proof. Let γ be a constant which will be determined in the proof. Notice that XiZi is uniformly
distributed in Gi where Zi := pri(Z). Therefore,

(119) | pri(H)η| = | pri((xH)η)| = P(XiZi ∈ pri((xH)η)) ≥ P(XZ ∈ (xH)η) ≥ ηRγ.
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From (119), we deduce that

h(pri(H); η) ≥ log(1/|1(i)
η |)−Rγ log(1/η)− 2 logC1i

≥d0i

(
1− Rγ

d0i

)
log(1/η)− 3 logC1i

≥
(

1− Rγ

d0i

)
h(Gi; η)− 4 logC1i

≥
(

1− 2Rγ

d0i

)
h(Gi; η),(120)

where the last inequality holds as long as

(121) ηRγ ≤ (C11C12)−5

By [20, Theorem 2.8], there is δ := δ(ε, L, d0i)�L,d0i
ε such that the following holds: if h(A; η) ≥

(1− δ)h(Gi; η) and

(122) ηε ≤ (2C01C02C11C12)−R

(where R depends polynomially on L and d0i, i = 1, 2) , then AηAηA
−1
η A−1

η ⊇ 1
(i)
ηε . We claim

γ =
1

2R
min(δ(ε, L, d01), δ(ε, L, d02))

satisfies the claim in the lemma so long as η is small enough.
Indeed, the above definition implies

(123) γ �L,d0i
ε.

Moreover, in view of (123), there existsR′ depending on L, d0i such that if ηε ≤ (2C01C02C11C12)−R
′
,

then (121) and (122) both hold. Hence, as it was discussed above, the lemma follows by (120) and
[20, Theorem 2.8]. �

For a symmetric subset H of G1 ×G2 containing (1(1), 1(2)) and η > 0, set

(124) α1(H; η) := inf{α ∈ [0, 1]| ∃g1 ∈ G1, d(g1, 1
(1)) ≥ ηα, (g1, 1

(2)) ∈
∏

3Hη},
and similarly

α2(H; η) := inf{α ∈ [0, 1]| ∃g2 ∈ G2, d(g2, 1
(2)) ≥ ηα, (1(1), g2) ∈

∏
3Hη};

recall that d always denotes our fixed bi-invariant metric on the underlying compact group.

Lemma 35. Suppose G1 and G2 are two compact groups, η is a positive number, and H ⊆ G1×G2

is symmetric containing the identity. Then there is f : pr1(Hη) → G2 which is a pr1(Hη)-partial,
ηα2(H;η)-approximate homomorphism; that means

(1) f(1(1)) = 1(2),
(2) if g1, g

′
1 ∈ pr1(Hη) and g1g

′
1 ∈ pr1(Hη), we have d(f(g1)f(g′1), f(g1g

′
1)) ≤ ηα2(H;η), and

(3) for every g1 ∈ pr1(Hη), d(f(g−1
1 ), f(g1)−1) ≤ ηα2(H;η).

Furthermore pr2(Hη) ⊆ (Im f)ηα2(H;η).

Proof. For every g1 ∈ pr1(Hη), choose f(g1) ∈ G2 such that (g1, f(g1)) ∈ Hη. As (1(1), 1(2)) ∈ H,
we can and will set f(1(1)) = 1(2). For every g1, g

′
1 ∈ pr1(Hη) with g1g

′
1 ∈ pr1(Hη),

(1(1), f(g1)f(g′1)f(g1g
′
1)−1) ∈

∏
3Hη and (1(1), f(g1)f(g−1

1 )) ∈
∏

2Hη ⊆
∏

3Hη.

Hence d(f(g1)f(g′1), f(g1g
′
1)) ≤ ηα2(H;η) and d(f(g−1

1 ), f(g1)−1) ≤ ηα2(H;η).
For every g2 ∈ pr2(H)η, there is g1 ∈ pr1(Hη) such that (g1, g2) ∈ Hη. Hence (1(1), g2f(g1)−1) is

in
∏

2Hη. Therefore d(g2, f(g1)) ≤ ηα2(H;η). This completes the proof. �
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By Lemma 35, we get a good approximate homomorphism if αi(H; η) is large for some subset
H of G1 ×G2. To get such a bound, inspired by Proposition 33, we consider an ηRγ-approximate
subgroup of G1×G2 with an upper bound for its metric entropy, and study αi(

∏
kH; η) for a fixed

positive integer k that will be determined later and depends on the dimensions of Gi’s.
Let us recall the dimension condition of Gi’s. For every positive number η we have

(125) C−1
1i η

d0i ≤ |1(i)
η | ≤ C1iη

d0i

where C1i and d0i are positive numbers.
We also recall the following two facts from [20, §7]. By [20, Lemma 7.1], for every non-empty

subset A of G = G1 ×G2, we have

(126)
∣∣∣h(A; η)− log

( |Aη|
|1η|

)∣∣∣ ≤ log(D4),

moreover, the same is true for the subsets of Gi’s. By [20, Corollary 7.2], for every non-empty
subset A of G = G1 ×G2 and positive numbers η and a, we have

(127) |h(A; η)− h(A; aη)| ≤ log(D5).

where D4 and D5 are constants as in (113).
The following is an upgraded version of Lemma 35, and will be used the sequel.

Lemma 36. Let G1 and G2 be two compact groups, R, γ, η > 0, and let H ⊆ G1 × G2 be an
η−Rγ-approximate subgroup. Assume further that for i = 1, 2 we have

(128) 1
(i)

ηC2γ
⊆ pri(

∏
4Hη).

Then there exists an ηC2γ-partial ηα2-approximate homomorphism f : 1
(1)

ηC2γ
→ G2 satisfying that

1
(2)

ηC
′
2γ
⊆ (Im f)10ηα2

where α2 := α2(
∏

8H; η) is as in (124) and C2, C
′
2 depend only on L, d01, and d02.

Proof. Apply Lemma 35 with
∏

8Hη (instead of H), and let f be thus obtained. We may assume,
without loss of generality, that (g, f(g)) ∈ H ′ :=

∏
4Hη for all g ∈ pr1(H ′). Then since α2(H ′ ·

H ′; η) ≤ α2(H ′; η), Lemma 35, applied with H ′, implies that

(129) pr2(H ′) ⊆
(
f
(
pr1(H ′η)

))
ηα2
.

In view of (128), we may restrict f to 1
(1)

ηC2γ
and obtain a ηC2γ-partial ηα2-approximate homo-

morphism f : 1
(1)

ηC2γ
→ G2. We now show that f also satisfies the last claim in the lemma.

To see this claim, let C ≥ 1 be a constant which will be explicated later. Let us put

E1 =
(
f
(
1

(1)

0.1ηC2γ

))
ηα2

and E2 = pr2(H ′).

Assume first that

(130) h(E1; ηα2) ≥ (1− Cγ/α2)h(G2; ηα2).

We want to apply [20, Theorem 2.8] with ηα2 and under the assumption (130). By [20, Theorem
2.8], there exists C ′ = OL,d02(C) so that ε = C ′γ/α2 and δ = Cγ/α2 satisfy the conditions in that
theorem. Thus (130) and [20, Theorem 2.8] imply that

(E1)ηα2 (E1)ηα2 (E1)−1
ηα2 (E1)−1

ηα2 ⊇ 1
(2)

ηC′γ
.

This and the fact that
∏

4 1
(1)

0.1ηC2γ
⊆ 1

(1)

ηC2γ
imply that

(131) 1
(2)

ηC′γ
⊂
(
f(1

(1)

ηC2γ
))10ηα2 .
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Hence, we assume that (130) fails. Since 1
(2)

ηC2γ
⊆ E2, see (128), we have

(132) h(E2; ηα2) ≥ (1− C2γ/α2)h(G2; ηα2).

We now cover pr1(H ′η) with ≤ (20)d1C2
11η
−C2γd1 many sets of the form g1

(1)

0.1ηC2γ
where g ∈ pr1(H ′η).

Since g1
(1)

0.1ηC2γ
⊆ pr1(H ′η ·H ′η), we have that f(gx) is defined for all x ∈ 1

(1)

0.1ηC2γ
. Recall from (129)

that E2 ⊆
(
f(pr1(H ′η))

)
ηα2

. Therefore,

(133) h(E2; 2ηα2) ≤ max
g∈pr1(H′η)

{
h
(
f(g1

(1)

0.1ηC2γ
); 2ηα2

)}
+ C2γd1 log(1/η) + log

(
(20)d1C2

11

)
.

Note on the other hands that

d(f(gx), f(g)f(x)) ≤ ηα2 , for every x ∈ 1
(1)

0.1ηC2γ
.

Thus the failure of (130) implies that

h
(
f(g1

(1)

0.1ηC2γ
); 2ηα2

)
≤ (1− Cγ/α2)h(G2; ηα2), for all g ∈ pr1(H ′η).

This and (133) imply

(134) h(E2; ηα2) ≤ (α2 − Cγ)d2 log(1/η) + C2γd1 log(1/η) + log(D6);

where we used

h(E2; ηα2) = h(E2; 2ηα2) + log(D7) and h(G2; ηα2) = α2d2 log(1/η) + log(D8),

for constants D6, D7, and D8 as in (113). Thus, (134) contradicts (132) so long as η is small
enough to account for the additive constants and C ≥ 3C2 max{d1/d2, 1}. This and (131) finish
the proof. �

The following two lemmas concern k fold product of approximate subgroups.

Lemma 37. Suppose G1 and G2 are two compact groups, R, γ, η > 0, and H ⊆ G1 × G2 is an
η−Rγ-approximate subgroup. For a positive integer k, let

H
(1)
k := pr1

(
(G1 × {1(2)}) ∩

∏
kH
)
.

Then
h(H

(1)
k ; η) + h(pr2(

∏
kH); η) ≤ h(H; η) + 2kRγ log(1/η) + log(D9),

where D9 multiplicatively depends on D4 and D5.

Proof. Notice that |(
∏

2kH)2η| ≥ |(H(1)
k )η|| pr2(

∏
kH)η|. Hence

log
( |(∏2kH)2η|

|1η|

)
≥ log

( |(H(1)
k )η|
|1(1)
η |

)
+ log

( | pr2(
∏

kH)η|
|1(2)
η |

)
.

Therefore, by (126) and (127), we obtain

(135) h(
∏

2kH; η) + log(D10) ≥ h(H
(1)
k ; η) + h(pr2(

∏
kH); η),

where D10 multiplicatively depends on D4 and D5.
Since H is an η−Rγ-approximate subgroup, there is a symmetric set A of cardinality at most η−Rγ

such that HH ⊆ HA. Therefore,
∏

2kH is a subset of H
∏

2k A, which implies that |(
∏

2kH)η| ≤
η−2kRγ|Hη|. Hence, there exists D11, so that

(136) h(
∏

2kH; η) ≤ h(H; η) + 2kRγ log(1/η) + log(D11)

By (135) and (136), the claim follows. �



38 ALIREZA S GOLSEFIDY, KEIVAN MALLAHI-KARAI, AND AMIR MOHAMMADI

Lemma 38. Suppose G1 and G2 are L-locally random with coefficients C01 and C02, respectively.
Suppose Gi satisfies the DC(d0i, C1i). Suppose k ≥ 4 is an integer and δ̄ > 0. Let η and γ �d0i,L,k δ̄
be positive numbers, and ηγ ≤ D12

−1 where D12 is a constant as in (113). Suppose X and X ′ are
independent and identically distributed random variables with values in G satisfying the following
properties:

• H2(XX ′; η) < H2(X; η) + γ log(1/η), and
• H2(X; η) < (d01 + d02 − δ̄) log(1/η).

Then there is an η−Rγ-approximate subgroup H of G1×G2, where R is the universal constant given
in Lemma 33, satisfying both of the following properties

1
(i)

ηC2γ
⊆ pri(

∏
kHη), and h(H

(1)
k ; η) ≤

(
1− δ̄

2d01

)
h(G1; η)

where C2 depends only on L, d01, and d02 and H
(1)
k is defined as in Lemma 37.

Proof. We let 0 < η < (10C01 +10C02 +C11 +C12)−1/δ̄ be a small constant which will be determined
later. By Lemma 33 and Lemma 34, there is an η−Rγ-approximate subgroup H such that

1
(i)

ηC2γ
⊆ pri(

∏
4Hη) ⊆ pri(

∏
kHη),

where C2 depends only on d0i’s and L, and in the second containment we used k ≥ 4.
To see the second claim, we have

h(pr2(
∏

kH); η) ≥h(pr2(
∏

4H); 4η)− log(D5) ≥ log
(
| pr2(

∏
4 Hη)|

|1(2)
η |

)
− log(D5D4)

≥C2d02γ log(η) + d02 log(1/η)− log(D13),(137)

where D13 is a constant as in (113). By Lemma 37 and (137), we obtain that the following holds

h(H
(1)
k ; η)− C2d02γ log(1/η) + d02 log(1/η) ≤h(H; η) + 2kRγ log(1/η) + log(D9D13)

≤H2(X; η) + (2k + 1)Rγ log(1/η) + log(D9D13)

≤
(
d01 + d02 − δ̄

)
log(1/η) + (2k + 1)Rγ log(1/η)

+ log(D9D13),(138)

where the second inequality follows from Lemma 33. By (138), we obtain

(139) h(H
(1)
k ; η) ≤

(
d01 − δ̄

)
log(1/η) + ((2k + 1)R + C2d02)γ log(1/η) + log(D9D13).

Therefore, we can choose D12 so that for ηγ ≤ D12
−1 and γ �k,d0i,L δ̄, we have

h(H
(1)
k ; η) ≤

(
1− δ̄

2d01

)
h(G1; η);

as we claimed. �

6.3. Proof of Propositions 29 and 30 modulo a bounded generation result. In this section
we use the following bounded generation result, which is of independent interest, to complete the
proofs of Propositions 29 and 30.

Proposition 39. Suppose F is either R or Qp, G ⊆ (GLn0)F is a connected F -almost simple
subgroup, and G is a compact open subgroup of G(F ). When F = R, we assume that G ⊆ On0(R),
and when F = Qp, we assume that G ⊆ GLn0(Zp). In either case, we take the metric on G that is
induced by the operator norm on Mn0(F ). Let p0 = 2 when F = R and p0 = p when F = Qp. Then
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for every 0 < ρ ≤ p−2
0 , there are g1, . . . , gd2 ∈ 1ρ where d := dimG and positive numbers C := C(G)

and c := c(G) such that the following holds. For h ∈ 11/4 and every 0 < r ≤ c‖h− I‖ρC, we have

{(g1[h, a1]g−1
1 ) · · · (gd2 [h, ad2 ]g−1

d2 )| ai ∈ 1r} ⊇ 1crρC‖h−I‖,

where [h, ai] = haih
−1a−1

i . Moreover, if G = G̃ ⊗Q Qp where G̃ is an absolutely almost simple

Q-group, then the constants C and c depend only on G̃.

We postpone the proof of Proposition 39 to §6.4. This proposition is used in the proof of the
following corollary, which in turn will play a crucial role in the proofs of Propositions 29 and 30.

Corollary 40. Let G1, G2, X, and X ′ be as in Lemma 38. Let k = 50d2
01 and δ̄ > 0. Suppose η

and γ are positive numbers such that γ �C(Gi),d0i,L δ̄, where C(Gi)’s are given in Proposition 39,
and ηγ ≤ D14

−1 where D14 is a constant as in (113). Let H be the approximate subgroup given in
Lemma 38, applied with k = 50d2

01 and these δ̄, η, and γ. Let αi := αi(
∏

8H; η) be as in (124).
Then

(140) αi ≥
δ̄

10d0i

,

and there is ηOd0i,L(δ̄)-approximate homomorphism

f : 1
(1)

ηC2γ
→ G2

such that 1
(2)

ηC
′
2γ
⊆ (Im f)

η
Od0i,L

(δ̄), where C2 and C ′2 depend only on L, d01 and d02.

Proof. We first prove (140); in view of the symmetry, we show this for i = 1. Recall that By the
definition of α1, see (124), there exists h ∈ G1 such that ‖h− I‖ ≥ η2α1 and (h, 1) ∈

∏
24H. Since

1
(1)

ηC2γ
⊆ pr1(

∏
4Hη), by Proposition 39 (applied with ρ := ηC2γ), we deduce that

1
(1)

cη2CC2γ+4α1
⊆ (H

(1)

50d2
01

)50d2
01η
,

where C := C(G1) is as in Proposition 39 and c is a multiple of c(G1) given in the same statement.
Hence, we obtain

h(H
(1)

50d2
01

; η) ≥ log

( |1(1)

cη2CC2γ+4α1
|

|1(1)
η |

)
− log(D4)

≥d01

(
1− (2CC2γ + 4α1)

)
log(1/η)− log(D5D4)

≥
(

1− (3CC2γ + 4α1)
)
h(G1; η);(141)

notice that we can drop log(D5D4) as ηγ ≤ D14
−1 can be chosen small enough. By Lemma 38,

applied with k = 50d2
01, and (141), we obtain the following inequality:

3CC2γ + 4α1 ≥
δ̄

2d01

.

Therefore, for γ �C,d01,L,a δ̄, we obtain that

α1 ≥
δ̄

10d01

.

Recalling 1
(1)

ηC2γ
⊆ pri(

∏
4Hη) and (140) for α2, the remaining assertions follow from Lemma 36. �
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Proof of Proposition 29. Let G = G1 × G2, then G is L-locally random with coefficient C0 :=
C01 +C02, see [20, Lemma 5.2]. It also satisfies DC(d0, C1) where d0 := d01 +d02 and C1 := C11C12.
Suppose

0 < η < (10C0 + C1)−1/δ̄.

Let X be a random variable whose probability law is µ. Let Xi be a 2i-random walk with respect
to µ.

Claim. For sufficiently small γ (which will be determined later and will depend linearly on δ̄) and
for every non-negative integer i at least one of the following holds:

H2(Xi+1; η) ≥ H2(Xi; η) + γ log(1/η),(142a)

H2(Xi; η) ≥ (d0 − δ̄) log(1/η).(142b)

Proof of the Claim. Let us assume that (142a) and (142b) fail for some i. Then by Corollary 40,
there exists ĉ depending only on C(Gi) (see Proposition 39), d0i, and L so that if 0 < γ < ĉδ̄ and
ηγ ≤ D14

−1, where D14 is a constant as in (113), then there is an ηβ-approximate homomorphism

f : 1
(1)

ηC2γ
→ G2

such that 1
(2)

ηC
′
2γ
⊆ (Im f)ηβ , where C2 and C ′2 depend only on L, d01 and d02, and β = Od0i,L(δ̄).

Let m be as in Theorem 3 applied with G1 and G2. For small enough γ, we have β/(C2γ) > m.
Since G1 and G2 are not locally isomorphic, existence of f contradicts Theorem 3 applied with G1,
G2 and ρ = ηC2γ so long as ηγ is small enough. The claim follows. �

Returning to the proof of the proposition, first note that (142a) can hold at most imax := dd0/γe-
many times. Therefore, there exists some i0 ≤ imax so that (142b) holds. The proof is complete. �

Proof of Proposition 30. Fix some integer a ≥ 4Ld0, and let δ̄ = 1

8La logη η
a2 = 1

8La3 . Let 0 < η <

D1
−1/δ̄, where D1 is as in Proposition 29.

Recall that f ∈ L2(G1 ×G2) lives at scale η if both of the following properties are satisfied

‖fηa2 − f‖2 ≤ ηa/2‖f‖2 and ‖fη1/a‖2 ≤ η1/(2a)‖f‖2.

Apply Proposition 29 with ηa
2

and δ̄. In view of Proposition 29, conditions of Lemma 32 are
satisfied for G, ν = µ(2m) and ρ = ηa

2
. Hence we have

‖µ(2m)
ρ ∗ f‖2 ≤ η1/(8La)‖f‖2.

Now since ‖fρ − f‖2 ≤ ηa/2‖f‖2, we conclude that

‖µ(2m) ∗ f‖2 ≤ ‖µ(2m) ∗ fρ‖2 + ηa/2‖f‖2 = ‖µ(2m)
ρ ∗ f‖2 + ηa/2‖f‖2 ≤ η1/(16La)‖f‖2

This implies the proposition with c = 1/(16La) and m0 = m. �

6.4. Proof of Proposition 39. In this section we prove Proposition 39. The proof is carried out
in several steps, and among other things it relies on certain quantitative inverse function theorems
that are proved in the appendix. We start with a lemma which is analogous to [25, Lemma 40] for
real numbers.

Lemma 41. In the setting of Proposition 39, suppose {Ad(g1), . . . ,Ad(gm)} is a basis of the R-
subalgebra R[Ad(G)] of End(g), where g := g(R) is the Lie algebra of G. Then there is a positive
number r0 depending on gi’s such that for every unit element x of g,

M(x) :=
{ m∑

i=1

ci Ad(gi)(x)| ci ∈ [−1, 1]
}
⊇ 0r0 ,
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where 0r0 is the ball of radius r0 centered at 0 in g.

Proof. Since G is R-simple, g is a simple G-module. Hence for every unit element x of g, M(x) con-
tains a neighborhood of 0. Let r(x) be the largest positive number such that 0r(x) ⊆M(x). Suppose
to the contrary that there is a sequence {xi}∞i=1 of unit elements of g such that limi→∞ r(xi) = 0.
By the compactness of the sphere of radius 1 in g, after passing to a subsequence we can assume
that {xi}∞i=1 converges to x, a unit element of g. For every y ∈ 0r(x), there are ci ∈ [−1, 1] such that∑m

i=1 Ad(gi)(x) = y. For every ε > 0, if n�ε 1, then ‖Ad(gi)(xn)− Ad(gi)(x)‖ ≤ ε. Therefore,

‖y −
m∑
i=1

Ad(gi)(xn)‖ ≤
m∑
i=1

|ci|‖Ad(gi)(x)− Ad(gi)(xn)‖ ≤ mε.

Notice that M(xn) is a convex set which intersects every mε-neighborhood of points of 0r(x).
Therefore for n �m,r(x) 1, we have r(xn) ≥ r(x)/2. This contradicts limi→∞ r(xi) = 0, and the
claim follows. �

To formulate the next lemma, we start by recalling that for g ∈ On0(R) or g ∈ GLn0(Zp), if
‖g − I‖ < 1 (if p = 2, we assume ‖g − I‖ < 1/2)), then for every |t| ≤ 1 we can define

gt := exp(t log(g)).

Clearly t 7→ gt is an analytic function, and one can see that

(143) |t| �g ‖gt − I‖ �g |t|.

Lemma 42. In the setting of Proposition 39, suppose {Ad(g1), . . . ,Ad(gm)} is a basis of the R-
subalgebra R[Ad(G)] of End(g), where g := g(R) is the Lie algebra of G. Suppose ‖gi− I‖ < 1 for
every i. Then there is a positive integer C := C(g1, . . . , gm) and a positive number c := c(g1, . . . , gm)
such that for every 0 < t ≤ c we have

M̃t :=
{ m∑

i=1

ci Ad(gti)| ci ∈ [−1, 1]
}
⊇ 0tC ,

where 0tC is the ball of radius tC centered at 0 in R[Ad(G)].

Proof. We view Ad(gti)’s as d2 × 1 column vectors, where d := dimG, and let A(t) be the d2 ×m
matrix that have Ad(gti) in its i-th column. Consider f(t) := det(A(t)TA(t)) where A(t)T is the
transpose of A(t). Then f is an analytic function, f(1) 6= 0, and f(0) = 0. Since f is an analytic

function and non-zero, f (C)(0) 6= 0 for some positive integer C. As f is an analytic function, for

0 < t ≤ c̄ we have f (C)(0)

2C!
tC ≤ f(t). Since ‖A(t)‖op =

√
d, ‖(A(t)TA(t))−1‖op �{gi} t−C . Therefore,

for every y in R[Ad(G)], we have∥∥∥(A(t)TA(t)
)−1

(A(t)T )y
∥∥∥� t−C‖y‖ and A(t)

(
(A(t)TA(t))−1(A(t)T )y)

)
= y.

This implies the claim with C = C/2 if we assume 0 < t ≤ c and c ≤ c̄ is sufficiently small to
account for the implied multiplicative constant above. �

Lemma 43. In the setting of Proposition 39, for every 0 < ρ ≤ p−2
0 (where p0 = 2 when F = R

and p0 = p when F = Qp) there are g1,ρ, . . . , gd2,ρ ∈ 1ρ where d := dimG and positive number
C := C(G) such that for every non-zero element x ∈ g(F ) we have{ d2∑

i=1

ci Ad(gi,ρ)(x)| ci ∈ F, |ci| ≤ 1
}
⊇ 0ρC‖x‖,
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where 0ρC‖x‖ is the ball of radius ρC‖x‖ centered at 0 in g. Moreover, if F = Qp and G = G̃⊗QQp

where G̃ is an absolutely almost simple Q-group, then the constant C depends only on G̃.

Proof. We start with the p-adic case. Let l := dlogp(1/ρ)e; then G[pl] := 1ρ is the kernel of the

residue map modulo pl. Choose {g1,ρ, . . . , gd2,ρ} ⊆ G[pl] such that the Zp-linear span of Ad(gi,ρ)’s

is the Zp-algebra Zp[Ad(G[pl])]. Then by [25, Proposition 44’], there is a positive number C which

depends on G (and depends only on G̃ if G = G̃⊗Q Qp) such that

(144)
d2∑
i=1

Zp Ad(gi,ρ) ⊇ pClZp[Ad(G[1])]

where G[1] is the ball of radius 1 in G(Qp). By (144), for every x ∈ g we have

(145)
d2∑
i=1

Zp Ad(gi,ρ)(x) ⊇ pClZp[Ad(G[1])]x.

On the other hand, g(Qp) is a simple Qp[Ad(G[1])]-module. Hence by [25, Lemma 40], there is a

positive number C
′

(depending only on G̃ if G = G̃⊗Q Qp) such that

(146) Zp[Ad(G[1])]x ⊇ pC
′
‖x‖−1(g ∩Mn0(Zp)).

By (145) and (146), we deduce that{ d2∑
i=1

ci Ad(gi,ρ)(x)| ci ∈ F, |ci| ≤ 1
}
⊇ 0

p−C C
′
l‖x‖,

and the p-adic case follows.
Suppose {g1, . . . , gm} is as in Lemma 42. Notice that{ m∑

i=1

ci Ad(gi)| ci ∈ [−1, 1]
}
⊆ 0m,

where 0 is the zero of R[Ad(G)]. Now by Lemma 42, we have{ m∑
i=1

ci Ad(gti)| ci ∈ [−1, 1]
}
⊇ 0tC ⊇

tC

m

{ m∑
i=1

ci Ad(gi)| ci ∈ [−1, 1]
}
,

for some positive numbers C. Combining this and Lemma 41, we have{ m∑
i=1

ci Ad(gti)(x)| ci ∈ [−1, 1]
}
⊇ 0r0tC‖x‖/m,

where r0 is the constant appearing in Lemma 41. The real case follows. �

Proof of Proposition 39. Note that

ad : Lie(G)→ Lie(G)

is an F -isomorphism. This implies that, for every x ∈ Lie(G)(F ),

‖x‖op � ‖ ad(x)‖op � ‖x‖op

where the implied constant depends only on G(F ).

Moreover, if G = G̃ ⊗Q Qp, then ad is induced from a Q-isomorphism of Lie(G̃). Therefore,

in this case the implied constants equal 1 if p is large enough depending only on G̃ — indeed,
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note that (ad)−1 is a Q-isomorphism, and so for p large enough (depending only on G̃) ad is an
isometry.

We also notice that log : 1p−2
0
→ g is a bi-Lipschitz map where p0 = 2 if F = R and p0 = p if

F = Qp. Indeed if F = Qp, then log is an isometry between 1p−2 and 0p−2 . Thus

‖Ad(h)− I‖op � ‖ log(Ad(h))‖op � ‖ ad(log h)‖op � ‖ log h‖op � ‖h− I‖op,

for all h ∈ 1p−2
0

. If G = G̃⊗Q Qp and p is large enough, � may be replaced with = in the above.

We conclude that

(147) ‖(Ad(h)− I)(x)‖ ≥ c′‖h− I‖

for a unit vector x ∈ g and positive number c′ = c′(G) which depends only on G̃ if G = G̃⊗Q Qp.
Recall that 0 < ρ ≤ p−2

0 . Let I := {a ∈ F | |a| < 1/4}, and let {g1,ρ, . . . , gd2,ρ} be given by
Lemma 43. Set

Φ : I × · · · × I → G, Φ(t1, . . . , td2) := g1,ρ[h, exp(t1x)]g−1
1,ρ · · · gd2,ρ[h, exp(td2x)]g−1

d2,ρ.

Then dΦ(0) : F d2 → g is given by

dΦ(0)(c1, . . . , cd2) =
d2∑
i=1

ci Ad(gi,ρ)(Ad(h)− I)x.

Hence by Lemma 43 and the choice of x, as in (147), we obtain that

(148) σ(dΦ(0)) ≥ c′

d
‖h− I‖ρC ,

where σ of a matrix A is given by sup{r ∈ [0,∞)| 0r ⊆ A01} and C is a positive integer which
depends on G. Writing the Taylor expansion of the exponential function, we obtain that in the
p-adic case all the coefficients are p-adic integers and in the real case, for every 1 ≤ j, j′ ≤ d2

and x ∈ I × · · · × I, ‖∂j,j′Φ(x)‖ ≤ dO(1). Therefore, by Theorem 56 and Theorem 57, for every
0 < r ≤ c′′‖h− I‖ρC (where c′′ = c′d−O(1)), we have

1 c′
4d
r‖h−I‖ρC ⊆ Φ(0r).

This implies the claim with c = min{ c′
4d
, c′′}. �

7. Proof of Theorem 1

In this section, we will complete the proof of Theorem 1. We begin by recalling [20, Theorem 9.3],
which will be used both in this section and §9 below.

Theorem 44. Suppose G is L-locally random with coefficients C0 which satisfies the dimension
condition DC(C1, d0), see (DC). Let µ be a symmetric Borel probability measure on G, and the
group generated by the support of µ is dense in G. Suppose that there exist C3 > 0, b > 0, and
0 < η0 < 1 such that for every η ≤ η0 and every function g ∈ L2(G) which lives at scale η there
exists l ≤ C3 log(1/η) such that

‖µ(l) ∗ g‖2 ≤ ηb‖g‖2.

Then there is a subrepresentation H0 of L2(G) with dimH0 ≤ 2C0η
−d0
0 such that

L(µ;L2(G)	H0) ≥ b

C3

.

In particular, L(µ;G) > 0.
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In addition to Theorem 44, the proof also relies on results in [20, §5], as well as Theorem 27 and
Proposition 30 in this paper.

Proof of Theorem 1. The proof will be completed in some steps. We will write Fi = Qνi . Recall
that Gi is a compact open subgroup of Gi(Qνi) where for i = 1, 2, Gi is Qνi-simple group. Recall
also our notation pν = ν if ν is non-Archimedean and p∞ = 2.

Let X = (X1, X2) be as in the statement, and let µ be the probability law of X. Since
min{L(X1),L(X2)} ≥ c0 > 0, we have

(149) max{λ(π1∗µ;G1), λ(π2∗µ;G2)} =: λ < 1

where πi denotes the projection onto the i-th factor.

Reduction to functions living at certain scale. There exist L, C0, C1 and d0i for i = 1, 2 so
that if we let ρ0 � 1, then all of the following properties are satisfied:

(G-1) Gi is L-locally random with coefficient C0 for i = 1, 2.
(G-2) For all η̂ = ρj0, j ∈ N, the group Gi satisfies

1

C1

η̂d0i ≤ |1(i)
η̂ | ≤ C1η̂

d0i , for i = 1, 2.

(G-3) For i = 1, 2, Gi is δ-discretizable for all δ = ρj0, and all j ∈ N in the p-adic case and
sufficiently large j ∈ N in the real case.

See [20, §5] for the first statement, the second assertion holds in view of the choice of ρ0, and the
third property is satisfied by Proposition 26. We note that L and d01, d02 depend only on dimGi,
C0 depends on G1 and G2, and C1 depends on max{pν1 , pν2}.

Let mi denote the probability Haar measure on Gi for i = 1, 2, and let m = m1×m2 denote the
probability Haar measure on G.

From (G-1) and (G-2), we conclude that G = G1×G2 is L-locally random with coefficient 2C0,
see [20, Lemma 5.2]. The group G also satisfies DC(d0, C1) where d0 = d01 + d02 and C1 = C11C12.

Fix some integer a ≥ 4Ld0. Let η = ρj0 for some j ≥ j0; the parameter j0 will be explicated
later. Recall that f ∈ L2(G,m) lives at scale η if both of the following properties are satisfied

(150) ‖fηa2 − f‖2 ≤ ηa/2‖f‖2, and ‖fη1/a‖2 ≤ η1/(2a)‖f‖2.

We claim

Claim 45. There exists ` ≤ C̄ log(1/η) where C̄ depends on d0i, L so that

(151) ‖µ(`) ∗ f‖2 ≤ ηc/2‖f‖2

where b depends only on L and d01, d02

Note that in view of Theorem 44, (151) finishes the proof. Thus it remains to prove the claim.

Proof of the Claim. The proof relies on Theorem 27 and Proposition 30 as we now explicate.

Reduction to couplings of Haar measures. Let η = ρj0 for some j ≥ j0. Properties (G-1),

(G-2), (G-3), together with (149) imply that Theorem 27 is applicable with G1, G2, µ, and ρ = ηa
2
.

In view of that theorem thus there exists a symmetric coupling σ = σρ of m1 and m2 so that the
following holds. Let f ∈ L2(G,m) satisfy that ‖fρ − f‖2 ≤ ρ1/(4a)‖f‖2; then

(152)
∥∥µ(`1) ∗ f − σ ∗ f

∥∥
2
≤ 6ρ1/(4a)‖f‖2,

so long as `1 �a,d0i,L logλ(ρ/C1), see (101).
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Conclusion of the proof. Let us write σ = σρ. Let j0 be large enough so that η ≤ η0 where η0 is
as in Proposition 30, in particular, η0 = max{pν1 , pν2}−OdimG(1). Then by Proposition 30, for every
f which lives at scale η we have

(153) ‖σ(2n0 ) ∗ f‖2 ≤ ηc‖f‖2

where c and n0 depend only on L and d01, d02. Without loss of generality, we assume c < 1/(4a).
Let 0 < n1 ≤ 2n0 be the smallest integer so that

‖σ(n1) ∗ f‖2 ≤ ρ1/4a‖f‖2

if such exists, otherwise let n1 = 2n0 . Now for all 0 ≤ i < n1, we have ρ−1/4a‖σ(i) ∗ f‖2 ≥ ‖f‖2;
hence, using (5), we have

‖σ(i) ∗ fρ − σ(i) ∗ f‖2 ≤ ‖fρ − f‖2 ≤ ρ1/2a‖f‖2 ≤ ρ1/4a‖σi ∗ f‖2,

where we also used σ(i) ∗ fρ = (σ(i) ∗ f)ρ and the first estimate in (150). Therefore by (152), we
deduce that

‖µ(`1) ∗ σ(i) ∗ f − σ(i+1) ∗ f‖2 ≤ 6ρ1/(4a)‖f‖2,

for every i < n1. Using the triangle inequality and (5), we get

‖µ(`1n1) ∗ f − σ(n1) ∗ f‖2 ≤
n1−1∑
i=0

‖µ(`1(n1−i)) ∗ σ(i) ∗ f − µ(`1(n1−i−1)) ∗ σ(i+1) ∗ f‖2

=

n1−1∑
i=0

‖µ(`1(n1−i−1)) ∗ (µ(`1) ∗ σ(i) ∗ f − σ(i+1) ∗ f)‖2

≤6n1ρ
1/(4a)‖f‖2.

By (153) and the choice of n1, we have that ‖σn1 ∗ f‖2 ≤ ηc‖f‖2. Hence,

‖µ(`1n1) ∗ f‖2 ≤ ηc/2‖f‖2.

This implies that (151) holds with b = c/2 and ` = `1n1 ≤ C̄ log(1/η) where C̄ depends on d0i, L,
and a. This completes the proof of the claim, and hence the proof of the theorem. �

8. Spectral independence and exceptional representations

The objective of this section is to prove Proposition 46, which will be used in the proof of
Theorem 2. To obtain Theorem 2, we apply Theorem 1 to the group Γν1,ν2 where νi ∈ VΓ; see
the notation in Theorem 2. Then using Claim 45 in the proof of Theorem 1 and Theorem 44, we
reduce the analysis to the study of exceptional representations of Γν1,ν2 whose dimension is �Γ

(max{pν1 , pν2})O(1). The proof of Proposition 46 relies on the results in [24, 25] and Proposition 39
in this paper.

We begin by recalling some of the notation from Theorem 2. Let G be an absolutely almost sim-
ple, connected, simply connected Q-algebraic group. As it was done before, we fix a Q-embedding
G ⊆ (SLN)Q, for some N . Let Ω ⊆ G(Q) be a finite symmetric subset such that Γ = 〈Ω〉 is Zariski
dense in G. Denote by VΓ the set of all places ν of Q such that Γ is a bounded subset of G(Qν),
and let Vf,Γ ⊆ VΓ denote the subset of finite places.

For distinct ν1, ν2 ∈ VΓ, let Γν1,ν2 denote the closure of Γ in G(Qν1)×G(Qν2). The following are
our standing assumption in this section:

Γν ⊆ SLN(Zpν ) for all ν ∈ Vf,Γ, and

Γν1,ν2 = Γν1 × Γν2 , for all ν1, ν2 ∈ VΓ,

where Γν denotes the closure of Γ in G(Qν).
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Let WΓ ⊂ Vf,Γ denote the set of places where G(Qν) ∩ SLN(Zpν ) is a hyperspecial subgroup of
G(Qpν ) and

Γν = G(Qpν ) ∩ SLN(Zpν ).
For every n ≥ 0, let πν,n : SLN(Zpν )→ SLN(Z/pnνZ). For every ν ∈ Vf,Γ, let

Γν,n = Γν ∩ ker
(
πν,n
)

denote the n-th congruence subgroup of Γν .
If ∞ ∈ VΓ, we put Γ∞,n = {1} for all n ∈ N — recall also our convention p∞ = 2.

Proposition 46. For all D, d > 0, there exists % = %(Ω, d,D) > 0 so that the following holds. For
i = 1, 2, let νi ∈ VΓ and ni ∈ N. Put Gi = Γνi/Γνi,ni and assume

(154) the number of connected components of G1 ×G2 ≤ Dmax{pν1 , pν2}d.
Then L(X;G1 ×G2) > %, where X is a random variable with the uniform distribution on Ω.

The following theorem is a special case of [25, Theorem 24], applied with C = pnν for ν ∈ Vf,Γ,
and will play a key role in the proof of Proposition 46.

Theorem 47. There exist positive numbers Ē = Ē(G), R1 = R1(Ω), and ε0 = ε0(Ω), such that
for every 0 < ε ≤ ε0(Ω), 0 < δ �Ω,ε 1 and R2 �Ω,ε 1 the following holds. Let n ∈ N and assume

nεĒ log(pν) ≥ log(R1). Suppose for a finite symmetric subset A ⊆ Γ and some ` ≥ (n log pν)/δ,
we have

P(`)
Ω (A) ≥ p−δnν ,

then there exists a non-negative integer n′ ≤ εn so that

πν,n(Γν,n′) ⊆
∏

R2
πν,n(A).

Let us now return to the proof of Proposition 46. Note that increasing D and d makes the
assumption weaker; therefore throughout the argument, we may assume D, d > 100.

8.1. Both places are finite. We will first consider the case

(155) ν1, ν2 ∈ VΓ are finite places.

Let us write G = G1 × G2, and put M = max{|G1|, |G2|}. As before, mGi and mG denote the
uniform measures on Gi and G, respectively. To ensure consistency with most of the existing
literature, in this case where G is finite, we deviate from the notation in the rest of the paper and
define the convolution of f1, f2 ∈ `2(G) using the counting measure. That is:

f1 ∗ f2(x) =
∑
y∈G

f1(xy−1)f2(y).

Reduction to deep levels verses large primes. Since almost every ν belongs to WΓ, in the
proof of Proposition 46 we may assume that {ν1, ν2} ∩WΓ 6= ∅. Thus, for the rest of the proof we
will assume that max{pν1 , pν2} = pν1 ≥ D and that ν1 ∈ WΓ. Note that

(156) pn1
ν1
≤ |G1 ×G2| ≤ Dpdν1

≤ pd+1
ν1

.

In consequence, we will assume for the rest of the argument that

(157) n1 ≤ d+ 1.

Recall from Lemma 4 that Γν1,ν2 is L-locally random with coefficient C0 depending only on Γ.

This in particular implies that for every ρ ∈ Ĝ, we have

(158) dim(ρ) ≥ cΓ[G : ker ρ]αΓ , for some cΓ, αΓ > 0.
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We will assume, for the rest of the argument, that

(159) max{n1, n2} > 8d2(d+ 1)E2/(ε0(Ω)αΓ),

where d is as in Proposition 46, ε0(Ω) is as in Theorem 47, and E2 = 2C/c with C and c as
in Proposition 39, see (180) below — as it will be explicated later, if (159) fails, Proposition 46
follows from [25, Theorem 1].

Equidistribution of marginals. Let X = (X1, X2) be as in the statement of Proposition 46,
and let µ be the probability law of X. Since 〈Ω〉 = Γ is Zariski dense in G, which is absolutely
almost simple, we have min{L(X1),L(X2)} ≥ c0 > 0 where c0 = c0(Ω), see [24, Theorem 1] and
references therein. Thus

(160) max{λ(π1∗µ;G1), λ(π2∗µ;G2)} ≤ λ < 1

where πi denotes the projection onto the i-th factor and λ := λ(Ω). Thus, there exists E1 ≥ 1 so
that for all `1 ≥ E1 logM , we have

(161) ‖πi∗µ(`1) −mGi‖2 ≤ |G|−1;

this can be seen, e.g., by applying Lemma 28 with η = 1/M and choosing E1 so that λ`1/2M2 ≤ 1
for all `1 ≥ E1 logM .

Let us fix one such `1, and put σ := µ(`1). The goal now is to show the following

Lemma 48. With the above notation, there exists m0 = m0(Ω) ∈ N so that

‖σ(2m0 ) −mG‖2 �Ω |G|−1.

The argument is similar to the one we used in the proof of Propositions 29 and 30; we now turn
to the details.

Proof. The proof will be completed in some steps. For every integer m ≥ 0, let σm = σ(2m).

Quasi randomness and its consequences. Recall from (158) that

(162) dim(ρ) ≥ cΓ[G : ker ρ]αΓ for any ρ ∈ Ĝ.

Let ρ be an irreducible component of `2(G). If [G : ker ρ] < pν1 , then G1 ⊆ ker ρ. That is: ρ may
be identified as a representation of G/G1 ' G2 and the claim in the lemma follows from (161).
Therefore, in the proof of the lemma we may restrict to representations ρ so that

(163) [G : ker ρ] ≥ pν1 ≥ |G|1/(d+1),

where in the last inequality we used (156). In view of (162), thus, it suffices to consider

(164) dim ρ ≥ cΓ|G|αΓ/(d+1).

Now if f ∈ (`2(G))ρ (the ρ-isotypic submodule of `2(G)) for some ρ satisfying (164), then

(165) ‖χ ∗ f‖2 �Γ |G|−αΓ/(2d+2)|G|1/2‖χ‖2‖f‖2, for any χ ∈ `2(G),

see [20, Lemma 6.1] and references therein, note also that in this proof convolution operator is
defined using the counting measure.

Thus in order to prove the lemma, it suffices to show that

(166) ‖σm1‖2
2 ≤ |G|−1+β

for some 0 < β < α := αΓ/(2d+ 2) and some m1 = m1(Ω).
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Initial entropy and its consequences. In view of (161),

σm((g1, g2)) ≤ min{π1∗σ(g1), π2∗σ(g2)} ≤ 2M−1

for all m ≥ 0 and all (g1, g2) ∈ G. Since σm is a probability measure, we conclude that

(167) ‖σm‖2
2 ≤ 2M−1 for all m ≥ 0;

see also Lemma 31 with η = 1/|G|.
In view of (167), (166) holds unless

(168) |Gi| ≥ DMα/4 for i = 1, 2,

where D is as in the statement of proposition. Therefore, for the rest of the argument we will
assume that (168) holds.

Let d be as in the statement of the proposition. For every 0 < ε < 1, put

Exc(ε) :=
{

(ν, n) ∈ Vf,Γ × N : pnν ≤ R
1/εĒ

1

}
,

where Ē and R1 are as in Theorem 47.
Let

(169) ε = ε0(Ω)α/(8dE2).

Note that in the proof of Proposition 46, we are allowed to assume

(170) (α logM)/4 > (logR1)/εĒ.

Since Exc(ε) is a finite set, (170) and (168) imply that we may assume (ν1, n1), (ν2, n2) 6∈ Exc(ε)
for the rest of the proof.

Let δ and R2 be as in Theorem 47 applied with ε, and let m2 be so that 2m2E1 > 1/δ. Then

(171) 2m2`1 ≥ 2m2E1 logM ≥ (logM)/δ.

`2-Flattening lemma. Let K = Mκ for some κ > 0 which will be explicated momentarily.
Assume now that for some m ≥ m2, we have

(172) ‖σm ∗ σm‖2 > K−1‖σm‖2.

Then, there exists H ⊆ G which is symmetric and contains 1, so that all of the following hold:

(H-1) K−E‖σm‖−2
2 ≤ |H| ≤ KE‖σm‖−2

2 ,

(H-2) |H ·H ·H| ≤ KE|H|, and

(H-3) σm ∗ σm(H) ≥ K−E,

where E is absolute. See, e.g., [20, Theorem 2.12] and references therein.
We will apply the above with κ = αΓ(min{ε, δ})/(10R2E dimG). This in particular implies

(173) K−E = M−Eκ ≥M−δα/4 ≥ p−δniνi
,

where in the last inequality we used (168) and |Gi| = pniνi .
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Bounded generation and the structure of H. Let ε be as in (169), and let A ⊆ Γ be a finite
symmetric lift of H. Then by (H-3) and (173), we have

(174) P(2m+1`1)
Ω (A) ≥ K−E ≥ p−δniνi

for i = 1, 2.

Apply Theorem 47 with ε and A. Since πνi,ni(A) = πi(H), (174) and Theorem 47 imply that for
i = 1, 2, there exists 0 ≤ n′i ≤ niε so that if we put H1 =

∏
R2
H, then

(175) πνi,ni(Γνi,n′i) ⊆ πi(H1), for i = 1, 2.

Recall from (157) that n1 ≤ d + 1. Hence, εn1 ≤ ε(d + 1) < 1, which implies n′1 = 0. We also
record for later use that n1 ≤ d+ 1 and (159) imply

(176) εn2 > 2.

A homomorphism from G1 into G2. In view of (175) and since n′1 = 0, we have

(177) G1 = π1(H1) and πν2,n2(Γν2,n′2
) ⊆ π2(H1),

where 0 ≤ n′2 ≤ εn2.
For every g2 ∈ G2, put `(g2) := max{` ≥ 0 : g2 ∈ ker(πν2,`)}. Define a function s : G1 → G2 by

(g1, s(g1)) ∈ H1 and `(s(g1)) = min{`(g2) : (g1, g2) ∈ H1}.

Define `s by Im(s(G1)) ⊆ πν2,n2(Γν2,`s) but Im(s(G1)) 6⊆ πν2,n2(Γν2,`s+1). In view of the definition
of s and (177), we have

(178) `s ≤ n′2 ≤ εn2.

Let us also define ks = min{k′s, k′′s} where

k′s = min
{
`
(
s(g1)s(g−1

1 )
)

: g1 ∈ G1

}
, and

k′′s = min
{
`
(
s(g1g

′
1)s(g′1)−1s(g1)−1

)
: g1, g

′
1 ∈ G1

}
.

Then s induces a homomorphism f : G1 → G2/πν2,n(Γν2,ks). Recall now that pν1 > pν2 , n1 ≤ d+1,
and Γν1 is a hyperspecial subgroup. Thus G1/Γν1,1 does not arise as a composition factor of any
subgroup of G2/πν2,n(Γν2,ks). We conclude that f is trivial, and hence

ks ≤ `s.

Large fibers for H1. Note that(
1, s(g1)s(g−1

1 )
)
∈ H1 ·H1 and

(
1, s(g1g

′
1)s(g′1)−1s(g1)−1

)
∈ H1 ·H1 ·H1

for all g1, g
′
1 ∈ G1. This and ks ≤ `s ≤ εn2, see (178), imply the following:

(179) There exists h ∈ G2 with `(h) ≤ εn2 so that (1, h) ∈ H1 ·H1 ·H1

Apply Proposition 39 with the group Γν2 , h as in (179), and ρ = p−εn2
ν2

(recall from (176)
that εn2 > 2). Then by Proposition 39 combined with (179) and (177) (for ν2), there exists E2

(depending on G) so that if we put t = E2εn2, then

(180) {(1, g2) : g2 ∈ πν2,n2(Γν2,t)} ⊂
∏

7 dimGH1.



50 ALIREZA S GOLSEFIDY, KEIVAN MALLAHI-KARAI, AND AMIR MOHAMMADI

The conclusion of the proof. Recall now from (177) that G1 = π1(H1). This and (180) imply

(181)
∣∣∣∏R2(1+7 dimG) H

∣∣∣ ≥ |G1||πν2,n2(Γν2,t)| = |G1||G2|1−E2ε,

where we also used H1 =
∏

R2
H.

In view of (H-1) and (H-2), we have

KE+R2E(1+7 dimG)‖σm‖−2
2 ≥ KR2E(1+7 dimG)|H| ≥

∣∣∣∏R2(1+7 dimG)H
∣∣∣

Combining this with (181), we get

KE+R2E(1+7 dimG)‖σm‖−2
2 ≥ |G1||G2|1−E2ε.

Recall that K = max{|G1|, |G2|}κ where κ = (αmin{ε, δ})/(10R2E dimG). In consequence,

‖σm‖−2
2 ≥ |G1||G2|1−E2εK−8R2E dimG ≥ |G|1−

α
4 ,

where we also used the choice of ε, see (169). In particular, (166) holds for σm. Altogether,

(182) for all m ≥ m2 either ‖σm ∗ σm‖2 ≤ K−1‖σm‖2 or (166) holds for σm

see (172).
Since K = Mκ and ‖σm‖2 � M−1/2 for all m, see (167), we conclude from (182) that there

exists m2 ≤ m1 �Ω 1 so that (166) holds. The proof is complete. �

8.2. Infinite and finite place. We now investigate Proposition 46 in the case

(183) ν1, ν2 ∈ VΓ, ν2 =∞, and ν1 is a finite place.

Preliminary reductions. Since almost every ν belongs to WΓ, in the proof of Proposition 46 we
may assume that ν1 ∈ WΓ.

Note that G1 is a finite group, we thus equip G with the metric d induced by the admissible
metric on G2 and the discrete metric on G1. To be more explicit,

1η = {1(1)} × 1(2)
η for all 0 < η < 1.

We let mGi denote the probability Haar measures on Gi for i = 1, 2, and let mG be the product

measure. Then |1η| = |1(2)
η /|G1|| for all 0 < η < 1. In particular, we have

(184)
1

|G1|C1

ηd0 ≤ |1η| ≤
C1

|G1|
ηd0 .

where d0 = dimG and C1 ≥ 2 depends only on d0. This in particular implies that for any θ > 0
and all 2−`−1 < η ≤ 2−` ≤ |G1|−θ, we have

(185)
1

2C1

ηd0(`,θ) ≤ |1η| ≤ 2C1η
d0(`,θ)

where d0(`, θ) = d0 + 1
`

log2 |G1|; consequently, d0 ≤ d0(`, θ) ≤ d0 + θ−1.
We will use the following notation:

P (2)
η =

1

|1(2)
η |

1(2)
η and Pη =

1

|1η|
1η.

Throughout the argument, and whenever necessary, we will assume

0 < η ≤ (C1d0)−OΓ(1) and pν1 ≥ (C1d0)OΓ(1).
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As it was done in §8.1, let X = (X1, X2) be as in the statement of Proposition 46, and let µ be
the probability law of X. Since 〈Ω〉 = Γ is Zariski dense in G, which is absolutely almost simple,
we have min{L(X1),L(X2)} ≥ c0 > 0 where c0 = c0(Ω), see [1, 24] and references therein. Thus

(186) max{λ(π1∗µ;G1), λ(π2∗µ;G2)} ≤ λ < 1

where πi denotes the projection onto the i-th factor and λ := λ(Ω). Therefore, there exists E1 ≥ 1
so that both of the following hold

(187)

∣∣π1∗µ
(`1)(f1)| ≤ |G1|−1‖f1‖2 for all `1 ≥ E1 log |G1|∣∣π2∗µ
(`1)(f2,η)

∣∣ ≤ η‖f2‖2 for all 0 < η < 1 and all `1 ≥ E1| log η|

where f1 ∈ L2
0(G1), f2 ∈ L2

0(G2), and f2,η = f2∗P (2)
η . This can be seen, e.g., by applying Lemma 28

with η (and in the first case η = |G1|−1) and choosing E1 so that λ`1/2η−2 ≤ 1 for all `1 ≥ E1| log η|.
Recall that by the Peter–Weyl theorem we have

(188) L2(G) =
⊕

ρ1,i∈Ĝ1,ρ2,j∈Ĝ2

dim(ρ1,i ⊗ ρ2,j)ρ1,i ⊗ ρ2,j.

We will use the following fact in the sequel. Let V2 = ⊕ρ2,j 6=1 dim(1⊗ ρ2,j)1⊗ ρ2,j. Then, V2 is
the natural embedding of L2

0(G2) in L2
0(G), thus (186) implies that

(189) L(µ;V2) ≥ c2(Ω) > 0.

Finally, note that (154) and the fact that G2 is connected imply that

pn1
ν1
≤ |G1| ≤ Dpdν1

≤ pd+1
ν1

.

In consequence, we will assume for the rest of the argument that

(190) n1 ≤ d+ 1.

In view of (190) and part (1) in Lemma 4, we have: for any nontrivial representation ρ ∈ Ĝ1

(191) dim(ρ) ≥ c′Γ |G1|α
′
Γ , for some 0 < c′Γ, α

′
Γ ≤ 1.

We begin with the following.

Lemma 49. There exists some α = α(C0, L, d0) > 0 so that the following holds. Assume there
exists E ′1 so that for all 0 < η ≤ |G1|−1 there exists some ` ≤ E ′1| log η| so that

‖(µ(`))η‖2 ≤ η−α,

then Proposition 46 holds for G = G1 ×G2.

Proof. This is essentially proved in [20, §8], we explicate some of the details for the convenience of
the reader. First note that by Lemma 4, there exists (C0, L) depending only on Γ so that G = G1×
G2 is L-locally random with coefficient C0. Moreover, G satisfies the dimension condition (184).
Therefore, [20, Theorem 2.10] implies that there exists D, depending only on d0, and α′, depending
only on L and C0, so that the following holds: there is an exceptional representation H0 of G1×G2

with dimH0 ≤ 2C0C
D
1 |G1|D so that, if for all η ≤ |G1|−D there exists ` ≤ E ′| log η| satisfying

‖(µ(`))η‖2 ≤ η−α
′
,

then we have

(192) L(µ;L2(G)	H0) ≥ c,

where c = OE′,L,C0(α′) > 0.
Thus, we may restrict our attention to

V := ⊕(dim(ρ1,i ⊗ ρ2,j))ρ1,i ⊗ ρ2,j ⊇ H0
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where the sum is over representations with dim(ρ1,i ⊗ ρ2,j) ≤ 2C0C
D
1 |G1|−D.

By [20, Lemma 8.8], there exists D′ ≥ 1, depending on C0, L,D, so that if we put δ = |G1|−D
′
,

(193) ‖Pδ ∗ f − f‖2 ≤ δ1/2‖f‖2

for any f ∈ V .
Moreover, in view of (189), we may replace V by V ′ ⊆ V where in the sum above we further

assume that ρ1,i 6= 1. Then in view of (191), for all components of V ′, we have

dim(ρ1,i) ≥ c′Γ |G1|α
′
Γ .

Recall again that there exists (C0, L) depending only on Γ so that G1 × G2 is L-locally random
with coefficient C0, see Lemma 4. Thus by [20, Lemma 6.1], for any χ ∈ L2(G) and any f ∈ V ′,

(194) ‖χ ∗ f‖2 �Γ |G1|−α
′
Γ/2‖χ‖2‖f‖2.

We will show the claim in this case holds if α ≤ α′Γ/(4D
′). Recall that δ = |G1|−D

′
, and let

` ≤ E ′1| log δ| be so that the condition of the lemma holds for this choice of δ. Then applying (194)
with χ = (µ(`))δ and f ∈ V ′, we have

(195)
‖µ(`) ∗ f‖ ≤ δ1/2‖f‖2 + ‖µ(`) ∗ Pδ ∗ f‖2

� δ1/2‖f‖2 + |G1|−α
′
Γ/2δ−α‖f‖2 ≤ 2δα

′
Γ/(4D

′)‖f‖2,

where we used (193) in the first inequality and (194) in the second.
Now, (195) implies that

E ′1| log δ|L(µ;V ′) ≥ α′Γ| log δ|/(8D′).
This, together with (192) and (189) finish the proof. �

In view of Lemma 49, thus, Proposition 46 in this case will follow from the following.

Lemma 50. There exists E ′1 so that for all 0 < η ≤ |G1|−1, there is some ` ≤ E ′1| log η| with

‖(µ(`))η‖2 ≤ η−α,

where α is as in Lemma 49.

Proof. The proof of the lemma, which will be completed in several steps, is similar to the proof of
Lemma 48. Let E1 be as in (187) and let `1 ≥ E1| log η|. We will show that the claim holds with
some E ′1 = 2mE1 for some m. Let σ = µ(`1), and for every nonnegative integer m, let σm = σ(2m).

Let Ē, R1 and ε0(Ω) as in Theorem 47, and E2 = C/c with C and c as in Proposition 39.

Throughout the argument, we will assume pν1 ≥ R
1/εĒ

1 , where

(196) ε = ε0(Ω)α/(8dE2).

We will also assume that ηε is smaller than various constants which depend only on d0, as needed.

Initial entropy and the range of η. Arguing as in the proof of Lemma 31, with σ for ν and
0 < η ≤ |G1|−1, the estimate in (187) implies that

(197) ‖ση‖∞ ≤ |G1|.
Now (197) implies that if η ≤ |G1|−1/α, then

(198) ‖ση‖2 ≤ η−α.

In particular, (198) implies the lemma with `1 so long as η ≤ |G1|−1/α. For the rest of the
argument, thus, we assume

(199) |G1|−1/α ≤ η ≤ |G1|−1.
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We also recall that

(200)
1

C ′1
Pη ∗ σm ≤ (ση)

(2m) ≤ C ′1P2mη ∗ σm

where C ′1 ≥ 1 depends only on C1 and d0. This and (197) imply that

(201) ‖(σm)η‖ ≤ |G1| ≤ η−1 for all m.

Let δ and R2 ≥ 4 be as in Theorem 47 applied with ε. Apply [20, Theorem 2.8] with ε as above
(for ε in loc. cit.); replacing δ with a smaller constant, if necessary, we assume that δ also satisfies
the claim in [20, Theorem 2.8] with this ε.

Let m2 be so that 2m2E1 > 1/δ. Then

(202) 2m2`1 ≥ 2m2E1| log η| ≥ | log η|/δ ≥ log |G1|/δ.

Flattening lemma. Recall from (185) that in the range (199), G = G1 ×G2 satisfies dimension
condition with 2C1 and some d′ satisfying d0 ≤ d′ ≤ d0 + 1. Thus [20, Theorem 2.12] is applicable
with 2C1 and d′ for G and all η in this range.

Assume now that for some m ≥ m2, we have

(203) ‖(σm ∗ σm)η‖2 > ηκ‖(σm)η‖2

for some κ > 0, which is explicated in (204). Then, by [20, Theorem 2.12] there exists E depending
on C1 and d0, and H ⊆ G which is symmetric and contains 1, so that all of the following hold:

(H-i) ηEκ‖(σm)η‖−2
2 ≤ |Hη| ≤ η−Eκ‖(σm)η‖−2

2 ,

(H-ii) H ·H ⊂ T ·H where T ⊂ H ·H satisfies #T ≤ η−Eκ, and

(H-iii) σm ∗ σm(H3η) ≥ ηEκ.

We will apply the above with κ = (αmin{ε, δ})/(10R2Ed0). This in particular implies

(204) ηEκ ≥ ηδα/(2d0) ≥ |G1|−δ,
where in the last inequality we used (199).

Bounded generation and the structure of H. Let ε be as in (196), and let A ⊆ Γ be a finite
symmetric lift of H. Then by (H-iii) and (204), we have

(205) P(2m+1`1)
Ω (A) ≥ ηEκ ≥ |G1|−δ

Apply Theorem 47 with ε and A. Since πν1,n1(A) = π1(H), (205) and Theorem 47 imply that
there exists 0 ≤ n′1 ≤ n1ε so that if we put H1 =

∏
R2
H4η, then πν1,n1(Γν1,n′1

) ⊆ π1(H1). Recall
from (157) that n1 ≤ d+ 1. Hence, εn1 ≤ ε(d+ 1) < 1, and we conclude n′1 = 0. Altogether,

(206) π1(H1) = G1

Let Y = (π2(H3η))η, then |Y | � |π2(H3η)|, see (200). Moreover, by (187), we have∣∣(π2∗σm+1)(Y )− |Y |
∣∣ ≤ η|Y |1/2 ≤ η

Using (204), this and (H-iii) imply that

|π2(H3η)| ≥ η2Eκ ≥ ηδ/d0 ,

we also used |Y | � |π2(H1)| and assume η is small.
Since R2 ≥ 4, the above and [20, Theorem 2.8], recall also the choice of δ, imply that

(207) π2(H1) ⊇ 1
(2)
ηε .

As it was done in (124), let

β2 := inf{β ∈ [0, 1]| ∃g2 ∈ G2, d(g2, 1
(2)) ≥ ηβ, (1(1), g2) ∈

∏
3(H1)η};
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where d denotes our fixed bi-invariant metric on G2.
We claim

(208) β2 ≤ 10ε.

Let us first assume (208) and complete the proof of the lemma.

Large fibers for H1. In view of (208),

(209) There exists h ∈ G2 with d(1, h) ≥ η10ε so that (1, h) ∈
∏

3(H1)η

Apply Proposition 39 with the group G2, h as in (209), and ρ = η10ε. Then by Proposition 39
combined with (209) and (207), there exists E2 depending only on d0 (indeed E2 = C/c) so that

(210)
{

(1, g2) : g2 ∈ 1
(2)

ηE2ε

}
⊂
∏

7d0
(H1)η.

The conclusion of the proof. Recall now from (206) that G1 = π1(H1). This and (210) imply
that there exists some t, again depending only on d0, so that

(211)
∣∣∣∏R2(1+7d0) Htη

∣∣∣ ≥ mG2

(
1

(2)

ηE2ε

)
≥ C−1

1 ηE2d0ε

where we also used H1 =
∏

R2
H4η and the triangle inequality.

Then using (H-i) and (H-ii), we have

η−Eκ(1+R2(1+7d0))‖(σm)η‖−2
2 ≥ η−Eκ(R2(1+7 dimG))|Hη| ≥ c′1

∣∣∣∏R2(1+7d0) Htη

∣∣∣
where c′1 depends only on d0.

Combining this with (211), we get

η−Eκ(1+R2(1+7d0))‖(σm)η‖−2
2 = η−κ(E+R2E(1+7d0))‖(σm)η‖−2

2 ≥ c′1C
−1
1 ηE2d0ε

Recall that κ = (αmin{ε, δ})/(10R2Ed0). In consequence,

‖(σm)η‖−2
2 ≥ c′1C

−1
1 ηE2d0εη8R2Ed0κ ≥ η2E2d0ε.

This and the choice of ε, see (196), imply that

(212) ‖(σm)η‖2 ≤ η−E2d0ε ≤ η−α/4.

Altogether,

(213) for all m ≥ m2 either ‖σm ∗ σm‖2 ≤ ηEκ‖σm‖2 or (212) holds for σm

see (203).
Since ‖(σm)δ‖2 ≤ η−1 for all m, see (201), we conclude from (213) that there exists m2 ≤ m1 �Ω

1 so that (212) holds. This completes the proof of the lemma assuming (208). �

Proof of (208). In view of Lemma 35 applied with H1, and using (206) and (207), there exists

f : G1 → G2 with f(1(1)) = 1(2)

so that all the following hold

d(f(g1)f(g′1), f(g1g
′
1)) ≤ ηβ2 for all g1, g

′
1 ∈ G1,(214a)

d(f(g−1
1 ), f(g1)−1) ≤ ηβ2 for all g1 ∈ G1, and(214b)

1
(2)
ηε ⊆ (Im f)ηβ2(214c)

Assume contrary to the claim that β2 > 10ε. We will now use a simpler version of the argument
in §4.2 in the case F2 = R and F1 = Qp to get a contradiction.
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Using (214c) and β2 > 10ε, there exists g1 ∈ G1 so that f(g1) ∈ 1
(2)
ηε \1

(2)
ηε/2. Recall now from [25]

that there exists some C depending only on d0 so that

〈g1〉 ⊆
∏

C{h[g1, h
′]h−1 : h, h′ ∈ G1},

This, the bi-invariance of the metric, and the triangle inequality imply that

(215) d(f(gk1), 1(2)) ≤ C ′(ηε + ηβ2) ≤ ηε/2 for all k

where C ′ depends only on d0, see the proof of Lemma 10.
Now sing (214a), (214b), and (215), for all η−ε/100 ≤ k ≤ η−β2/2, we have

d(f(g1)k, 1(2)) ≤ d(f(gk1), 1(2)) + εβ2/2 ≤ ηε/3.

However, if we write f(g1) = exp(z) where z ∈ g2 satisfies ηε/2 ≤ ‖z‖ ≤ ηε, then there exists some
k in the above range so that

d(f(g1)k, 1(2)) = d(exp(kz), 1(2))� 1

This contradiction finishes the proof. �

Proof of Proposition 46. We first assume that both ν1 and ν2 are finite places.
If we have

(216) max{n1, n2} ≤ 4d2(d+ 1)E2/(ε0(Ω)αΓ),

the proposition follows from [25, Theorem 1], with M0 in that theorem equal to 4d2(d+1)E2

ε0(Ω)αΓ
. If (216)

fails on the other hand, the proposition follows from Lemma 48.
Altogether, the proof is complete if ν1, ν2 ∈ Vf,Γ.
The case ν2 =∞ and ν1 ∈ Vf,Γ follows from the discussion in §8.2, see in particular, Lemma 49

and Lemma 50. �

9. Proof of Theorem 2

We now begin the proof of Theorem 2. As it was mentioned before, the proof relies on Theorem 1,
Theorem 44 and Proposition 46.

Proof of Theorem 2. Recall that we fixed a Q-embedding G ⊆ (SLN)Q; our constants are allowed
to depend on this embedding.

Step 1: By the strong approximation theorem, there exists a finite index subgroup Λ ⊂ Γ so
that

(217) Λν1,ν2 = Λν1 × Λν2 for all ν1, ν2 ∈ VΓ,

where Λν denotes the closure of Λ in G(Qν). In view of Proposition 55, it suffices to prove the
theorem for Λ. Thus, we assume (217) holds for Γ.

Step 2: There is a finite set of places EΓ so that for all ν 6∈ EΓ, we have

Γ ⊆ SLN(Zν).
For every finite place ν ∈ EΓ, there exists gν ∈ GLN(Qν) such that

gνΓg
−1
ν ⊆ SLN(Zν).

In view of the strong approximation theorem, there exists g ∈ PGLN(Q) so that g ∈ PGLN(Zν)
for all ν 6∈ EΓ and g−1gν ∈ PGLN(Zν) for every finite place ν ∈ EΓ. Therefore,

(218) gΓg−1 ⊆ SLN(Zν) for all non-archimedean places ν.

In view of (218), we will assume

(219) Γ ⊆ SLN(Zν) for all non-archimedean places ν.
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for the rest of the argument.
Step 3: If the archimedean place belongs to VΓ, i.e., G(R) is compact, fix some g ∈ SLN(R) so

that
gG(R)g−1 ⊆ SON(R).

In this case, we replace G(R) by gG(R)g−1 and we work with the corresponding copy of Γ in the
archimedean place. This means, for every non-archimedean place ν, we are replacing Γ∞,ν with

(g, 1)Γ∞,ν(g
−1, 1) ⊆ SON(R)× SLN(Zν).

Note that G(Qν) is unchanged for all non-archimedean places ν.
Step 4: Let ν1, ν2 ∈ VΓ. In view of Lemma 4, we have Γν1,ν2 is L-locally random with coefficient

C0, where the parameters L and C0 depend only on Γ.
Let µ be the law of X. By Claim 45 in the proof of Theorem 1, applied with G1 := Γν1 and

G2 := Γν2 , we have

(220) ‖µ(`) ∗ f‖2 ≤ ηb‖f‖2,

for all functions f which live at scale η ≤ η0 and ` ≤ C̄ log(1/η), where C̄ and b depend only on
dimG, L, and η0 = max{pν1 , pν2}−OG(1).

In view of (220) and Theorem 44, applied with G = Γν1,ν2 , there exists a subrepresentation
H0 := Hν1,ν2,0 ⊂ L2

0(Γν1,ν2) with

dimH0 ≤ η
−c0(Γ)
0 η

−OG(1)
0 and(221a)

L(X;L2
0(Γν1,ν2)	H0) ≥ b

C̄
.(221b)

Step 5: We now investigate L(X;H0). In view of (221a) and [24, Proposition 33], the represen-
tation H0 of Γν1,ν2 factors through G1 ×G2 where

Gi = Γνi/Γνi,ni

and the number of connected components of G1 ×G2 is ≤ η
−OΓ(1)
0 η

−OG(1)
0 , see §8 for the notation.

In particular, condition (154) of Proposition 46 is satisfied. Hence, by Proposition 46, we have

L(X;H0) ≥ L(X;G1 ×G2) > %Γ > 0.

This and (221b) complete the proof. �

Appendix A. Passing to an open subgroup

The main goal of this section is to show how we can study the spectral gap property of an action
on a compact group by passing to an open subgroup and vice versa (see Proposition 55). Along the
way, we review the connection between the spectral gap property and almost invariant functions,
and we also give the connection between L(PΩ1) and L(PΩ2) where Ω1 and Ω2 generate the same
dense subgroup Γ of G.

We start by recalling the concept of almost invariant functions with respect to a given finite
symmetric set. For a compact group G, a finite symmetric subset Ω of G, and a non-zero function
f ∈ L2(G), we let

δΩ(f) := max
w∈Ω

‖w · f − f‖2

‖f‖2

.

We let δ(Ω) := inf{δΩ(f) | f ∈ L2(G)◦, ‖f‖2 = 1} where L2(G)◦ is the space of functions in L2(G)
that are orthogonal to the constant functions on G. A function is called ε-almost invariant with
respect to Ω if δΩ(f) ≤ ε. It is well-known that L(PΩ) > 0 if and only if δ(Ω) > 0. The next
lemma is a quantitative version of this statement.
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Lemma 51. Suppose G is a compact group and Ω is a finite symmetric subset of G. Then

1

|Ω|
δ(Ω)2 � L•(PΩ)� δ(Ω),

where L•(PΩ) := min{L(PΩ), 1} and the implied constants are fixed positive numbers.

Proof. The lemma is proved in [6, Proposition I]. See in particular, parts (4) and (6) in that
proposition, and note that since PΩ is self adjoint, its spectral radius equals its operator norm. �

In the next lemma, we show how the Lyapunov exponents with respect to two generating sets
are related to each other.

Lemma 52. Suppose G is a compact group and Ω1 and Ω2 are two finite symmetric subsets of G
such that 〈Ω1〉 = 〈Ω2〉 is dense in G. Suppose k0 is a positive integer such that Ω1 ⊆

∏
k0

Ω2 and
Ω2 ⊆

∏
k0

Ω1. Then
1

k0

δ(Ω1) ≤ δ(Ω2) ≤ k0δ(Ω1),

and
1

k2
0|Ω2|

L•(PΩ1)2 � L•(PΩ2)� k0|Ω1|1/2L•(PΩ1)1/2,

where L•(PΩi) := min{L(PΩi), 1} and the implied constants are fixed positive numbers.

Proof. Since Ω2 ⊆
∏

k0
Ω1, for every function f ∈ L2(G)◦ we have

δΩ2(f) ≤ k0δΩ1(f).

Hence δ(Ω2) ≤ k0δ(Ω1). By symmetry, we have that δ(Ω1) ≤ k0δ(Ω2). This completes proof of the
first set of inequalities.

By Lemma 51 and the first set of inequalities, we obtain that

L•(PΩ2)� δ(Ω2) ≤ k0δ(Ω1)� k0|Ω1|1/2L•(PΩ1)1/2.

The proof follows by symmetry. �

Lemma 53. Suppose F is a finite group. Then δ(F ) ≥ (2|F |−1)1/2.

Proof. Suppose f ∈ L2(F )◦. Then∑
x∈F

‖x · f − f‖2
2 =

∑
x,y∈F

|f(x−1y)− f(y)|2

=
∑
x,y∈F

(
|f(x)|2 + |f(y)|2 − 2Re(f(x)f(y))

)
=2‖f‖2

2 + 2|
∑
x∈F

f(x)|2 = 2‖f‖2
2.(222)

By (222), we obtain that δF (f) ≥ (2|F |−1)1/2, which completes the proof. �

The next lemma is a well-known result which provides us with a generating set with interesting
properties for a subgroup of finite index in a finitely generated group.

Lemma 54. Suppose G is a compact group, Γ is a finitely generated dense subgroup of G, and H
is an open subgroup of G. Suppose Ω is a finite symmetric generating set of Γ which intersects all
the cosets of H in G. Let s : G/H → Ω be a section; that means s(xH) ∈ xH for every x ∈ G.

Then ΩH := ΩH ∪ Ω
−1

H is a symmetric generating set of Γ ∩H where

ΩH := {s(w1w2H)−1w1w2 | w1, w2 ∈ Ω}.
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Moreover for every x ∈ Γ ∩H we have

1

3
`Ω(x) ≤ `ΩH (x) ≤ `Ω(x)

where `Ω(x) is the least non-negative integer k such that x ∈
∏

k Ω and `ΩH (x) is defined in a
similar way.

Proof. Since every element of ΩH is a product of at most three elements of Ω, we have that
`Ω(x) ≤ 3`ΩH (x) for every x in the group generated by ΩH . Next by induction on `Ω(x), we prove
that `ΩH (x) ≤ `Ω(x) for every x ∈ Γ ∩ H; this, in particular, implies that ΩH generates Γ ∩ H.
The base case of `Ω(x) = 0 is clear. Suppose `Ω(x) = n for some x ∈ Γ ∩H. Then x = w1 . . . wn
where wi’s are in Ω. Let x′ := w1 · · ·wn−2s(wn−1wnH) and w′ := s(wn−1wnH)−1wn−1wn. Then
w′ ∈ ΩH , `Ω(x′) ≤ n − 1, and x = x′w′. Since x and w′ are in Γ ∩H, so is x′. Therefore, by the
induction hypothesis, we have `ΩH (x′) ≤ n − 1. Hence `ΩH (x) = `ΩH (x′w′) ≤ `ΩH (x′) + 1 ≤ n.
This completes the proof. �

Proposition 55. Let G be a compact group and Γ be finitely generated dense subgroup of G. Let
H be an open subgroup of G. Then Γ y G has spectral gap if and only if Γ ∩H y H has spectral
gap. More precisely, if Γ has a generating set of size n, then Γ has a finite symmetric generating
set Ω and Γ ∩H has a finite symmetric generating set Ω′ such that |Ω|, |Ω′| �n,[G:H] 1 and

L•(PΩ)8 �n,[G:H] L•(PΩ′)�n,[G:H] L•(PΩ)1/8,

where L•(·) = min{L(·), 1} and L(PΩ′) is defined with respect to a random walk in the compact
group H.

Proof. Since H is an open subgroup and Γ is a dense subgroup of G, every coset of H has a
representative in Γ. Let s : G/H → Γ be a section such that s(H) = 1. Let Ω be a finite symmetric
generating set of Γ which contains the image of s as a subset. Let ΩH be as in Lemma 54 with
respect to Ω and section s.

We start with the case that H is a normal subgroup of G.

Claim 1. In the above setting, L•(PΩ)� 1
|Ω|[G:H]

L•(PΩH )2 where the implied constant is a fixed

positive number.

Proof of Claim 1. If L(PΩH ) = 0, there is nothing to prove. Thus assume that cH := L(PΩH ) > 0.
We will estimate δ(Ω) from below in terms of cH , the claim will then follow from Lemma 51.

To that end, suppose f ∈ L2(G) and ‖f‖2 = 1. Let fH denote the projection of f into the space
of H invariant functions L2(G)H , then

(223) ‖PΩH ∗ f − fH‖2
2 ≤ 2−2cH‖f − fH‖2

2,

We include the proof of (223) for completeness. Let us first recall the definition of fH : for every
coset x := xH, let fx := f1x where 1x is the characteristic function of the coset x. Then

(224) f =
∑

x∈G/H

fx and fx’s are pairwise orthogonal

Similarly, since for every x ∈ G/H and y ∈ H, (y · f − f)1x = y · fx − fx, we have

(225) y · f − f =
∑

x∈G/H

y · fx − fx

For every x = xH ∈ G/H, let ax :=
∫
G
fx(z)dz. Then fx − ax1x is in the space L2(Hx)◦ of

functions on Hx = xH that are orthogonal to the constant functions; moreover

fH =
∑

x∈G/H

ax1x.
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In particular, we have

‖f‖2
2 = ‖fH‖2

2 + ‖f − fH‖2
2 and(226a)

‖PΩH ∗ (fx − ax1x)‖2 ≤ 2−cH‖fx − ax1x‖2(226b)

for every x ∈ G/H. By (224), (225), and (226b), we obtain that

‖PΩH ∗ f − fH‖2
2 = ‖PΩH ∗ (f − fH)‖2

2 =
∑

x∈G/H

‖PΩH ∗ (fx − ax1x)‖2
2 ≤ 2−2cH‖f − fH‖2

2,

where we also used PΩH ∗ fH = fH in the first equality. As it was claimed in (223).
We will now use (223) to bound ‖w · fH − fH‖2, for w ∈ Ω, in terms on cH and δΩ(f), see (230)

below. Indeed, since ΩH is a subset of the three fold product of Ω, for every y ∈ ΩH we have

(227) ‖y · f − f‖2 ≤ 3δΩ(f).

The estimate (227) implies that

(228) ‖PΩH ∗ f − f‖2 = ‖
∑
y∈ΩH

PΩH (y)(y · f − f)‖2 ≤ 3δΩ(f).

Now (223) and (228) give ‖f − fH‖2 ≤ 2−cH‖f − fH‖2 + 3δΩ(f), which we write as

(229) ‖f − fH‖2 ≤ 3(1− 2−cH )−1δΩ(f).

By (229) and the definition of δΩ(f), we conclude that for every w ∈ Ω the following holds

(230) ‖w · fH − fH‖2 ≤ (6(1− 2−cH )−1 + 1)δΩ(f).

We find a lower bound for supΩ ‖w · fH − fH‖2. Indeed, L2(G)H can be isometrically identified
with L2(G/H). This way we view fH as an element of L2(G/H). Since f is orthogonal to constant
functions on G, fH is orthogonal to constant functions on G/H. Therefore, by Lemma 53, we
obtain that there is x0 ∈ G/H such that

(231) ‖x0 · fH − fH‖2 ≥ (2[G : H]−1)1/2‖fH‖2.

Since the image of s is in Ω, (231) and (230) imply

(232) (2[G : H]−1)1/2‖fH‖2 ≤ ‖x0 · fH − fH‖2 ≤ (6(1− 2−cH )−1 + 1)δΩ(f).

Moreover, we have

(233) ‖fH‖2 ≥ ‖f‖2 − ‖f − fH‖2 = 1− ‖f − fH‖2 ≥ 1− 3(1− 2−cH )−1δΩ(f),

where in the last estimate we used (229). Using (233) in (232), we conclude

(2[G : H]−1)1/2
(
1− 3(1− 2−cH )−1δΩ(f)

)
≤ (6(1− 2−cH )−1 + 1)δΩ(f).

This gives

(234) δΩ(f) ≥ (12[G : H]1/2)−1(1− 2−cH ).

Using (234) and the fact that 1− e−x ≥ 1
3

min{x, 1} for every positive x, we conclude that

(235) δ(Ω)� [G : H]−1/2L•(PΩH ).

By (235) and Lemma 51, we deduce that

L(PΩ)� 1

|Ω|[G : H]
L•(PΩH )2,

which completes proof of Claim 1. �

Claim 2. In the above setting L•(PΩH ) � 1
|Ω|2L

•(PΩ)2 where the implied constant is a fixed

number.
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Proof of Claim 2. If L(PΩ) = 0, there is nothing to prove. So without loss of generality, we can

assume that cG := L(PΩ) > 0. Let f ∈ L2(H)◦ with ‖f‖2
2 = 1, and define f̃ : G → C, f̃(x) :=

f(s(xH)−1x). Notice that

(236) ‖f̃‖2
2 =

1

[G : H]

∑
xH∈G/H

∫
H

|f̃(s(xH)y)|2dmH(y) =
1

[G : H]

∑
xH∈G/H

∫
H

|f(y)|2dy = 1

and

(237)

∫
G

f̃(x)dx =
1

[G : H]

∑
xH∈G/H

∫
H

f̃(s(xH)y)dmH(y) =
1

[G : H]

∑
xH∈G/H

∫
H

f(y)dmH(y) = 0,

where mH is the probability Haar measure on H. In view of (236) and (237), Lemma 51 implies
that there exists w0 ∈ Ω such that

(238) ‖w0 · f̃ − f̃‖2 = δΩ(f̃) ≥ δ(Ω)� L•(PΩ).

Next, we want to give an upper bound for δΩ(f̃) in terms of δΩH (f). Note that for every w ∈ Ω,

(239) w′(x,w) := s(x)−1w s(w−1x) ∈ ΩH ,

where as before x := xH ∈ G/H.
For every w ∈ Ω and y ∈ x = xH, we have

(240)
(w · f̃)(y) = f̃(w−1y) = f(s(w−1x)−1w−1y)

= f(w′(x,w)−1s(x)−1y) = (w′(x,w) · f)(s(x)−1y).

Let now w ∈ Ω, then

(241)

‖w · f̃ − f̃‖2
2 =

1

[G : H]

∑
x∈G/H

∫
H

|(w · f̃)(s(x)y)− f̃(s(x)y)|2dmH(y)

=
1

[G : H]

∑
x∈G/H

∫
H

|(w′(x,w) · f)(y)− f(y)|2dmH(y) by (240)

=
1

[G : H]

∑
x∈G/H

‖w′(x,w) · f − f‖2
2 ≤ δΩH (f)2.

By (238) and (241), we obtain that

(242) δΩH (f)� L•(PΩ).

By (242) and Lemma 51, we deduce that

(243) L•(PΩ)� |ΩH |1/2L•(PΩH ) ≤ |Ω|L•(PΩH ).

This completes the proof of Claim 2. �

Next we consider the case where H is an arbitrary open subgroup. Let N be the normal core of
H in G, i.e., N is the largest normal subgroup of G which is a subgroup of H. Since H is an open
subgroup of G and G is a compact group, N is also an open subgroup of G. Let s : G/N → Γ be
a section such that s(N) = 1, and Ω be a finite symmetric generating set of Γ which contains the
image of s as a subset. Let ΩN be as in Lemma 54 with respect Ω and the section s. Let

Ω′H := ΩN ∪ {s(xN)±1 | x ∈ H}.
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Notice that the restriction of s to H/N gives us a section whose image is a subset of Ω′H . Let
Ω′N be a generating set of Γ ∩N which is given by Lemma 54 with respect to Ω′H and the section
s : H/N → Ω′H . Then by Claim 1 and Claim 2, we have

(244)
1

|Ω|2
L•(PΩ)2 � L•(PΩN )� |Ω|1/2[G : N ]1/2L•(PΩ)1/2

and

(245)
1

|Ω′H |2
L•(PΩ′H

)2 � L•(PΩ′N
)� |Ω′H |1/2[H : N ]1/2L•(PΩ′H

)1/2.

Notice that since s(N) = 1, 1 is in Ω. Therefore for every x ∈ ΩN , s(1xN)−11x ∈ Ω′N as 1, x ∈ Ω′H .
Notice that s(xN) = 1, and so x ∈ Ω′N for every x ∈ ΩN . This means ΩN ⊆ Ω′N .

Notice that by Lemma 54, `Ω(w) ≤ 3 for every w ∈ Ω′H . There by another application of
Lemma 54, we deduce that for every x ∈ Ω′N , `ΩN (x) ≤ 7. This is the case as x±1 is equal to
s(w1w2N)−1w1w2 for some w1, w2 ∈ Ω′H , and so

`ΩN (x) = `ΩN (s(w1w2N)−1w1w2) ≤ `Ω(s(w1w2N)−1w1w2)

≤ `Ω(s(w1w2N)−1) + `Ω(w1) + `Ω(w2) ≤ 7.

This means that Ω′N ⊆
∏

7 ΩN . Hence by Lemma 52, we have

(246)
1

|Ω′N |
L•(PΩN )2 � L•(PΩ′N

)� |ΩN |1/2L•(PΩN )1/2

By (244), (245), (246), and the facts that |Ω′H | � |Ω|2, |Ω′N | � |Ω|4, |ΩN | ≤ |Ω|2, we conclude

(247) |Ω|−18[G : N ]−1L•(PΩ)8 � L•(PΩ′H
)� |Ω|21/8[G : N ]1/8L•(PΩ)1/8.

Notice that [G : N ] ≤ [G : H]!, hence, the claim follows from (247). �

Appendix B. Quantitative inverse function theorem

In this section, we recall and state a quantitative version of the inverse function theorem. We
start with setting up a few notation. Here F is either R or Qp. For v ∈ Qd

p, ‖v‖ denotes the max

norm, and for v ∈ Rd, ‖v‖ denotes the Euclidean norm. For a positive real number r and v ∈ F d,
vr denotes the closed ball of radius r centered at v. For A ∈ Mm,n(F ), we let

σ(A) := sup{r ∈ [0,∞)| 0r ⊆ A01}.
For r0 ∈ R+, x0 ∈ F n, and an analytic function Φ : (x0)r0 → Fm, we view dΦ(x) as an m-by-n
matrix with entries in F ; the ij-entry of dΦ(x) is ∂jΦi(x) where Φ = (Φ1, . . . ,Φm).

Next we state a p-adic analytic inverse function theorem which is essentially given in [25, Lemma
54].

Theorem 56 (Quantitative inverse function theorem: the p-adic case). Suppose r0 ≤ 1, x0 ∈ Znp
and Φ : (x0)r0 → Zmp is an analytic function with the following properties.

(1) There are ci,j ∈ Zp such that

Φ(x) =
∑
i

(ci,1(x− x0)i, . . . , ci,m(x− x0)i),

where (x − x0)i =
∏n

j=1(xj − x0j)
ij for a multi-index i = (i1, . . . , in) and x = (x1, . . . , xn)

and x0 = (x01, . . . , x0n).
(2) σ(dΦ(x0)) ≥ p−k0 for some positive integer k0.

Then for every integer l ≥ k0 + 1 we have

Φ(x0)p−k0−l ⊆ Φ((x0)p−l).
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Proof. See proofs of [25, Lemma 54, Lemma 54’]. �

Now the real case of Theorem 56 will be discussed.

Theorem 57 (Quantitative inverse function theorem: the real case). Suppose r0 ≤ 1, x0 ∈ Rn

and Φ : (x0)r0 → Rm is a C2-function with the following properties.

(1) For every 1 ≤ j, j′ ≤ n and x ∈ (x0)r0, ‖∂j,j′Φ(x)‖ ≤ α.
(2) For some positive number σ0, σ(dΦ(x0)) ≥ σ0.

Then for every 0 < r < max( σ0

2mn
√
α
, r0) we have

Φ(x0)(
σ0
4

)r ⊆ Φ((x0)r).

We start with a linear algebra lemma.

Lemma 58. Suppose v1, . . . ,vn,v
′
1, . . . ,v

′
n ∈ Rm, and let A := [v1 · · ·vn] and A′ := [v′1 · · ·v′n].

Suppose σ0 is a positive number and 0 < ε < σ0/
√
n. Suppose A = K1[D 0n−m]K2 is a singular

value decomposition of A; that means K1 ∈ Om(R), K2 ∈ On(R), and D = diag(s1, . . . , sm) for
some s1 ≥ · · · ≥ sm ≥ 0. If σ(A) ≥ σ0 and ‖vi − v′i‖ < ε for every i, then

σ(A′) ≥ σ(A′L) ≥ σ0 −
√
nε,

where L := K−1
2

[
Im

0n−m

]
.

Proof. Since K1 and K2 are orthogonal,

(248) σ(A′L) = σ(K−1
1 A′L) and σ(A) = σ(K−1

1 AK−1
2 ) = σ(D) = sm.

By the assumption, all the columns of Y := ε−1(A − A′) have length at most 1. As K1 and K2

are orthogonal, all the columns of X := K−1
1 Y L have length at most

√
n. Notice that by the

definition of X, we have K−1
1 A′L = D − εX. By (248), we deduce that σ(D − εX) = σ(A′L),

where D := diag(s1, . . . , sm). Notice that for every w ∈ Rm we have

‖(D − εX)−1w‖ =‖D−1(I − εXD−1)−1w‖ ≤ s−1
m ‖(I − εXD−1)−1w‖

≤σ−1
0

( ∞∑
i=0

(ε
√
nσ−1

0 )i
)
‖w‖ = σ−1

0

1

1− ε
√
nσ−1

0

‖w‖

=
1

σ0 −
√
nε
.(249)

By (249), we deduce that σ(D − εX) ≥ σ0 −
√
nε. and the claim follows. �

Lemma 59. Under the assumptions of Theorem 57, let dΦ(x0) = K1[D 0m,n−m]K2 be a singular
value decomposition; that means K1 ∈ Om(R), K2 ∈ On(R), and D = diag(s1, . . . , sm) for some

s1 ≥ · · · ≥ sm ≥ 0. Let L := K−1
2

[
Im

0n−m

]
. If ‖x − x0‖ ≤ min(r0,

σ0

2n
√
mα

), then the following

holds

σ(dΦ(x)L) ≥ σ0/2.

Proof. By the mean value theorem, for every i, j, and k, there is a point xijk on the segment
connecting x0 to x such that

(250) ∂jΦi(x)− ∂jΦi(x0) =
n∑
k=1

∂k,jΦi(xijk)(xk − x0k).
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By (250), we deduce that for every j the following holds

(251) ‖∂jΦ(x)− ∂jΦ(x0)‖ ≤
√
mnα‖x− x0‖ ≤

√
mnα

σ0

2n
√
mα

=
σ0

2
√
n
.

By Lemma 58 and (251), the claim follows. �

Proof of Theorem 57. By the singular value decomposition of dΦ(x0), there are K1 ∈ Om(R)
and K2 ∈ On(R) and s1 ≥ . . . ≥ sm > 0 such that dΦ(x0) = K1[D 0m,n−m]K2 where D :=
diag(s1, . . . , sm) is the diagonal matrix with diagonal entries s1, . . . , sm. Then sm = σ(dΦ(x0)).

Let L : Rm → Rn, L(v) := K−1
2

(
v

0n−m

)
. Notice that ‖L(v)‖ = ‖v‖ for every v ∈ Rm and L can

be represented by the matrix K−1
2

[
Im

0m,n−m

]
; this matrix is denoted by L. Furthermore for every

v we have

(252) ‖ dΦ(x0)L(v)‖ ≥ σ(dΦ(x0))‖v‖ ≥ σ0‖v‖.

Let

(253) Ψ : 0r0 → Rm,Ψ(v) := Φ(L(v) + x0)− Φ(x0)− dΦ(x0)L(v).

Suppose Ψ = (Ψ1, . . . ,Ψm). By the mean value theorem, for every i, there is vi on the segment
connecting v to 0 such that

(254) Ψi(v)−Ψi(0) = ∇Ψi(vi) · v.

Notice that ∇Ψi(w) is the i-th row of dΨ(w), and by the chain rule, we have

(255) dΨ(w) =
(

dΦ(L(w) + x0)− dΦ(x0)
)
L.

By (251), we have

(256) ‖∂jΦ(L(w) + x0)− ∂jΦ(x0)‖ ≤
√
mnα‖L(w)‖ =

√
mnα‖w‖.

By (254), (255), and (256), the following holds

(257) |Ψi(v)−Ψi(0)| ≤ (
√
n‖v‖)(

√
mnα‖v‖) = n

√
mα‖v‖2.

Inequality given in (257) implies

(258) ‖Ψ(v)−Ψ(0)‖ ≤ mn
√
α‖v‖2.

Since Ψ(0) = 0, by (253), (258), and (252), we obtain

‖Φ(L(v) + x0)− Φ(x0)| ≥‖ dΦ(x0)L(v)‖ −mn
√
α‖v‖2

≥σ0‖v‖ −mn
√
α‖v‖2

≥
(
σ0 −mn

√
α‖v‖

)
‖v‖(259)

By (259), if ‖v‖ ≤ σ0

2mn
√
α

, we obtain

(260) ‖Φ(L(v) + x0)− Φ(x0)‖ ≥ σ0

2
‖v‖.

Let 0 < r < σ0

2mn
√
α

, and for y ∈ Φ(x0)σ0r/4, consider the function

fy : 0r → R, f(v) := ‖Φ(L(v) + x0)− y‖2,
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where 0r is the closed ball of radius r centered at 0. By (260), if ‖v‖ = r, then√
fy(v) ≥‖Φ(L(v) + x0)− Φ(x0)‖ − ‖Φ(x0)− y‖

≥σ0

2
‖v‖ − ‖Φ(x0)− y‖

>
σ0r

2
− σ0r

4
=
σ0r

4
>
√
fy(0).(261)

By (261), the minimum of fy occurs at at a critical point vy ∈ 0r of fy. Knowing that∇fy(vy) = 0,
using the chain rule, we obtain that the following holds

(Φ(L(vy) + x0)− y)T dΦ(L(vy) + x0)L = 0,

where (Φ(L(vy)+x0)−y)T is the row matrix form of the vector Φ(L(vy)+x0)−y. By Lemma 59,
σ(dΦ(L(vy) + x0)L) ≥ σ0/2 > 0. Therefore dΦ(L(vy) + x0)L is injective, which implies that
y = Φ(L(vy) + x0). The claim follows. �

Appendix C. The case of abelian groups

In this appendix we will prove the following.

Theorem 60. The groups Zp and R/Z are not spectrally independent.

We start by a general criterion characterizing when a coupling of the Haar measures on two
compact abelian groups has spectral gap.

Lemma 61. Let G be a compact abelian group, and let µ be a symmetric probability measure on

G. Then µ does not have spectral gap iff there exists γj ∈ Ĝ \ {1} such that γj converges to the
constant function 1 on G, µ-a.e.

Proof. Since G is an abelian group, the spectrum of the convolution operator Tµ consists of µ̂(γ)

for γ ∈ Ĝ. Since µ is a symmetric probability measure µ̂(γ) ∈ [−1, 1] for all γ ∈ Ĝ. Assuming µ

does not have spectral gap, we obtain a sequence {γj}∞j=1 ⊆ Ĝ such that |µ̂(γj)| → 1 and γj’s are
pairwise distinct. We will show that passing to a subsequence, if necessary, we have

(262) γ2
j → 1 µ-a.e.

To see this, write γj = xj + iyj. Indeed, after passing to a subsequence, which we continue to
denote by {γj}, we have ∫

γjdµ =

∫
xjdµ→ ε

where ε = ±1. Since |γj| = 1, we conclude that
∫
|γj − ε| dµ → 0. Thus passing to a further

subsequence, if necessary, we get that γj → ε, µ-a.e.; this implies (262).
For the converse, note that if γj → 1, µ-a.e., then by Lebesgue’s dominant convergence theorem,

we have µ̂(γi)→ 1; hence µ does not have spectral gap. �

Lemma 62. Let (Z, ν), (X1, µ1), and (X2, µ2) be probability spaces. Assume that for i = 1, 2,
fi : (Z, ν) → (Xi, µi) is a measurable map so that fi∗ν = µi. Let δ : Z → X1 × X2 be defined by
δ(z) = (f1(z), f2(z)). Then

(263) µ = δ∗(ν)

is a coupling of µ1 and µ2.
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Proof. For i = 1, 2, denote the canonical projections from X1 × X2 onto Xi by πi. Then since
πi ◦ δ = fi and fi∗ν = µi, we have

(πi)∗µ = (πi)∗ ◦ δ∗(ν) = µi for i = 1, 2,

as we claimed. �

For the rest of this section, put Z = {0, 1, . . . , p − 1}N0 and let ν denote the product measure
of probability counting measure on {0, 1, . . . , p − 1}. We will apply Lemma 62 with (Z, ν) and
(X1, µ1) = (R/Z,mR/Z) and (X2, µ2) = (Zp,mZp).

We will also need the following to define the marginals.

Lemma 63. Let f∞ : Z → R/Z and fp : Z → Zp be defined by

f∞({xi}∞i=0) :=

(
∞∑
i=0

xip
−i−1

)
+ Z, and fp({xi}∞i=0) :=

∞∑
i=0

xip
i.

Then f∞,∗ν = mR/Z and fp,∗ν = mZp.

Proof. First, we observe that f∞ and fp are continuous surjective functions; in particular, they are
measurable functions. We also notice that fp is injective, therefore it is a homeomorphism. As for
f∞, note that f−1

∞ (x+ Z) has one element unless x is of the form j
pk

in which case f−1
∞ (x+ Z) has

two elements. Therefore, there are ν-null subset N1 ⊆ Z and mR/Z-null subset N2 ⊆ R/Z, so that
f∞ : Z \ N1 → (R/Z) \ N2 is a bijective measurable map whose inverse is also measurable.

To prove the lemma for f∞, it suffices to give a generating set U of the Borel σ-algebra of R/Z
such that for every U ∈ U , the sets U \ N2 and f−1

∞ (U \ N2) have the same measure. The proof
for fp is similar. For i ∈ N0 and 0 ≤ j ≤ pi+1 − 1, let

Ui,j :=

(
j

pi+1
,
j + 1

pi+1

)
+ Z.

Notice that U := {Ui,j | i ∈ N0, 0 ≤ j ≤ p− 1} generates the Borel σ-algebra on R/Z, and

f−1
∞ (Ui,j) =

(
{a0} × · · · × {ai} ×

∞∏
k=i+1

{0, . . . , p− 1}

)
\ N1

where j = a0 + a1p+ · · ·+ aip
i and a0, . . . , ai ∈ [0, p− 1]. Therefore, both Ui,j and f−1

∞ (Ui,j) have
measure 1

pi+1 . Altogether, we deduce that f∞ is measure-preserving, which means f∞,∗ν = mR/Z.

The fp case is similar. �

We note that for any permutation σ : N0 → N0, the induced map hσ : Z → Z is a homeomor-
phism which preserves ν. Therefore, combining Lemma 62 and Lemma 63, we have

Corollary 64. Let σ : N0 → N0 be a permutation, and let δσ : Z → R/Z× Zp be

δσ(z) =
(
f∞(z), fp(hσ(z))

)
,

and let µσ = δσ,∗ν. Then µσ is a coupling of mR/Z and mZp. �

Proof of Theorem 60. Let σ : N0 → N0 be the permutation fixing 0 and 1 and inverting each block
{2j, . . . , 2j+1 − 1}. More precisely, all j ≥ 1 and 0 ≤ i ≤ 2j − 1 we have σ(i + 2j) = 2j+1 − i− 1.
Let µ = µσ be as in Corollary 64 applied with this σ. Then µ is a coupling of the probability Haar
measures on R/Z and Zp supported on

(264)
{

(
∑∞

i=0 xip
−(i+1),

∑∞
i=0 yip

i) ∈ R/Z× Zp|xi+2j = y2j+1−i−1, for all j ≥ 1, 0 ≤ i ≤ 2j − 1
}
.

We will use Lemma 61 to show that µ does not have spectral gap, which will finish the proof of
the Theorem as µ is a coupling of the probability Haar measures on R/Z and Zp.
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To apply Lemma 61, we construct a family of characters for R/Z and Zp. Let

e : R→ C×, e(x) := e2πix,

and recall that

R̂/Z = {e∞,n | n ∈ Z},

where e∞,n(x+ Z) := e(nx) — notice that e∞,n is well-defined as e is Z-invariant.
To describe the dual of Zp, we recall that every element x ∈ Qp can be written as a sum of a

rational number rx and a p-adic integer zx. Let

ep : Qp → C×, ep(x) := e(rx),

and notice that ep does not depend on the choice of decomposition x = rx + zx as e is Z-invariant.
Then

Ẑp =
{
ep,r | r = k

pj
, k, j ∈ Z

}
,

where ep,r : Zp → C×, ep,r(x) = ep(rx).
For j ≥ 1, define αj := e∞,p2j , βj := ep,p−2j+1 , and

γj : R/Z× Zp → C×, γj(x, y) := αj(x)/βj(y).

We claim that for µ-a.e. (x, y) we have γj(x, y) → 1. By (264), we have that if (x, y) is in the
support of µ, then there are digits xi, yi ∈ {0, 1, . . . , p − 1} such that x =

∑∞
i=0 xip

−(i+1) and
y =

∑∞
i=0 yip

i+1, where

(265) y2j+1−i−1 = x2j+i for all j ≥ 1 and 0 ≤ i < 2j.

Then for all j

(266)

αj(x) = e∞,p2j (x) = e
( ∞∑
i=0

xip
2j−i−1

)
= e
( ∞∑
i=0

xi+2jp
−(i+1)

)
= e
(2j−1∑
i=0

xi+2jp
−(i+1)

)
+O(p−2j).

Similarly, we have

(267)

βj(y) = ep,p−2j+1 (y) = ep

( ∞∑
i=0

yip
i+1−2j+1

)
= e
(2j+1−1∑

i=0

yip
i+1−2j+1

)
= e
(2j−1∑
i=0

y2j+1−i−1p
−(i+1)

)
+O(p−2j).

Hence, by (265), (266), and (267), we obtain that

|γj(x, y)− 1| = |αj(x)− βj(y)| = O(p−2j).

Therefore by Lemma 61, we deduce that µ, which is a coupling of the probability Haar measures
of R/Z and Zp, does not have spectral gap property. Thus, R/Z and Zp are not spectrally
independent. �
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Appendix D. Commutator of small neighborhoods in compact semisimple Lie
groups.

In [12] it is proved that if G is a perfect connected compact group, then every element of G is a
commutator element. More recently in [5], it is proved that the commutator map

ψ : G×G→ G,ψ(g1, g2) := [g1, g2] = g1g2g
−1
1 g−1

2

is an open function if G is a compact semisimple Lie group. Here we show the following quantitative
version of their result. For the case of unitary groups, this is part of the Solovay-Kitaev algorithm.

Proposition 65. Suppose G is a compact semisimple Lie group. Suppose G ⊆ SO(n), and it is
equipped with the metric induced by the operator norm. Let ψ : G×G→ G,ψ(g1, g2) := [g1, g2] be
the commutator map. Then there is a positive number c′′ := c′′(G) such that for every 0 < ρ1, ρ2 < 1
we have ψ(1ρ1 × 1ρ2) ⊇ 1c′′ρ1ρ2.

Proof. Let g be the Lie algebra of G, and ψ : g × g → g, ψ(x, y) := [x, y]. By [5, Theorem 2.1],
there is a positive number c′′1 such that ψ(01 × 01) ⊇ 0c′′1 . Since ψ is bilinear, for every positive
numbers ρ and ρ′ we have

(268) ψ(0ρ × 0ρ′) ⊇ 0c′′1ρρ′ .

Let φ(t) := et−1
t

. Notice that φ is an analytic function, φ(0) = 1, and |φ(t) − 1| ≤ tet

2
for every

0 < t < 1. We set
ξ : g× g→ g, ξ(x, y) := exp(ad(y))(x)− x,

and we notice that

ξ(x, y) =(exp(ad(y))− id)(x) = ad(y)(φ(ad(y))(x))

=[y, φ(ad(y))(x)] = ψ(y, φ(ad(y))(x)).(269)

For every 0 < ρ �dimG 1, 0 < ρ′ < 1, and y ∈ 0ρ, φ(ad(y))(0ρ′) ⊇ 0ρ′/2. Therefore by (268) and
(269), we obtain

(270) ξ(0ρ × 0ρ′) ⊇ 0 1
2
c′′1ρρ

′

for every 0 < ρ < 1 and 0 < ρ′ �dimG 1. Using the Baker-Campbell-Hausdorff formula, it is
deduced in [5, Proposition 3.1] that there are analytic functions P and Q from a neighborhood O
of (0, 0) ∈ g× g to G such that

(271) P (0, 0) = Q(0, 0) = 1, exp(x+ y) = exp(Ad(P (x, y))(x)) exp(Ad(Q(x, y))(y)),

for every (x, y) ∈ O. By (271), we have

exp(−ξ(x, y)) =[A,B], where(272)

A :=P (x,− exp(ad(y))(x)) exp(x)P (x,− exp(ad(y))(x))−1 and

B :=Q(x,− exp(ad(y))(x)) exp(y)P (x,− exp(ad(y))(x))−1.

For x ∈ 0ρ, we have ‖ − exp(ad(y))(x)‖ = ‖Ad(exp(y))(x)‖ ≤ ρ. Since P and Q are analytic and
P (0, 0) = Q(0, 0) = 1, for 0 < ρ�G 1 and x ∈ 0ρ we have

(273) P := P (x,− exp(ad(y))(x)) ∈ 1C′′ρ and Q := Q(x,− exp(ad(y))(x)) ∈ 1C′′ρ,

for some C ′′ := C ′′(G). By (273), for x ∈ 0ρ and y ∈ 0ρ′ , we have

(274) A ∈ 12ρ and B ∈ 14C′′ρ+2ρ′ .

By (270), (272), and (274), we deduce that the following holds:

[12ρ, 14C′′ρ+2ρ′ ] ⊇ 1 1
4
c′′1ρρ

′ .
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For every 0 < ρ�G 1 and ρ ≤ ρ′′ � 1, we have

[1ρ, 1ρ′ ] ⊇ [12 ρ
8C′′

, 1
4C′′ ρ

8C′′+2 ρ
′

4

] ⊇ 1 c′′1
128C′′ ρρ

′
.

This completes the proof. �
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[1] Yves Benoist and Nicolas de Saxcé. A spectral gap theorem in simple Lie groups. Invent.
Math., 205(2):337–361, 2016.

[2] Jean Bourgain and Alex Gamburd. Uniform expansion bounds for Cayley graphs of SL2(Fp).
Ann. of Math. (2), 167(2):625–642, 2008.

[3] Jean Bourgain, Alex Gamburd, and Peter Sarnak. Affine linear sieve, expanders, and sum-
product. Invent. Math., 179(3):559–644, 2010.
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