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Abstract—It has been shown that the well-known cutset bounds

can be achieved for deterministic wireless networks by perform-

ing random coding at each intermediate node. The complexity

and forwarding overhead of random coding scheme prohibits

its application in practice. Recently, a practical low complexity

alternative, rotational coding scheme, was proposed in [1] where

it was proved that the rotational coding can achieve the capacity

of the layered deterministic wireless networks. In this paper, we

extend the result and prove that the rotational coding is in fact

capacity achieving for a general acyclic network. Our result adds

to the practical property of rotational coding scheme and makes

it desirable for communication networks with arbitrary topology

as long as there is no directional cycle in the network.

I. INTRODUCTION

There have been many recent works focusing on finding effi-
cient strategies and coding schemes to achieve high throughput
in a wireless network. Recent capacity results have shown
coding schemes that can achieve the maximum throughput
for a single multicast session in a wireless network [2]–[4].
The results are obtained for a simplified wireless network
model, the deterministic channel model, where the effect of
the noise is de-emphasized but the interference that is the
main challenge in wireless network coding has been fully
considered. The coding complexity and overhead of forward
signaling prohibits these results to be employed in practice.
In [1], a novel coding scheme (rotational coding) for layered
network is proposed that has considerably lower complexity
and overhead and can be implemented in practical systems. In
this paper, we prove that rotational coding can be employed
for any acyclic network topology and it is in fact capacity
achieving.

Network coding has been an important research are in
network information theory in the last decade. This was
motivated by the need for more reliable and high throughput
communication systems. The research on network coding
has focused on improving throughput, energy consumption,
delay, robustness, and some other performance metrics of
communication networks. New research on network coding
was also triggered by the seminal paper by Ahlswede et al.
[5] in which it was proved that the maximum flow capacity
of a single multicast session can be achieved using network
coding in wired networks with directional links. Later, [6] and
[7] show constructively that the linear (random) network codes

can achieve the minimum cutset bound of a single multicast
session in wired networks.

Recently, a deterministic approach to study wireless net-
works was introduced in [2]. This model incorporates both
broadcast and interference challenges in the wireless network.
However, by removing the randomness, this model makes the
challenging problem of network coding for wireless network
analytically tractable. For example, the problem of maximum
flow capacity of a single multicast session in wireless networks
was studied in [3] where it was shown that similar to the results
for wired networks [5], the minimum cutset bound can be
achieved. In [3], [4], a random linear network coding scheme is
proposed to show the achievability of the cutset upper bound.

In this paper, we study the maximum throughput of network
coding schemes for a single multicast session in general
acyclic wireless networks. We adapt the deterministic channel
model [2] for modeling the wireless channel. We also use the
rotational coding scheme proposed in [1] for layered networks
and modify it to be able to handle general acyclic network
topology. We prove the optimality of rotational coding scheme
for acyclic networks in a sense that it achieves the cutset
bounds for the network.

This paper is organized as follows. In Section II, we describe
the network model and notations. In Section III we briefly
describe the rotational network coding scheme. In Section IV,
we provide our main result that rotational coding scheme can
achieve the capacity in acyclic networks. Finally, we conclude
the paper in Section V.

II. NETWORK MODEL AND NOTATIONS

We consider a wireless network as a directed graph where
each node can transmit the same message on all its outgoing
links and receives the superposition of the signals arriving on
the incoming links. We adopt the deterministic model in [2],
[3] to model the gain of the links and how the superposition is
performed. Notice that in this model the nodes are full-duplex,
i.e., they can simultaneously transmit and receive data. Thus,
from the standpoint of achieving the capacity, there is no need
for scheduling the transmissions at the network nodes.

We assume that the network contains 1 + N nodes, where
one of them is the source of a multicast session and the rest
of the nodes are relay nodes or terminals (destinations) of the
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session. We use a universal index k for every node Φk where
k = 0, 1, . . . , N .

A. Deterministic Channel Model

In this channel model, the output signal from node Φk

at time-slot t is considered as a column vector y
k
t =

[yk
t,1, y

k
t,2, . . . , y

k
t,q]tr of size q, where each element is a value

in Galois Field F(pn) for some prime number p and positive
integer n. Here tr is used to denote the matrix transpose
operation. Each link from the node Φi to Φk in the network
is denoted by its transfer function G

k
i which is a q× q matrix

with the entries in F(pn). The output of this link is equal to
G

k
i y

i
t. The received vector or input at the node Φk is a column

vector x
k
t = [xk

t,1, x
k
t,2, . . . , x

k
t,q]tr which is the superposition

of the outputs of the links arriving at node Φk defined on
component-by-component basis, i.e.,

x
k
t =

n�

i=0

G
k
i y

i
t (1)

where G
k
i is the transfer function when there is an outgoing

link from Φi to Φk, otherwise it is set to a q × q matrix 0

whose elements are all zeros.
If we stack together the received vectors at multiple nodes

Φk, k ∈ B = {j1, . . . , jb}, assuming they are characterized
by the output at the nodes Φk, k ∈ A = {i1, . . . , ia} (i.e. all
incoming links of B originated in A), then the transfer function
is given by
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(2)

The above notation of G
B
A will be used later in several places.

B. Time-Frame Operations for Linear Network Coding

Schemes

In the proposed coding schemes in this paper, we assume
that each node performs a linear operation over a time-frame
of T time-slots, i.e., after receiving T vectors x

k
t , t = mT +

1, . . . ,mT + T at time-frame m, the node Φk linearly maps
qT received symbols by a matrix F

k
m of size qT × qT to

find qT new symbols which become the outgoing symbols.
Then, these symbols are put into T column vectors y

k
t , t =

(m+1)T +1, . . . , (m+1)T +T that will be transmitted in the
next T time-frames. The linear operation can be formulated

as follows:




yk
(m+1)T+1,1

...
yk
(m+1)T+T,1

yk
(m+1)T+1,2

...
yk
(m+1)T+T,2

...
yk
(m+1)T+T,q





= F
k
m





xk
mT+1,1

...
xk

mT+T,1

xk
mT+1,2

...
xk

mT+T,2
...

xk
mT+T,q





(3)

Please note the order of indices in (3); this order will be used
later in Section III to describe our coding scheme. We denote
the above vectors corresponding to outgoing symbols at time-
frame m + 1 and incoming symbols at time m of node k by
Y

k
(m+1) and X

k
m respectively.

Let HB
A = G

B
A⊗I where ⊗ is the Kronecker matrix product

and I is a T × T identity matrix. Hence,

X
k
m =

n�

i=0

H
k
i Y

i
m (4)

C. Notations of Layered Network Model

In this subsection, we assume that the wireless network is
layered, i.e., the nodes are divided into L + 1 layers namely
layer 0, 1, . . ., L such that the input for any node in layer
l + 1 depends on the output of the nodes in layer l and the
transfer function of the links from the nodes in layer l to the
nodes in layer l + 1. There exists exactly one node in layer 0
which is the source node of the single multicast session.

For the layered networks, we can set matrices F
k
m based

on only the node index number k (independent from time-
frame number m). The structure of layered network implies
that at time-frame m + l the nodes of layer l receive a linear
combinations of symbols which have been sent by the source
at time-frame m. In other words, the symbols which are sent
at different time-frames are not mixed at any node.

Since every node performs a linear transformation there will
be a linear mapping between the sent symbols from the source
(Φ0) and received symbols by an arbitrary node. We denote
this linear transformation that maps input symbols of Φ0 to
an arbitrary node Φi in layer l by Si. Hence,

X
i
m+l = SiX

0
m (5)

for all time-frames m.
Assume that the source selects its input vector from a

vector space V0 = F(pn)qT . For an arbitrary set of nodes
A = {i1, i2, . . . , ia} in layer l, we define Null(A) as the
subspace of F(pn)qT which is mapped to 0 in all nodes of
A. In other words,

Null(A) = {X ∈ F(pn)qT : ∀k ∈ A, SkX = 0} (6)

We also define VA to a subspace of F(pn)qT with maxi-
mal size that is complementary with subspace Null(A) (i.e.
Null(A) ∩ VA = 0 and dim(Null(A)) + dim(VA) = qT ). We
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call VA a decodable space by the set A. From the definitions,
it is straightforward to show that given the received vectors
of the nodes of A we can uniquely determine which vector in
VA is sent by the source l time-frames earlier.

We denote the set theoretic difference of two sets A and B,
also called the relative difference of A from B by A \ B =
A ∩ Bc. We define a similar operator \̌ on vector spaces. For
two arbitrary vector spaces VA and VB defined on F(pn), U =
VA\̌VB which is defined as a subspace of VA with maximum
size that is disjoint to VB, (i.e. U∩VB = 0 and dim(U+VB) =
dim(U) + dim(VB)). The same operator may be applied to
any two matrices, say, G1 and G2, as G1\̌G2 to denote the
extended quotient space between the two vector spaces formed
by the span of the row vectors of G1 and G2.

Here we must state that the usual vector space subtraction
operation is defined only for inner-product vectors spaces,
that defines U = VA \ VB to be the largest subspace of VA
orthogonal to VA ∩ VB. This definition has been used in our
earlier [1], [4], while [F(pn)]qT is not an inner-product vector
space over finite field F(pn). Fortunately, if we replace \̌ by
the usual subspace subtraction in [1], then all mathematical
arguments and results will be still valid. Therefore, we can
technically use results of [1] in this paper.

D. Structure of Code-block for coding in Acyclic Networks

In a layered wireless network, the nodes are divided into
L + 1 layers namely layer 0, 1, . . ., L such that the input at
any node in layer l + 1 depends on the output of the nodes in
layer l and the transfer function of the links from the nodes
in layer l to the nodes in layer l + 1. Thus, we can set the
encoding matrices F

k
m based on only the node index number

k (independent from time-frame number m). The structure of
a layered network implies that at time-frame m + l the nodes
of layer l receive a linear combinations of symbols which have
been sent by the source at time-frame m. In other words,
the symbols which are sent at different time-frames are not
mixed at any node. However, this is not generally true for
acyclic networks. Therefore, we cannot consider the coding
scheme as a linear mapping of the symbols which have been
sent one time-frame before. Instead, we introduce a code-block
structure for handling this issue and reusing the prior result for
layered networks [1]. We denote K consecutive time-frames
as a code-block, where K is a large number.

Assume that L is the length of the longest path in the
network that starts from the source of the single multicast
session. In our coding schemes for acyclic networks, we set the
symbols of the last L time-frames of every block equal to zero.
Then, it will be straightforward to show that the information
symbols which are sent at different blocks will not be mixed
at any node. Arguments similar to that for layered-networks
can be made about the definitions of decodable space with the
difference that we use code-blocks instead of time-frames.

III. DESCRIPTION OF ROTATIONAL CODING SCHEME

In this section, we briefly review the rotational coding
scheme and its properties. The encoding procedure at node

Φk depends on the amount of rotations that are referred to
as keys. It is important to choose the keys such that the
interaction between different nodes leads to maximization of
the dimension of the decodable space for any subset of nodes.

A. Rotational Coding Scheme for Layered Networks

We define key fi,j,k,m in acyclic networks to be an integer
associated with the jth element of the received vector and
the ith element of the transmitted vector by node Φk at mth

time-frame of a code-block. Thus each node has q2 keys. The
coding at node Φk is performed as follows. Let the rotation of
a vector, say x̃

k
j , by the integer value s be defined as x̃

k
j {s} =

[xk
s+1,j , x

k
s+2,j , . . . , x

k
T,j , x

k
1,j , x

k
2,j , . . . , x

k
s,j , ]tr. Using the set

of keys fi,j,k,m, the vector ỹ
k
i is obtained as:

ỹ
k
i =

q�

j=1

x̃
k
j {fi,j,k,m} (7)

The linear operation matrix F
k
m of node Φk can be obtained

from (7) as
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k
1

ỹ
k
2
...

ỹ
k
q




=





I{f1,1,k,m} I{f1,2,k,m} . . . I{f1,q,k,m}
I{f2,1,k,m} I{f2,2,k,m} . . . I{f2,q,k,m}

...
...

I{fq,1,k,m} I{fq,2,k,m} . . . I{fq,q,k,m}





·





x̃
k
1

x̃
k
2
...

x̃
k
q




= F

k
m





x̃
k
1

x̃
k
2
...

x̃
k
q




(8)

where I{f.,.,.,.} denotes the rotation of rows of the matrix I

by the amount f.,.,.,..
One proper choice of the keys is as follows. Enumerate all

possible choices of the keys and assign each pair (i, j, k,m)
a unique number ei,j,k,m between 1 and q2(N + 1)K. Define
fi,j,k,m = (q + 1)ei,j,k,m where ei,j,k,m is a unique natural
number for i, j = 1, 2, . . . , q and k = 1, 2, . . . , N , and m =
1, 2, . . . , K. The keys for the nodes based on rotational coding
scheme at each node transform the received frame of size T
to the output frame. It can be verified that for any two disjoint
subset of (i, j, k,m) ∈ Ξ1 and (i, j, k,m) ∈ Ξ2, we have

�

(i,j,k,m)∈Ξ1

αi,j,k,m · fi,j,k,m �=
�

(i,j,k,m)∈Ξ2

αi,j,k,m · fi,j,k,m

(9)
where α(., ., ., .) ∈ {1, 2, . . . , q}. We choose T very large
compare to the values of fi,j,k,m.

IV. ROTATIONAL CODING SCHEME FOR ACYCLIC
NETWORKS

In this section, we explain how to use the rotational coding
scheme to achieve the minimum cutset bound in acyclic
networks, i.e., the rate of information that can be sent from
the source to any arbitrary destination is (almost) equal to the
minimum cutset bound between the source and the destination.
Note that by ‘almost’ we mean that the rate can be achieved
in the limit of large codeword size T ; for finite T there would
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be a negligible loss in the rate in comparison to the cutset
bound.

We denote the set of cutsets between the source and a
terminal node ki by Λki = {Ω : Ω ⊂ {0, 1, . . . , N}, 0 ∈
Ω, N ∈ Ωc} and define the minimum cutset rank between the
source and the destination as

rmin = min
ki∈terminals

min
Ω∈Λki

{|GΩc

Ω |} (10)

If the multicast session contains more than one terminal, then
we define rmin as the minimum value among the minimum
cutset ranks of different terminals. The following result was
proved in [1] that for the layered network the cutset bound
can be achieved in the limit of large T .

Theorem 1 (Achievability Theorem in Layered Networks [1]):

Assume a single multicast session in a layered

wireless network and define rmin as (10). The rate of

R = n log2(p)rmin(1 − o(T )/T ) can be achieved using

rotational coding scheme. Clearly, the achievable rate

becomes equal to the minimum cutset bound of the multicast

session as T →∞.

We are extending this result and show that the minimum
cutset bound can be achieved for any acyclic network. We
have the following Theorem.

Theorem 2 (Achievability Theorem in Acyclic Networks):

Assume a single multicast session in a acyclic

wireless network and define rmin as (10). The rate of

R = n log2(p)[(K − L)rminT − qT − o(T )]/(KT ) can be

achieved using the rotational coding scheme with proper

key setting algorithm defined in Section III. Clearly, the

achievable rate is equal to the minimum cutset bound of the

multicast session when K, T →∞.

Proof of Theorem 2: Denote Φk as an arbitrary destination in
the network. We unfold the network graph over the K time-
frames to demonstrate the information flow in a block. We first
claim that the minimum cutset size in the unfolded graph is at
least rblock

min ≥ (K − L)rminT − qT . If we apply Theorem 1
for the unfolded graph which is a layered network, then we
can conclude that the linear mapping which maps inputs of Φ0

to inputs of Φk has rank of rblock
min . Therefore, the destination

can decode information sent by the source at rate of R =
(K−L)rminT−qT−o(T )

KT ·n log2(p). Clearly, R → n log2(p)·rmin

as K, T →∞.
For proving the claim, we consider a cutset of the un-

folded graph. For example please see Figure 1. Since frames
m = K − L + 1, . . . , K are not used by the source for
sending information, we only consider the part of cutset which
is located between m = 1, . . . , K −L. Note that the cutset of
the unfolded graph consists of K − L cutsets over different
frames which separate the source from the destination in all
frames. In other words, the cutset in the unfolded graph can be
written as (Ω1, . . . , ΩK−L) where Ωm is an arbitrary subset
of nodes which includes the source. Now we have

Fig. 1. The unfolded network graph is over time-frames of a block. The
arrows represent the transmissions at different time-frames. The dotted line
show an arbitrary cutset in the unfolded graph which separates the source
(Φ0) from a terminal. Ωm is the set of nodes which belong to the top area
of the dotted line at time-frame m.

rblock
min ≥

K−L−1�

m=1

|H(Ωm+1)
c

Ωm
|

= |H(Ω1)
c

ΩK−L
|− |H(Ω1)

c

ΩK−L
| +

K−L−1�

m=1

|H(Ωm+1)
c

Ωm
|

≥ |H(Ω1)
c

ΩK−L
|− qT +

K−L−1�

m=1

|H(Ωm+1)
c

Ωm
|

(a)
≥ −qT +

K−L�

i=1

|H[Ωc
1,...,Ωc

K−L]K−L−i+1

[Ω1,...,ΩK−L]i
|

= −qT +
K−L�

i=1

|H([Ω1,...,ΩK−L]i)
c

[Ω1,...,ΩK−L]i
|

≥ (K − L)rminT − qT (11)

In above formulas |.| is used to represent the matrix rank.
The latter inequality (a) is obtained by applying Lemma 1
explained in the following.

Here, two notes are in order. First, the loss due to the
acyclic nature of the network is exactly L/K. Therefore, if the
maximum length of the path from source to any destination,
i.e., L, is known, then by controlling the number of codewords
in the code block, i.e., K, we can precisely control the loss
in performance. The factor (K − L)/L comes from the fact
that in the last L blocks the source has to be quiet and cannot
send new information. This can be interpreted as flushing out
the information from the nodes in the network and getting
prepared for transmission of the next code block.

It is obvious that the proof of Theorem 2 is mainly based
on Lemma 1. For proving the Lemma, we generalizing the
statement by arguing about two linear transformations of
two arbitrary subsets of a given vector space under certain
condition in the following lemma and corollaries.

Lemma 1: Let A,B, C,D be four subsets of the nodes in

the network. Then,

|GB
A| + |GD

C | ≥ |GB∪D
A∩C | + |GB∩D

A∪C |

24



This property can be generalized as follows. Let

{Ω1,Ω2, . . . , Ωl} and {Θ1, Θ2, . . . , Θl} be two sets where

each of them contain l subsets of the nodes in the network.

Then,
l�

i=1

|GΘi
Ωi
| ≥

l�

i=1

|G[Θ1,...,Θl]l−i+1
[Ω1,...,Ωl]i

| (12)

Lemma 2: Let V be a vector space, W1 and W2 two

subspaces of V . Furthermore let G1 and G2 be two linear

transformations from V to V such that:

1- G := G1G2 = G2G1.

2- kerG1 ∩ kerG2 = {0}.
Then we have

dim(G1(W1)) + dim(G2(W2)) ≥ dim(W1 ∩W2) +
dim(G(W1 + W2))

Proof of Lemma 2: On the one hand, we know that

dim(Gi(Wi)) = dim(Wi)− dim(Wi ∩ kerGi)

for i = 1, 2, and similarly

dim(G(W1+W2)) = dim(W1+W2)−dim((W1+W2)∩kerG)

On the other hand, we have

dim(W1 + W2) = dim(W1) + dim(W2)− dim(W1 ∩W2)

Altogether we have to prove the following inequality:

dim((W1 + W2) ∩ kerG) ≥ dim(W1 ∩ kerG1) +
dim(W2 ∩ kerG2)

To show this inequality, it is enough to notice that

kerG1 + kerG2 ⊆ kerG

because G1G2 = G2G1,

dim(W1 ∩ kerG1) + dim(W2 ∩ kerG2)
= dim((W1 + kerG1) + (W2 + kerG2))

because kerG1 ∩ kerG2 = {0}, and

(W1+kerG1)+(W2+kerG2) ⊆ (W1+W2)∩(kerG1+kerG2).

Corollary 1: Let F be a field, V �
a vector space over F,

T : V � → V = Fm
a linear transformation, G1 the projection

onto the first k1 components, and G2 the projection onto the

last k2 components, where k1 + k2 ≥ m. Furthermore let V1

and V2 be two subspaces of V �
and G the projection onto the

“middle” k1 + k2 −m components. Then we have

dimG1(T(V1)) + dimG2(T(V2)) ≥ dimT(V1 ∩ V2) +
dimG(T(V1 + V2))

Proof of Corollary 1: It is a direct consequence of Lemma 2,
for Wi = T(Vi). (Notice that dimT(V1) ∩ T(V2) ≥
dimT(V1 ∩ V2).)

Corollary 2: Let F be a field, T : Fn → Fm
be a linear

transformation. Then

dimG1(T(Fl1 ⊕ {0}n−l1)) + dimG2(T({0}n−l2 ⊕ Fl2))

is at least

dimT({0}n−l2 ⊕ Fl1+l2−n ⊕ {0}n−l1) + dimG(T(Fn)),

where l1 + l2 ≥ n, G1, G2, and G are as in Corollary 1.

Proof of Lemma 1: We can prove the lemma by setting A =
{1, · · · , l1} and C = {n−l2+1, · · · , n} for the domain space
and B = {1, · · · , k1} and D = {m− k2 + 1, · · · ,m} for the
co-domain space in Corollary .

The second part of the lemma can be proved easily by
induction on the number of sets (l) and using the first part.

V. CONCLUSION

In this paper, we considered a network coding scheme
called rotational coding for wireless networks modeled by
deterministic channel model [2], [3]. We proved that this
coding scheme can achieve the minimum cutset bound for
a single multicast session in acyclic wireless networks. Our
result extends the current capacity achieving property of the
rotational coding scheme for the layered networks to general
acyclic networks.
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