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1. 2nd order differential operators

Notations 1.1. Let Ω be a precompact open subset of Rd, Aij = Aji, Ai, A0 ∈
BC∞(Ω) for i, j = 1, . . . , d,

p(x, ξ) := −
dX

i,j=1

Aijξiξj +
dX
i=1

Aiξi +A0

and

L = p(x, ∂) = −
dX

i,j=1

Aij∂i∂j +
dX
i=1

Ai∂i +A0.

We also let

L† = −
dX

i,j=1

∂i∂jMAij −
dX
i=1

∂iMAi +A0.

Remark 1.2. The operators L and L† have the following properties.
(1) The operator L† is the formal adjoint of L, i.e.

(Lu, v) = (u,L†v) for all u, v ∈ D(Ω) = C∞c (Ω).

(2) We may view L as an operator on D0(Ω) via the formula u ∈ D0(Ω)→ Lu ∈
D0(Ω) where

hLu, φi := hu,L†φi for all φ ∈ C∞c (Ω) .

(3) The restriction of L to Hk+2(Ω) gives a bounded linear transformation

L : Hk+2(Ω)→ Hk(Ω) for k ∈ N0.
Indeed, L may be written as

L = −
dX

i,j=1

MAij∂i∂j +
dX
i=1

MAi∂i +MA0 .

Now ∂i : H
k(Ω) → Hk+1(Ω) is bounded and Mψ : H

k(Ω) → Hk(Ω) is
bounded where ψ ∈ BC∞(Ω). Therefore, for k ∈ N0, L : Hk+2(Ω) →
Hk(Ω) is bounded.

Definition 1.3. For u ∈ D0(Ω), let

kukH−1(Ω) := sup
06=φ∈D(Ω)

|hu, φi|
kφkH1

0 (Ω)

and
H−1(Ω) :=

©
u ∈ D0(Ω) : kukH−1(Ω) <∞

ª
.

Example 1.4. Let Ω = Rd and S ⊂ Ω be the unit sphere in Rd. Then define
σ ∈ D0 (Ω) by

hσ, φi :=
Z
S

φdσ.

Let us shows that σ ∈ H−1 (Ω) . For this let T : H1(Ω) → L2(S, dσ) denote the
trace operator, i.e. the unique bounded linear operator such that Tφ = φ|S for all
φ ∈ C∞c

¡
Rd
¢
. Since T is bounded,

|hσ, φi| ≤ σ (S)
1/2 kTφkL2(S) ≤ σ (S)

1/2 kTkL(H1(Ω),L2(S)) kφkH−1(Ω) .
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This shows σ ∈ H−1 (Ω) and kσkH−1(Ω) ≤ σ (S)
1/2 kTkL(H1(Ω),L2(S)) .

Lemma 1.5. Suppose Ω is an open subset of Rd such that Ω̄ is a manifold with
C0 — boundary and Ω = Ω̄o, then the map u ∈ £H1

0 (Ω)
¤∗ → u|D(Ω) ∈ H−1(Ω) is a

unitary map of Hilbert spaces.

Proof. By definition C∞c (Ω) is dense in H1
0 (Ω) , and hence it follows that the

map u ∈ £H1
0 (Ω)

¤∗ → u|D(Ω) ∈ H−1(Ω) is isometric. If u ∈ H−1(Ω), it has a unique

extension to H1
0 (Ω) = C∞c (Ω)

H1(Ω)
and this provides the inverse map.

If we identify L2(Ω) = H0(Ω) with elements of D0(Ω) via u→ (u, ·)L2(Ω), then
D0(Ω) ⊃ H−1(Ω) ⊃ H0(Ω) = L2(Ω) ⊃ H1(Ω) ⊃ H2(Ω) ⊃ . . .

Proposition 1.6. The following mapping properties hold:
(1) If χ ∈ BC1(Ω). Then Mχ : H

−1(Ω)→ H−1(Ω) is a bounded operator.
(2) If V =

Pd
i=1MAi∂i + MA0 with Ai, A0 ∈ BC1(Ω̄), then V : L2(Ω) →

H−1(Ω) is a bounded operator.
(3) The map L : D0(Ω) → D0(Ω) restricts to a bounded linear map from

H1(Ω) to H−1(Ω). Also

Proof. Let us begin by showingMχ : H
1
0 (Ω)→ H1

0 (Ω) is a bounded linear map.
In order to do this choose χn ∈ C∞c

¡
Rd
¢
such that χn → χ in BC1(Ω). Then for

φ ∈ C∞c (Ω) , χnφ ∈ C∞c (Ω) ⊂ H1
0 (Ω) and there is a constant K <∞ such that

kχnφk2H1
0 (Ω)
≤ K kχnkBC1(Ω) kφk2H1

0 (Ω)
.

By density this estimate holds for all φ ∈ H1
0 (Ω) and by replacing χn by χn − χm

we also learn that

k(χn − χm)φk2H1
0 (Ω)
≤ K kχn − χmkBC1(Ω) kφk2H1

0 (Ω)
→ 0 as m,n→∞.

By completeness of H1
0 (Ω) it follows that χφ ∈ H1

0 (Ω) for all φ ∈ H1
0 (Ω) and

kχnφk2H1
0 (Ω)
≤ K kχkBC1(Ω) kφk2H1

0 (Ω)
.

(1) If u ∈ H−1 (Ω) and φ ∈ H1
0 (Ω), then by definition, hMχu, φi = hu, χφi and

therefore,

|hMχu, φi| = |hu, χφi| ≤ kukH−1(Ω)kχφkH1
0 (Ω)
≤ K kχkBC1(Ω) kukH−1(Ω)kφkH1

0 (Ω)

which implies Mχu ∈ H−1 (Ω) and

kMχukH−1(Ω) ≤ K kχkBC1(Ω) kukH−1(Ω).
(2) For u ∈ L2 (Ω) and φ ∈ C∞c (Ω)

|h∂iu, φi| = |hu, ∂iφi| ≤ kukL2(Ω) · k∂iφkL2(Ω) ≤ kukL2(Ω) kφkH1
0 (Ω)

and therefore k∂iukH−1(Ω) ≤ kukL2(Ω) . For general V =
Pd

i=1MAi∂i +

MA0 , we have

kAukH−1(Ω) ≤
dX
i=1

K kAikBC1(Ω) k∂iukH−1(Ω) + kA0k∞ kukL2(Ω)

≤
"

dX
i=1

K kAikBC1(Ω) + kA0k∞
#
kukL2(Ω) .
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(3) Since V : H1(Ω) → L2(Ω) and i : L2(Ω) /→ H−1(Ω) are both bounded
maps, to prove L = −Pd

i,j=1MAij∂i∂j + V is bounded from H1(Ω) →
H−1(Ω) it suffices to show MAij∂i∂j : H

1(Ω) → H−1(Ω) is a bounded.
But MAij∂i∂j : H

1(Ω)→ H−1(Ω) is bounded since it is the composition of
the following bounded maps:

H1(Ω)
∂j→ L2(Ω)

∂i→ H−1(Ω)
MAij→ H−1(Ω).

Lemma 1.7. Suppose χ ∈ BC∞(Ω) then
(1) [L,Mχ] = V is a first order differential operator acting on D0(Ω) which

necessarily satisfies V : Hk(Ω)→ Hk−1(Ω) for k = 0, 1, 2, . . . etc.
(2) If u ∈ Hk(Ω), then

[L,Mχ]u ∈ Hk−1(Ω) for k = 0, 1, 2, . . .

and
k[L,Mχ]ukHk−1(Ω) ≤ Ck(χ)kukHk(Ω).

Proof. On smooth functions u ∈ C∞ (Ω) ,

L (χu) = χLu− 2
dX

i,j=1

Aij∂iχ · ∂ju+
 dX

i=1

Ai∂iχ−
dX

i,j=1

Aij∂i∂jχ

 · u
and therefore

[L,Mχ]u = −2
dX

i,j=1

Aij∂iχ · ∂ju+
 dX

i=1

Ai∂iχ−
dX

i,j=1

Aij∂i∂jχ

 · u =: V u.
Similarly,

L† (χu) = −
dX

i,j=1

∂i∂j [χAiju]−
dX
i=1

∂i(χAiu) +A0χu

= χL†u− 2
dX

i,j=1

∂iχ · ∂j [Aiju]−
dX
i=1

Ai∂iχ · u−
 dX
i,j=1

Aij∂i∂jχ

u.(1.1)

Noting that

V †u = 2
dX

i,j=1

∂j [∂iχ ·Aiju] +

 dX
i=1

Ai∂iχ−
dX

i,j=1

Aij∂i∂jχ

 · u
= 2

dX
i,j=1

∂iχ · ∂j [Aiju] +

 dX
i=1

Ai∂iχ+
dX

i,j=1

Aij∂i∂jχ

 · u,
Eq. (1.1) may be written as

[L†,Mχ] = −V †.
Now suppose k = 0, then in this case for φ ∈ D (Ω) ,

|h[L,Mχ]u, φi| =
¯̄hu, [Mχ, L

†]φi¯̄ = ¯̄hu, V †φi¯̄
≤ kukL2(Ω)kV †φkL2(Ω) ≤ CkukL2(Ω)kφkH1

0 (Ω)
.
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This implies k[L,Mχ]ukH−1(Ω) ≤ CkukL2 and in particular [L,Mχ]u ∈ H−1(Ω).
For k > 0, [L,Mχ]u = V u with V as above and therefore by Proposition26.6, there
exists C <∞ such that kV ukHk−1(Ω) ≤ C kukHk(Ω) .

Definition 1.8. The operator L is uniformly elliptic on Ω if there exists � > 0
such that (Aij(x)) ≥ �I for all x ∈ Ω, i.e. Aij(x)ξiξj ≥ � |ξ|2 for all x ∈ Ω and
ξ ∈ Rd.
Suppose now that L is uniformly elliptic. Let us outline the results to be proved

below.

1.1. Outline of future results.
(1) We consider L with Dirichlet boundary conditions meaning we will view L

as a mapping from H1
0 (Ω)→ H−1(Ω) =

£
H1
0 (Ω)

¤∗
. Proposition 2.13 below

states there exists C = C(L) < ∞ such that (L + C) : H1
0 (Ω) → H−1(Ω)

is an isomorphism of Hilbert spaces. The proof uses the Dirichlet form

E(u, v) := hLu, vi for u, v ∈ H1
0 (Ω).

Notice for v ∈ D(Ω) and u ∈ H1
0 (Ω),

E(u, v) = hLu, vi = hu,L†vi
=

Z
Ω

u (−∂i∂j(Aijv)− ∂i (Aiv) +A0v) dm

=

Z
Ω

[∂iu · ∂j(Aijv)− u∂i (Aiv) + uA0v] dm

=

Z
Ω

[Aij∂iu · ∂jv + (Ai + ∂jAij) ∂iu · v +A0uv] dm.

Since the last expression is continuous for (u, v) ∈ H1
0 (Ω)×H1

0 (Ω), we have
shown

E(u, v) =
Z
Ω

[Aij∂iu · ∂jv + (Ai + ∂jAij) ∂iu · v +A0uv] dm

for all u, v ∈ H1
0 (Ω).

(2) To implement other boundary conditions, we will need to consider L acting
on subspaces of H2(Ω) which are determined by the boundary conditions.
Rather than describe the general case here, let us consider an example where
L = −∆ and the boundary condition is ∂u

∂n = ρu on ∂Ω where ∂nu = ∇u ·n,
n is the outward normal on ∂Ω and ρ : ∂Ω → R is a smooth function. In
this case, let

D :=

½
u ∈ H2(Ω) :

∂u

∂n
= ρu on ∂Ω

¾
.

We will eventually see that D is a dense subspace of H1(Ω). For u ∈ D and
v ∈ H1 (Ω) ,

(−∆u, v) =
Z
Ω

∇u ·∇v dm−
Z
∂Ω

v∂nu dσ

=

Z
Ω

∇u ·∇v dm−
Z
∂Ω

ρuv dσ =: E(u, v).(1.2)
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The latter expression extends by continuity to all u ∈ H1(Ω). Given E as in
Eq. (1.2) let −∆E : H1 (Ω)→ £

H1(Ω)
¤∗
be defined by −∆Eu := E(u, ·) so

that −∆Eu is an extension of −∆u as a linear functional on H1
0 (Ω) to one

on H1(Ω) ⊃ H1
0 (Ω). It will be shown below that there exists C < ∞ such

that (−∆E +C) : H1(Ω)→ £
H1(Ω)

¤∗
is an isomorphism of Hilbert spaces.

(3) The Dirichlet form E in Eq. (1.2) may be rewritten in a way as to avoid the
surface integral term. To do this, extend the normal vector field n along
∂Ω to a smooth vector field on Ω̄. Then by integration by parts,Z

∂Ω

ρuv dσ =

Z
∂Ω

n2i ρuv dσ =

Z
Ω

∂i [niρuv] dm

=

·Z
Ω

∇ · (ρn) uv + ρni∂iu · v + ρniu · ∂iv
¸
dm.

In this way we see that the Dirichlet form E in Eq. (1.2) may be written as

(1.3) E(u, v) =
Z
Ω

[∇u ·∇v + ai0∂iu · v + a0iu∂iv + a00uv] dm

with a00 = ∇ · (ρn) , ai0 = ρni = a0i. This should motivate the next section
where we consider generalizations of the form E in Eq. (1.3).

2. Dirichlet Forms

In this section Ω will be an open subset of Rd.

2.1. Basics.

Notation 2.1 (Dirichlet Forms). For α, β ∈ Nd0 with |α| , |β| ≤ 1, suppose aα,β ∈
BC∞

¡
Ω̄
¢
and ρ ∈ BC∞

¡
Ω̄
¢
with ρ > 0, let

(2.1) E(u, v) =
X

|α|,|β|≤1

Z
Ω

aαβ∂
αu · ∂βv dµ

where dµ := ρdm. We will also write (u, v) :=
R
Ω
uv dµ and L2 for L2(Ω, µ). In the

sequel we will often write ai,β for aei,β, aα,j for aα,ej and aij for aei,ej .

Proposition 2.2. Let E be as in Notation 2.1 then
|E(u, v)| ≤ CkukH1kvkH1 for all u, v ∈ H1

where C is a constant depending on d and upper bounds for
n
kaαβkBC(Ω̄) : |α| , |β| ≤ 1

o
.

Proof. To simplify notation in the proof, let k·k denote the L2(Ω, µ) — norm.
Then

|E(u, v)| ≤ C
X
ij

{k∂iuk k∂jvk+ k∂iuk kvk+ kuk k∂ivk+ kuk kvk}

≤ CkukH1 · kvkH1 .

Notation 2.3. Let E be a Dirichlet form as in Proposition 2.2, then we define
bounded linear operators LE and L†E from H1(Ω)→ £

H1(Ω)
¤∗
by

LEu := E (u, ·) and L†Eu := E (·, u) .
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It follows directly from the definitions that hLEu, vi = hu,L†Evi for all u, v ∈
H1(Ω). The Einstein summation convention will be used below when convenient.

Proposition 2.4. Suppose Ω is a precompact open subset of Rd such that Ω̄ is a
manifold with C2 — boundary, Then for all u ∈ H2(Ω) and v ∈ H1 (Ω) ,

(2.2) hLEu, vi = E(u, v) = (Lu, v) +
Z
∂Ω

Bu · v ρdσ

and for all u ∈ H1(Ω) and v ∈ H2 (Ω) ,

(2.3) hu,L†Evi = E(u, v) = (u,L†v) +
Z
∂Ω

u ·B†v ρdσ,

where

B = njaij∂i + nja0j = n · a∇+ n · a0,·,(2.4)

B† = ni [aij∂j + ai0] = an ·∇+ n · a·,0,(2.5)

(2.6) Lu := ρ−1
X

|α|,|β|≤1
(−1)|β| ∂β [ρaαβ∂αu]

and

(2.7) L†v := ρ−1
X

|α|,|β|≤1
(−1)|α|∂α £ρaαβ∂βv¤

We may also write L, L† as

L = −aij∂j∂i +
¡
ai0 − a0j − ρ−1∂j [ρaij ]

¢
∂i +

¡
a00 − ρ−1∂j [ρa0j ]

¢
,(2.8)

L† = −aij∂i∂j +
¡
a0j − aj0 − ρ−1∂i [ρaij ]

¢
∂j +

¡
a00 − ρ−1∂i [ρai0]

¢
.(2.9)

Proof. Suppose u ∈ H2(Ω) and v ∈ H1 (Ω) , then by integration by parts,

E(u, v) =
X

|α|,|β|≤1

Z
Ω

(−1)|β| ρ−1∂β [ρaαβ∂αu] · v dµ+
X
|α|≤1

dX
j=1

Z
∂Ω

nj [aαj∂
αu] · v ρdσ

= (Lu, v) +

Z
∂Ω

Bu · v ρdσ,

where

Lu = ρ−1
X

|α|,|β|≤1
(−1)|β| ∂β [ρaαβ∂αu] = −ρ−1

X
|α|≤1

dX
j=1

∂j (ρaαj∂
αu) +

X
|α|≤1

aα0∂
αu

= −ρ−1
dX

i,j=1

∂j (ρaij∂iu)− ρ−1
dX

j=1

∂j (ρa0ju) +
dX
i=1

ai0∂iu+ a00u

= −
dX

i,j=1

aij∂j∂iu− ρ−1
dX

i,j=1

(∂j [ρaij ]) ∂iu−
dX

j=1

a0j∂ju

− ρ−1
dX

j=1

(∂j [ρa0j ])u+
dX
i=1

ai0∂iu+ a00u
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and

Bu =
X
|α|≤1

dX
j=1

nj (aαj∂
αu) =

dX
i,j=1

njaij∂iu+
dX

j=1

nja0ju.

Similarly for u ∈ H1(Ω) and v ∈ H2 (Ω) ,

E(u, v) =
X

|α|,|β|≤1

Z
Ω

u · (−1)|α|ρ−1∂α £ρaαβ∂βv¤ dµ+
dX
i=1

X
|β|≤1

Z
Ω

u · ni
£
aiβ∂

βv
¤
ρdσ

= (u,L†v) +
Z
∂Ω

u ·B†v ρdσ,

where B†v = ni [aij∂j + ai0] and

L†v = −ρ−1∂i (ρaij∂jv) + a0j∂jv − ρ−1∂i (ρai0v) + a00v

= −aij∂i∂jv − ρ−1 (∂i [ρaij ]) ∂jv + a0j∂jv − ai0∂iv − ρ−1 (∂i [ρai0]) v + a00v

=
£−aij∂i∂j + ¡a0j − aj0 − ρ−1∂i [ρaij]

¢
∂j + a00 − ρ−1∂i [ρai0]

¤
v.

Proposition 2.4 shows that to the Dirichlet form E there is an associated second
order elliptic operator L along with boundary conditions B as in Eqs. (2.6) and
(2.4). The next proposition shows how to reverse this procedure and associate a
Dirichlet form E to a second order elliptic operator L with boundary conditions.
Proposition 2.5 (Following Folland p. 240.). Let Aj , A0ρ ∈ BC∞ (Ω) and Aij =
Aji ∈ BC∞ (Ω) with (Aij) > 0 and ρ > 0 and let

(2.10) L = −Aij∂i∂j +Ai∂i +A0

and (u, v) :=
R
Ω
uvρdm. Also suppose α : ∂Ω → R and V : ∂Ω → Rd are smooth

functions such that V (x) ·n(x) > 0 for all x ∈ ∂Ω and let B0u := V ·∇u+αu. Then
there exists a Dirichlet form E as in Notation 2.1 and β ∈ C∞ (∂Ω→ (0,∞)) such
that Eq. (2.2) holds with Bu = βB0u. In particular if u ∈ H2(Ω), then Bu = 0 iff
B0u = 0 on ∂Ω.

Proof. Since mixed partial derivatives commute on H2(Ω), the term aij∂j∂i in
Eq. (2.8) may be written as

1

2
(aij + aji) ∂j∂i.

With this in mind we must find coefficients {aα,β : |α| , |β| ≤ 1} as in Notation 2.1,
such that

Aij =
1

2
(aij + aji) ,(2.11)

Ai =
¡
ai0 − a0j − ρ−1∂j [ρaij ]

¢
,(2.12)

A0 = a00 − ρ−1∂j [ρa0j ] ,(2.13)

atrn = βV and(2.14)

nia0i = βα.(2.15)

Eq. (2.11) will be satisfied if
aij = Aij + cij
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where cij = −cji are any functions in BC∞(Ω). Dotting Eq. (2.14) with n shows
that

(2.16) β =
atrn · n
V · n =

n · an
V · n =

n ·An
V · n

and Eq. (2.14) may now be written as

(2.17) w := An− n ·An
V · n V = cn

which means we have to choose c = (cij) so that Eq. (2.17) holds. This is easily
done, since w·n = 0 by construction we may define cξ := w(n·ξ)−n(w·ξ) for ξ ∈ Rd.
Then c is skew symmetric and cn = w as desired. Since cij are smooth functions
on ∂Ω, a partition of unity argument shows that cij = −cji may be extended to
element of C∞(Ω̄). (These extensions are highly non-unique but it does not matter.)
With these choices, Eq. (2.11) and Eq. (2.14) now hold with β as in Eq. (2.16).
We now choose a0i ∈ C∞(Ω̄) such that a0i = βαni on ∂Ω. Once these choices are
made, it should be clear that Eqs. (2.13) and (2.14) may be solved uniquely for the
functions a0j and a00.

2.2. Weak Solutions for Elliptic Operators. For the rest of this subsection we
will assume ρ = 1. This can be done here by absorbing ρ into the coefficient aαβ.

Definition 2.6. The Dirichlet for E is uniformly elliptic on Ω if there exists
� > 0 such that (aij(x)) ≥ �I for all x ∈ Ω, i.e. aij(x)ξiξj ≥ � |ξ|2 for all x ∈ Ω and
ξ ∈ Rd.
Assumption 1. For the remainder of this chapter, it will be assumed that E is
uniformly elliptic on Ω.

Lemma 2.7. If ξ2 ≤ Aξ +B then ξ2 ≤ A2 + 2B.

Proof. ξ2 ≤ 1
2A

2 + 1
2ξ
2 +B. Therefore 1

2ξ
2 ≤ 1

2A
2 +B or ξ2 ≤ A2 + 2B.

Theorem 2.8. Keeping the notation and assumptions of Proposition 2.2 along with
Assumption 1, then

(2.18) E(u, u) + C�kukL2(Ω) ≥ �

2
kukH1(Ω),

where C� =
2C2

� + C + �
2 .

Proof. To simplify notation in the proof, let k·k denote the L2(Ω) — norm. SinceZ
Ω

aij∂iu · ∂ju dm ≥ �

Z
Ω

|∇u|2dx = �k∇uk2L2 ,

E(u, u) ≥ �k∇uk2L2 − C(k∇uk kuk+ kuk2)
and so

k∇uk2 ≤ C

�
kukk∇uk+

µ
1

�
E(u, u) + C

�
kuk2

¶
.

Therefore by Lemma 2.7 with A = C
� kuk, B =

¡
1
�E(u, u) + C

� kuk2
¢
and ξ = k∇uk,

k∇uk2 ≤ C2

�2
kuk2 + 2

�
(E(u, u) + C

�
kuk2) = 2

�
E(u, u) +

µ
C2

�2
+
2C

�

¶
kuk2.
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Hence
�

2
k∇uk2 ≤ E(u, u) +

µ
2C2

�
+ C

¶
kuk2

which, after adding �
2 kuk2 to both sides of this equation, gives Eq. (2.18).

The following theorem is an immediate consequence of Theorem 2.8 and the
Lax-Milgram Theorem 29.9.

Corollary 2.9. The quadratic form

Q(u, v) := E(u, v) + C�(u, v)

satisfies the assumptions of the Lax Milgram Theorem 29.9 on H1(Ω) or any closed
subspace X of H1(Ω).

Theorem 2.10 (Weak Solutions). Let E be as in Notation 2.1 and C� be as in
Theorem 2.8,

Q(u, v) := E(u, v) + C�(u, v) for u, v ∈ H1(Ω)

and X be a closed subspace of H1(Ω). Then the maps L : X → X∗ and L† : X → X∗

defined by

Lv := Q(v, ·) = (LE + C) v and

L†v := Q(·, v) =
³
L†E + C

´
v

are linear isomorphisms of Hilbert spaces satisfying°°L−1°°
L(X∗,X) ≤

2

�
and

°°(L†)−1°°
L(X∗,X) ≤

2

�
.

In particular for f ∈ X∗, there exist a unique solution u ∈ X to Lu = f and this
solution satisfies the estimate

kukH1(Ω) ≤ 2
�
kfkX∗ .

Remark 2.11. If X ⊃ H1
0 (Ω) and u ∈ X then for φ ∈ C∞c (Ω) ⊂ X,

hLu, φi = Q(u, φ) = (u,
¡
L† + C

¢
φ) = h(L+ C)u, φi.

That is to say Lu|C∞c (Ω) = (L+ C)u. In particular any solution u ∈ X to Lu =
f ∈ X∗ solves

(L+ C)u = f |C∞c (Ω) ∈ D0 (Ω) .
Remark 2.12. Suppose that Γ ⊂ ∂Ω is a measurable set such that σ (Γ) > 0
and XΓ :=

©
u ∈ H1(Ω) : 1Γu|∂Ω = 0

ª
. If u ∈ H2 (Ω) solves Lu = f for some

f ∈ L2(Ω) ⊂ X∗, then by Proposition 15.6,

(2.19) (f, u) := hLu, vi = E(u, v) + C(u, v) = ((L+ C)u, v) +

Z
∂Ω

Bu · v dσ

for all v ∈ XΓ ⊂ H1(Ω). Taking v ∈ D (Ω) ⊂ XΓ in Eq. (2.19) shows (L+ C)u = f
a.e. and Z

∂Ω

Bu · v dσ = 0 for all v ∈ XΓ.
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Therefore we may conclude, u solves

(L+ C)u = f a.e. with

Bu(x) = 0 for σ — a.e. x ∈ ∂Ω \ Γ and
u(x) = 0 for σ — a.e. x ∈ Γ.

The following proposition records the important special case of Theorem 2.10
when X = H1

0 (Ω) and hence X
∗ = H−1(Ω). The point to note here is that Lu =

(L+ C)u when X = H1
0 (Ω), i.e. Lu equals [(L+ C)u] extended by continuity to

a linear functional on X∗ =
£
H1
0 (Ω

¤∗
.

Proposition 2.13. Assume L is elliptic as above. Then there exist C > 0 suffi-
ciently large such that (L+C) : H1

0 (Ω)→ H−1(Ω) is bijective with bounded inverse.
Moreover

k(L+ C)−1kL(H1
0 (Ω),H

−1(Ω)) ≤ 2/�
or equivalently

kukH1
0 (Ω)
≤ 2

�
k(L+ C)ukH−1(Ω) for all u ∈ H1

0 (Ω).

Our next goal, see Theorem 3.13, is to prove the elliptic regularity result, namely
if X = H1

0 (Ω) or X = H1(Ω) and u ∈ X satisfies Lu ∈ Hk(Ω), then u ∈ Hk+2(Ω)∩
X.
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3. Elliptic Regularity

Assume that Ω̄ is a compact manifold with C2 — boundary and satisfying Ω̄o = Ω
and let E be the Dirichlet form defined in Notation 15.3 and L be as in Eq. (15.12)
or Eq. (15.14). We will assume E or equivalently that L is uniformly elliptic on Ω.
This section is devoted to proving the following elliptic regularity theorem.

Theorem 3.1 (Elliptic Regularity Theorem). Suppose X = H1
0 (Ω) or H

1(Ω) and
E is as above. If u ∈ X such that LEu ∈ Hk(Ω) for some k ∈ N0 ∪ {−1} , then
u ∈ Hk+2(Ω) and

(3.1) kukHk+2(Ω) ≤ C(kLEukHk(Ω) + kukL2(Ω)).
3.1. Interior Regularity.

Theorem 3.2. To each χ ∈ C∞c (Ω) there exist a constant C = C(χ) such that

(3.2) kχukH1(Ω) ≤ C{kLukH−1(Ω) + kukL2(Ω)} for all u ∈ H1(Ω).

In particular, if W is a precompact open subset of Ω, then

(3.3) kukH1(W ) ≤ C{kLukH−1(Ω) + kukL2(Ω)}.
Proof. For u ∈ H1(Ω), χu ∈ H1

0 (Ω) and hence by Proposition 2.13, Proposition
1.6 and Lemma 1.7,

kχukH1(Ω) ≤ 2
�
k(L+ C�) (χu) kH−1(Ω) = 2

�
kχ(L+ C�)u+ [L,Mχ]ukH−1(Ω)

≤ 2
�
C(χ)

©k(L+ C�)ukH−1(Ω) + kukL2(Ω)
ª

≤ 2
�
C(χ)

©kLukH−1(Ω) + C�kukH−1(Ω) + kukL2(Ω)
ª

from which Eq. (3.2) follows. To prove Eq. (3.3), choose χ ∈ C∞c (Ω, [0, 1]) such
that χ = 1 on a neighborhood of W̄ in which case

kukH1(W ) = kχukH1(W ) ≤ kχukH1(Ω) ≤ C{kLukH−1(Ω) + kukL2(Ω)}.

Exercise 3.1. Let v ∈ Rd with |v| = 1, u ∈ L2 (Ω) and W be an open set such
that W̄ @@ Ω. Show, for all h 6= 0 sufficiently small, that ∂hvu ∈ H−1(W ) and°°∂hvu°°H−1(W )

≤ kukL2(Ω) .

3.1. Let W1 be a precompact open subset of Ω such that W̄ ⊂ W1 ⊂ W̄1 ⊂ Ω.
Then for φ ∈ D (W ) and h close to zero,¯̄h∂hv u, φi¯̄ = ¯̄hu, ∂−hv φi¯̄ ≤ kukL2(W1)

°°∂−hv φ
°°
L2(W1)

≤ kukL2(W1)
k∂vφkL2(Ω) (Theorem 26.13)

≤ kukL2(Ω) kφkH1(Ω) .

Hence°°∂hv u°°H−1(W )
= sup

n¯̄h∂hvu, φi¯̄ : φ ∈ D (W ) with kφkH1(Ω) = 1
o
≤ kukL2(Ω) .
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Theorem 3.3 (Interior Regularity). Suppose L is 2nd order uniformly elliptic op-
erator on Ω and u ∈ H1(Ω) satisfies Lu ∈ Hk(Ω)1 for some k = −1, 0, 1, 2, . . . ,
then u ∈ Hk+2

loc (Ω). Moreover, if W ⊂⊂ Ω then there exists C = Ck(W ) <∞ such
that

(3.4) kukHk+2(W ) ≤ C(kLukHk(Ω) + kukL2(Ω)).
Proof. The proof is by induction on k with Theorem 3.2 being the case k = −1.

Suppose that the interior regularity theorem holds for −1 ≤ k ≤ k0. We will now
complete the induction proof by showing it holds for k = k0 + 1.
So suppose that u ∈ H1(Ω) such that Lu ∈ Hk0+1(Ω) andW =W0 ⊂ Ω is fixed.

Choose open sets W1, W2 and W3 such that W̄0 ⊂ W1 ⊂ W̄1 ⊂ W2 ⊂ W̄2 ⊂ W3 ⊂
W̄3 ⊂ Ω as in Figure 1. The idea now is to apply the induction hypothesis to the

Ω

Figure 1. The sets Wi for i = 0, 1, 2.

function ∂hvu where v ∈ Rd and ∂hv is the finite difference operator in Definition
22.14. For the remainder of the proof h 6= 0 will be assumed to be sufficiently small
so that the following computations make sense. To simplify notation let Dh = ∂hv .
For h small, Dhu ∈ H1(W1) and DhLu ∈ Hk0+1(W2) and by Exercise 3.1 for

k0 = −1 and Theorem 26.13 for k0 ≥ 0,
(3.5) kDhLukHk0 (W1) ≤ kLukHk0+1(W2).

We now compute LDhu as

(3.6) LDhu = DhLu+ [L,Dh]u,

where

[L,Dh]u = LDhu−DhLu

= P (x, ∂)Dhu(x)−DhP (x, ∂)u(x)

= P (x, ∂)

µ
u(x+ hv)− u(x)

h

¶
− P (x+ hv, ∂)u(x+ hv)− P (x, ∂)u(x)

h

=
P (x, ∂)− P (x+ hv,D)

h
u(x+ hv) = Lhτhv u(x),

τhv u(x) = u(x+ hv)

1A priori, Lu ∈ H−1(Ω) ⊂ D0 (Ω)).
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and

Lhu :=
X
|α|≤2

Aα(x)−Aα(x+ he)

h
∂αu.

The meaning of Eq. (3.6) and the above computations require a bit more ex-
planation in the case k0 = −1 in which case Lu ∈ L2(Ω). What is being claimed is
that

LDhu = DhLu+ Lhτhv u

as elements of H−1(W3). By definition this means that

−hu,D−hL†φi = hLDhu, φi = hDhLu+ Lhτhv u, φi
= −hu,L†D−hφi+ hτhv u,

¡
Lh
¢†
φi.

So the real identity which needs to be proved here is that
£
D−h, L†

¤
φ =

−τ−hv

¡
Lh
¢†
φ for all φ ∈ D (W3) . This can be done as above or it can be inferred

(making use of the properties L† is the formal adjoint of L and −D−h is the formal
adjoint of Dh) from the computations already done in the previous paragraph with
u being a smooth function.
Since Lh is a second order differential operator with coefficients which have

bounded derivatives to all orders with bounds independent of h small, [L,Dh]u =
Lhτhv u ∈ Hk0(W1) and there is a constant C <∞ such that
(3.7)
k[L,Dh]ukHk0 (W1) = kLhτhv ukHk0 (W1) ≤ Ckτhv ukHk0+2(W2) ≤ CkukHk0+2(W3).

Combining Eqs. (3.5 — 3.7) implies that LDhu ∈ Hk0(W2) and

kLDhukHk0 (W1) . kLukHk0+1(W2) + kukHk0+2(W3).

Therefore by the induction hypothesis, Dhu ∈ Hk0+2(W0) and°°Dhu
°°
Hk0+2(W0)

. kLDhukHk0 (W1) + kDhukL2(W1)

. kLukHk0+1(W2) + kukHk0+2(W3) + kukH1(W2)

. kLukHk0+1(W2) + kukHk0+2(W3)

. kLukHk0+1(Ω) + kLukHk0 (Ω) + kukL2(Ω) (by induction hypothesis)

. kLukHk0+1(Ω) + kukL2(Ω) .
So by Theorem 26.13, ∂vu ∈ Hk0+2(W0) for all v = ei with i = 1, 2, . . . , d and

k∂iukHk0+2(W ) = k∂iukHk0+2(W0)
. kLukHk0+1(Ω) + kukL2(Ω) .

Thus u ∈ Hk0+3(W0) and Eq. (3.4) holds.

Corollary 3.4. Suppose L is as above and u ∈ H1(Ω) such that Lu ∈ BC∞(Ω)
then u ∈ C∞(Ω).

Proof. Choose Ω0 ⊂⊂ Ω so Lu ∈ BC∞(Ω0). Therefore Lu ∈ Hk(Ω0) for all
k = 0, 1, 2, . . . . Hence u ∈ Hk+2

loc (Ω0) for all k = 0, 1, 2, . . . . Then by Sobolev
embedding Theorem 28.18, u ∈ C∞(Ω0). Since Ω0 is an arbitrary precompact open
subset of Ω, u ∈ C∞(Ω).
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3.2. Boundary Regularity Theorem.

Example 3.5. Let Ω = D(0, 1) and u(z) = (1 + z) log(1 + z). Then ∆u = 0 and
moreover ∂u

∂z = log(1+ z) + 1 so ux = 1+ log(1+ z) and uy = i(1+ log(1+ z)) and
hence u ∈ H1(Ω) with ∆u = 0 ∈ Hk(Ω) for all k but u /∈ H2(Ω). Indeed,

uxx =
∂2

∂z2
u =

1

1 + z
.

NowZ
Ω

¯̄̄̄
1

1 + z

¯̄̄̄2
dx dy ≥

Z
Ω

1

(1 + z)2
dx dy =

Z
1

|z|2 dx dy

∼= 2
Z π

θ=π
2

Z f(θ)

r=0

1

r2
r dr dθ = 2

Z T/2

π
2

dθ ln(r)
¯̄̄r=f(θ)
r=0

=∞

so u /∈ H2(Ω).

This example shows that in order to get an elliptic regularity result which is valid
all the way up to the boundary, it is necessary to impose some sort of boundary
conditions on the solution which will rule out the bad behavior of the example.
Since the Dirichlet form contains boundary information, we will do this by working
with E rather than the operator L on D0 (Ω) associated to E. Having to work with
the quadratic form makes life a bit more difficult.

Notations 3.6. Let
(1) Nr := {x ∈ Hn : |x| < r}.
(2) X = H1

0 (Nr) or X be the closed subspace H1(Nr) given by

(3.8) X =
©
u ∈ H1(Nr) : u|∂Hn∩N̄r

= 0
ª
.

(3) For s ≤ r let Xs = {u ∈ X : u = 0 on Hn \Nρ for some ρ < s}.

ρ

Figure 2. Nested half balls.

Remark 3.7. (1) If φ ∈ C∞(Hn
) and vanishes on Hn \Nρ for some ρ < r then

φu ∈ Xr for all u ∈ X.
(2) If u ∈ Xr then ∂αhu ∈ Xr for all α such that αd = 0 and |h| sufficiently

small.

Lemma 3.8 (Commutator). If ψ ∈ C∞(Nr) then for γ ∈ Nd−10 × {0} there exists
Cγ(ψ) <∞ such that

(3.9) k[ψ, ∂γh ]fkL2(Nρ) ≤ Cγ(ψ)
X
α<γ

k∂αfkL2(Nr).
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for all f ∈ L2(Nr).

Proof. The proof will be by induction on |γ| . If γ = ei for some i < d, then

∂ih (ψf) (x) :=
ψ(x+ hei)f(x+ hei)− ψ(x)f(x)

h

=
[ψ(x+ hei)− ψ(x)] f(x+ hei) + ψ(x) [f(x+ hei)− f(x)]

h

= ∂ihψ(x)f(x+ hei) + ψ(x)∂ihf(x)

which gives

(3.10) [∂ih, ψ]f = (∂
i
hψ)τ

i
hf.

This then implies that

k[ψ, ∂ih]fkL2(Nρ) ≤ C(ψ)kfkL2(Nr).

Now suppose |γ| > 1 with γ = ei + γ0 so that ∂γh = ∂γ
0

h ∂ih with|γ0| = |γ| − 1.
Then

[ψ, ∂γh ] = [ψ, ∂
γ0
h ]∂

i
h + ∂γ

0
h [ψ, ∂

i
h]

and therefore by the induction hypothesis and Theorems 26.13 and 26.15,

k[ψ, ∂γh ]fkL2 ≤ Cγ0(ψ)
X
α<γ0

k∂α∂ihfkL2 + k∂γ
0
[ψ, ∂ih]fkL2

≤ Cγ0(ψ)
X
α<γ0

k∂α+eifkL2 + k∂γ
0 £
(∂ihψ)τ

i
hf
¤ kL2 .(3.11)

But

∂γ
0 £
(∂ihψ)τ

i
hf
¤
=

X
β1+β2=γ0

γ0!
β1!β2!

(∂ih∂
β1ψ)τ ih∂

β2f

and hence

(3.12) k∂γ0 £(∂ihψ)τ ihf¤ k ≤ C
X
β≤γ0

k∂βfkL2 .

Combining Eqs. (3.11) and (3.12) gives the desired result,

k[ψ, ∂γh ]fkL2 ≤ Cγ(ψ)
X
α<γ

k∂αfkL2 .

Lemma 3.9 (Warmup for Proposition 3.10). Let aαβ ∈ BC∞
¡
Hd
¢
with (aij) ≥

�δij for some � > 0,

(3.13) hLu, vi = E(u, v) =
Z
Hd

X
|α|,|β|≤1

aαβ∂
αu · ∂βv dx,

X = H1
0 (Hd) or H1(Hd). There exists C < ∞ such that if u ∈ X such that

Lu =: f ∈ L2(Hd), then

(3.14) kukH2(Hd) ≤ C(kfkL2(Hd) + kukX∗).
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Proof. If Lu = f ∈ X∗ then (L+ C)u = f + Cu, so by the Lax-Milgram
method,

kukX . kf + CukX∗ ≤ kfkX∗ + C kukX∗ . kLukX∗ + kukX∗ .
Suppose first k = 0, in which case we wish to prove ∂iu ∈ H1(Hd) for all i < d and

k∂iukH1(Hd) . kLukL2(Hd) + kukX∗ .
To do this consider

hL∂hi u, vi =
Z
Hd

X
|α|,|β|≤1

aαβ∂
h
i ∂

αu · ∂βv dx

=

Z
Hd

X
|α|,|β|≤1

©
∂hi (aαβ∂

αu) +
£
aαβ , ∂

h
i

¤
∂αu

ª · ∂βv dx

= −hLu, ∂−hi vi−
Z
Hd

X
|α|,|β|≤1

(∂ihaαβ)τ
i
h∂

αu · ∂βv dx

= −hLu, ∂−hi vi− E∂iha(τ
i
hu, v = −(f, ∂−hi v)− E∂iha(τ

i
hu, v)

= (∂hi f, v)− E∂iha(τ
i
hu, v)

wherein we have made use of Eq. (3.10) in the third equality. From this it follows
that

L∂hi u = ∂hi Lu− E∂iha(τ
i
hu, ·) ∈ X∗

and °°L∂hi u°°X∗ ≤ °°∂hi Lu°°X∗ + °°°E∂iha(τ ihu, ·)°°°X∗ . kLukL2 + kukX
. kLukL2 + kLukX∗ + kukX∗ . kLukL2 + kukX∗ .

Therefore,°°∂hi u°°X . °°L∂hi u°°X∗ + °°∂hi u°°X∗ . kLukL2 + kukX∗ + kukL2
. kLukL2 + kukX∗ .

Since h is small but arbitrary we conclude that ∂iu ∈ X and

k∂iukX . kLukL2 + kukX∗ for all i < d.

Finally if i = d, we have that f = Lu =Pα6=2ed Aα∂
αu+∂2du which implies (writing

Ad,d for A2ed)

∂2du = A−1d,d

f −
X
α6=2ed

Aα∂
αu

 ∈ L2

because we have shown that ∂i∂ju ∈ L2 if {i, j} 6= {d} . Moreover we have the
estimate that

°°∂2du°°L2 .
°°°°°°f −

X
α6=2ed

Aα∂
αu

°°°°°°
L2

. kfkL2 +
X
α 6=2ed

k∂αukL2

. kfkL2 +
X
j<d

°°∂ju°°
X∗ . kLukL2(Hd) + kukX∗ .
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Thus we have shown that u ∈ X ∩H2(Hd) and

kukH2(Hd) . kLukL2(Hd) + kukX∗ .

If we try to use the above proof inductively to get higher regularity we run into
a snag. To see this suppose now that f ∈ H1.Then as above

L∂hj u = ∂hj Lu− E∂jha(τ
j
hu, ·) = ∂hj f − E∂jha(τ

j
hu, ·).

Let ∂jha = b and τ jhu = w and consider

Eb(w, v) =
Z
Hd

bα,β∂
αw · ∂βvdm.

Since w ∈ H2 we may integrate by parts to find

Eb(w, v) =
Z
Hd
(−1)|β| ∂β (bα,β∂αw) · vdm−

Z
∂Hd

bα,d∂
αw · vdσ.

This shows that Eb(w, ·) is representable by (−1)|β| ∂β (bα,β∂αw) ∈ L2 plus the
boundary term

v →
Z
∂Hd

bα,d∂
αw · vdσ.

To continue on by this method, we would have to show that the boundary term is
representable by an element of L2. This should be the case since v|∂Hd ∈ H−1/2

¡
Hd
¢

while ∂αw ∈ H1/2
¡
Hd
¢
with bounds. However we have not proven such statements

so we will proceed by a different but closely related approach.

Proposition 3.10 (Local Tangential Boundary Regularity). Let aα,β ∈ C∞
¡
N̄t

¢
with aij ξi ξj ≥ 2�|ξ|2,

(3.15) Q(u, v) =

Z
Nt

X
|α|,|β|≤1

aαβ∂
αu · ∂βv dx,

X = H1(Nt) or X be the closed subspace of H1 (Nt) defined in Eq. (3.8) of Notation
3.6. Suppose k ∈ N0, u ∈ X and f ∈ Hk(Nt) satisfy,

(3.16) Q(u, v) =

Z
Nt

fv dx for all v ∈ Xt.

Given ρ < t, there exists C <∞ such that for all γ ∈ Nd−10 × {0} with |γ| ≤ k + 1,
∂γu ∈ H1(Nρ) and

(3.17) k∂γukH1(Nρ) ≤ C(kfkHk(Nt) + kukH1(Nt))

Proof. Let ρ < r < s < t and consider the half nested balls as in Figure 3
below. The proof will be by induction on j = |γ| . When j = 0 the assertion is
trivial. Assume now there exists j ∈ [1, k + 1] ∩ N such that ∂γu ∈ H1(Ns) for all
|γ| < j with γd = 0 and

k∂γukH1(Ns) ≤ C(kfkHk(Nt) + kukH1(Nt)).

Fix φ ∈ C∞c (N t) such that φ = 0 on N̄t \ N̄r and φ = 1 in a neighborhood of
Nρ. Suppose γ is a multi-index such that |γ| = j and γd = 0. Then ∂γh(φu) ∈ Xr

for h sufficiently small.
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ρ

φ

ρ

Figure 3. A collection of nested half balls along with the cutoff
function φ.

With out loss of generality we may assume γ1 > 0 and write γ = e1 + γ0 and
∂γh = ∂1h∂

γ0
h . For v ∈ Xr,

Q(∂γh(φu), v) =

Z
Nt

X
|α|,|β|≤1

aαβ∂
α∂γh(φu) · ∂βv =

Z
Nt

X
|α|,|β|≤1

aαβ∂
γ
h∂

α(φu) · ∂βv

=
X

|α|,|β|≤1

Z
Nt

∂γh(aαβ∂
α (φu)) · ∂βv +

E1z }| {X
|α|,|β|≤1

Z
Nt

[aαβ, ∂
γ
h ]∂

α(φu) · ∂βv

=
X

|α|,|β|≤1

Z
Nt

∂γh(aαβφ∂
αu) · ∂βv +

E2z }| {X
|α|,|β|≤1

Z
Nt

∂γh(aαβ[∂
α, φ]u) · ∂βv +E1

=
X

|α|,|β|≤1
(−1)|γ|

Z
Nt

aαβ∂
αu · φ∂β∂γ−hv +E1 +E2

=
X

|α|,|β|≤1
(−1)|γ|

Z
Nt

aαβ∂
αu · ∂β £φ∂γ−hv¤+E1 +E2

+

E3z }| {X
|α|,|β|≤1

(−1)|γ|
Z
Nt

aαβ∂
αu · £φ, ∂β¤ ∂γ−hv

= (−1)|γ|Q(u, φ∂γ−hv) +E1 +E2 +E3

= (−1)|γ|
Z
Nt

φf∂γ−hv +E1 +E2 +E3

= E1 +E2 +E3

E4z }| {
− (−1)|γ|

Z
Nt

∂γ
0

h [φf ] · ∂i−hv.
= E1 +E2 +E3 +E4.

To summarize,

Q(∂γh(φu), v) = E1 +E2 +E3 +E4
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where

E1 :=
X

|α|,|β|≤1

Z
Nt

[aαβ , ∂
γ
h ]∂

α(φu) · ∂βv

E2 :=
X

|α|,|β|≤1

Z
Nt

∂γh(aαβ[∂
α, φ]u) · ∂βv

E3 :=
X

|α|,|β|≤1
(−1)|γ|

Z
Nt

aαβ∂
αu · £φ, ∂β¤ ∂γ−hv and

E4 := − (−1)|γ|
Z
Nt

∂γ
0

h [φf ] · ∂i−hv.

To finish the proof we will estimate each of the terms Ei for i = 1, . . . , 4. Using
Lemma 3.8,

|E1| ≤
X

|α|,|β|≤1

Z
Nt

¯̄
[aαβ , ∂

γ
h ]∂

α(φu) · ∂βv¯̄ ≤ kvkH1(Nr)

X
|α|,|β|≤1

k[aαβ , ∂γh ]∂α(φu)kL2(Nr)

≤ kvkH1(Nr)

X
|α|,|β|≤1

X
δ<γ

Cγ(aαβ)k∂δ∂α(φu)kL2(Nr)

. kvkH1(Nr)

X
δ<γ

k∂δukH1(Nr)

. kvkH1(Ns)

³
kfkHk(Ns)

+ kukH1(Ns)

´
(by the induction hypothesis).

For E2,

|E2| =
¯̄̄̄
¯̄ X
|β|≤1,|α|=1

Z
Nt

∂γh(aαβ (∂
αφ)u) · ∂βv

¯̄̄̄
¯̄

≤ kvkH1(Nr)

X
|β|≤1,|α|=1

k∂γh [aαβ(∂αφ)u]kL2(Nr)

≤ CkvkH1(Nr)

X
|β|≤1,|α|=1

k∂γ [aαβ(∂αφ)u]kL2(Nr)

≤ CkvkH1(Nr)

X
δ≤γ

k∂δukL2(Nr)

≤ CkvkH1(Nr)

X
|δ|≤j−1,δn=0

k∂δukH1(Nr) ( |δ| ≤ j − 1 since L2 (Nr)→ H1 (Nr) )

≤ CkvkH1(Ns)(kfkHk(Ns) + kukH1(Ns)) (by the induction hypothesis).
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For E3,

|E3| ≤
X

|α|≤1,|β|=1

¯̄̄̄Z
Nt

aαβ∂
αu · ¡∂βφ¢∂γ−hv ¯̄̄̄

=
X

|α|≤1,|β|=1

¯̄̄̄Z
Nt

∂γ
0

h

£
aαβ∂

αu · ¡∂βφ¢¤ · ∂i−hv ¯̄̄̄
≤

X
|α|≤1,|β|=1

kvkH1(Nr)k∂γ
0 £
aαβ∂

αu · ¡∂βφ¢¤ kL2(Nr)

≤ CkvkH1(Nr)

X
|α|≤1

X
δ≤γ0

k∂δ+αukL2(Nr)

≤ CkvkH1(Nr)

X
δ≤γ0

k∂δukH1(Nr)

≤ CkvkH1(Ns)(kfkHk(Ns) + kukH1(Ns)) (by the induction hypothesis).

Finally for E4,

|E4| =
¯̄̄̄Z
Nt

∂γ
0

h [φf ] · ∂i−hv
¯̄̄̄
≤ k∂i−hvkL2(Nr) k∂γ

0
h (φf)kL2(Nr)

≤ kvkH1(Nr) k∂γ
0
(φf)kL2(Nr)

≤ kvkH1(Ns) kφfkHj−1(Nr) ≤ CkvkH1(Ns)kfkHk(Ns).

Putting all of these estimates together proves, whenever |γ| = j,

(3.18) |Q(∂γh(φu), v)| ≤ CkvkH1(Ns)(kfkHk(Ns) + kukH1(Ns))

for all v ∈ Xs. In particular we may take v = ∂γh(φu) ∈ Xs in the above inequality
to learn

(3.19) Q (∂γh(φu), ∂
γ
h(φu)) ≤ Ck∂γh(φu)kH1(Ns)(kfkHk(Ns) + kukH1(Ns)).

But by coercivity of Q,

k∂γh(φu)k2H1(Ns)
≤ C

h
Q(∂γh(φu), ∂

γ
h(φu)) + k∂γh(φu)k2L2(Ns)

i
. k∂γh(φu)kH1(Ns)(kfkHk(Ns) + kukH1(Ns))

+ k∂γh(φu)kH1(Ns)k∂γh(φu)kL2(Ns)

. k∂γh(φu)kH1(Ns)(kfkHk(Ns) + kukH1(Ns) + k∂γh(φu)kL2(Ns))(3.20)

and hence

(3.21) k∂γh(φu)kH1(Ns) . kfkHk(Ns) + kukH1(Ns) + k∂γh(φu)kL2(Ns).

Now

k∂γh(φu)kL2(Ns) = k∂ih∂γ
0

h (φu)kL2(Ns) ≤ k∂γ
0

h (φu)kH1(Ns) ≤ k∂γ
0
(φu)kH1(Ns)

≤ C
X
α≤γ0

k∂αukH1(Ns) by the chain rule

≤ C(kfkHk(Nt) + kukH1(Nt)) by the induction hypothesis.

This last estimated combined with Eq. (3.21) shows

k∂γh(φu)kH1(Ns) . kfkHk(Nt) + kukH1(Nt)
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and therefore ∂γ(φu) ∈ H1 (Ns) and

k∂γ(φu)kH1(Ns) . kfkHk(Nt) + kukH1(Nt).

This proves the proposition since φ ≡ 1 on Nρ so

k∂γukH1(Nρ) = k∂γ(φu)kH1(Nρ) ≤ k∂γ(φu)kH1(Ns)

. kfkHk(Nt) + kukH1(Nt).

Theorem 3.11 (Local Boundary Regularly). As in Proposition 3.10, let aα,β ∈
C∞

¡
N̄t

¢
with aij ξi ξj ≥ 2�|ξ|2,

Q(u, v) =
X

|α|,|β|≤1

Z
Nt

aαβ∂
αu · ∂βv dx

and X = H1
0 (Nt) or X ⊂ H1(Nt) as in Eq. (3.8) . If f ∈ Hk(Nt) for some k ≥ 0

and u ∈ X solves Q

Q(u, v) = (f, v) for all v ∈ Xt

then for all ρ < t, u ∈ Hk+2(Nρ) and there exists C <∞ such that

kukHk+2(Nρ) ≤ C(kfkHk(Nt) + kukH1(Nt)
).

Proof. The theorem will be proved by showing ∂γu ∈ L2(Nρ) for all |γ| ≤ k+2
and

(3.22) k∂γukL2(Nρ) . kfkHk(Nt) + kukH1(Nt).

The proof of Eq. (3.22) will be by induction on j = γd. The case j = 0, 1 follows
from Proposition 3.10. Suppose j = γd ≥ 2 and γ0 = γ − 2ed so ∂γ = ∂γ

0
∂2d . Now

letting

L =
X

|α|,|β|≤1
(−1)|β|∂βaαβ∂α =

X
|α|≤2

Aα∂
α,

then Lu = f in the distributional sense. Writing Ã for A(0,0,...,0,2),

f = Ã∂2du+
X

|α|≤2,αd<2
Aα∂

αu

so that

∂2du =
1

Ã
(f −

X
|α|≤2,αd<2

Aα∂
αu)

and

(3.23) ∂γu = ∂γ
0
∂2du = ∂γ

0

 1
Ã
f −

X
|α|≤2,αd<2

Aα

Ã
∂αu

 .

Now by the product rule

(3.24)
X

|α|≤2,αd<2
∂γ

0
µ
Aα

Ã
∂αu

¶
:=

X
|α|≤2,αd<2,δ≤γ0

µ
γ0

δ

¶
∂(γ

0−δ+α)
µ
Aα

Ã

¶
·∂(δ+α)u.



22

Since (γ0 + α)d < j, the induction hypothesis (i.e. Eq. (3.22) is valid for |γ| < j)
shows the right member of Eq. (3.24) is in L2(Nρ) and gives the estimate°°°°°°

X
|α|≤2,αd<2

∂γ
0
µ
Aα

Ã
∂αu

¶°°°°°°
L2(Nρ)

.
X

|α|≤2,αd<2,δ≤γ0

°°°∂(δ+α)u°°°
L2(Nρ)

. kfkHk(Nt) + kukH1(Nt)
.

Combining this with Eq. (3.23) gives ∂γu ∈ L2(Nρ) and

k∂γukL2(Nρ) . kfkH|γ0|(Nt)
+

°°°°°°
X

|α|≤2,αd<2
∂γ

0
µ
Aα

Ã
∂αu

¶°°°°°°
L2(Nρ)

. kfkHk(Nt) + kfkHk(Nt) + kukH1(Nt)
. kfkHk(Nt) + kukH1(Nt)

.(3.25)

The following assumptions an notation will be in force for the remainder of this
chapter.

Assumption 2. Let Ω be a bounded open subset such that Ω̄o = Ω and Ω̄ is a C∞

— manifold with boundary, X be either H1
0 (Ω) or H

1(Ω) and E be a Dirichlet form
as in Notation 15.3 which is assumed to be elliptic. Also if W is an open subset of
Rd let

XW := {v ∈ X : supp(v) @@W ∩ Ω̄}.
Lemma 3.12. For each p ∈ ∂Ω there exists precompact open neighborhoods V and
W in Rd such that V̄ ⊂W, for each k ∈ N there is a constant Ck <∞ such that if
u ∈ X and f ∈ Hk(Ω) satisfies

(3.26) E(u, v) =
Z
Ω

fv dx for all v ∈ XW

then u ∈ Hk+2(V ∩Ω) and
(3.27) kukHk+2(V ∩Ω) ≤ C(kfkHk(Ω) + kukH1(Ω))

Proof. Let W be an open neighborhood of p such that there exists a chart
ψ :W → B(0, r) with inverse φ := ψ−1 : B(0, r)→W satisfying:

(1) The maps ψ and φ has bounded derivatives to all orders.
(2) ψ(W ∩ Ω) = B(0, r) ∩Hd = Nr and ψ (W ∩ bd(Ω)) = B(0, r) ∩ bd(Hd)).

Now let ρ < r and define V := φ(B(0, ρ)), see Figure 4.
Suppose that u ∈ X satisfies Eq. (3.26) and v ∈ XW . Then making the change

of variables x = φ(y),Z
Ω

fvdm =

Z
Nr

f (φ(y)) v (φ(y))J(y)dy =

Z
Nr

f̃(y)ṽ(y)dy

where J(y) := |detφ0(y)| , f̃(y) := J(y)f (φ(y)) and ṽ(y) = v (φ(y)) . By the change
of variables theorem, φ∗v := v◦φ is the generic element of Xr(Nr) and f̃ ∈ Hk(Nr).
We also define a quadratic form on X(Nr) by

Q(ũ, ṽ) :=
X

|α|,|β|≤1

Z
W

aαβ∂
α (ũ ◦ ψ) · ∂β (ṽ ◦ ψ) dm.
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ρ

ρ

ψ

Ω

Figure 4. Flattening out the boundary of Ω in a neighborhood of p.

Again by making change of variables (using Theorem 26.16 along with the change of
variables theorem for integrals) this quadratic form may be written in the standard
form,

Q(ũ, ṽ) =
X

|α|,|β|≤1

Z
Nr

ãα,β∂
αũ · ∂β ṽ dm.

This new form is still elliptic. To see this let Γ denote the matrix (aij) , then
dX

i,j=1

aij∂i (ũ ◦ ψ) · ∂j (ṽ ◦ ψ) = Γ∇ (ũ ◦ ψ) ·∇ (ũ ◦ ψ)

= Γ [ψ0]tr∇ũ ◦ ψ · [ψ0]tr∇ṽ ◦ ψ
which shows

ãij = Γ [ψ
0]tr ei · [ψ0]tr ei

and
dX

i,j=1

ãijξiξj = Γ [ψ
0]tr ξ · [ψ0]tr ξ ≥ �

¯̄̄
[ψ0]tr ξ

¯̄̄2
≥ �δ |ξ|2

where

δ = inf

½¯̄̄
[ψ0(x)]tr ξ

¯̄̄2
: |ξ| = 1 & x ∈W

¾
> 0.

Then Eq. (3.26) implies

Q(ũ, ṽ) =

Z
Nr

f̃(y)ṽ(y)dy for all ṽ ∈ Xr.

Therefore by local boundary regularity Theorem 3.11, ũ ∈ Hk+2(Nρ) and there
exists C <∞ such that

(3.28) kũkHk+2(Nρ) ≤ C(kf̃kHk(Nt) + kũkH1(Nt)
).
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Invoking the change of variables Theorem 26.16 again shows u ∈ Hk(V ) and the
estimate in Eq. (3.28) implies the estimated in Eq. (3.27).

Theorem 3.13 (Elliptic Regularity). Let Ω be a bounded open subset such that
Ω̄o = Ω and Ω̄ is a C∞ — manifold with boundary, X be either H1

0 (Ω) or H
1(Ω)

and E be a Dirichlet form as in Notation 15.3. If k ∈ N and u ∈ X such that
LEu ∈ Hk(Ω) then u ∈ Hk+2(Ω) and

(3.29) kukHk+2(Ω) ≤ C(kfkHk(Ω) + kukX∗) ≤ C(kfkHk(Ω) + kukL2(Ω)).
Proof. Cover ∂Ω with {Vi}Ni=1 and {Wi}Ni=1 as in the above Lemma 3.12 such

that V̄i @@Wi. Also choose a precompact open subset V0 contained in Ω such that
{Vi}Ni=0 covers Ω. Choose W0 such that V 0 ⊂ W0 and W̄0 ⊂ Ω. If LEu =: f ∈
Hk (Ω) , then by Lemma 3.12 for i ≥ 1 and Theorem 3.3 for i = 0, u ∈ Hk+2(Vi)
and there exist Ci <∞ such that

(3.30) kukHk+2(Vi∩Ω) ≤ Ci(kfkHk(Wi∩Ω) + kukH1(Wi∩Ω)).

Summing Eq. (3.30) on i implies u ∈ Hk+2(Ω) and

(3.31) kukHk+2(Ω) ≤ C(kfkHk(Ω) + kukX).
Finally

kuk2X ≤ C(E(u, u) + ku||2H−1(Ω))
= C((f, u)L2(Ω) + ku||2H−1(Ω))
≤ C(kfkL2(Ω)kukL2(Ω) + ku||2H−1(Ω))

≤ C(
1

2δ
kfkL2(Ω) + δ

2
kukL2(Ω) + ku||2H−1(Ω))

≤ C(
1

2δ
kfk2L2(Ω) +

δ

2
kuk2X + ku||2H−1(Ω))

for any δ > 0. Choosing δ so that Cδ = 1, we find
1

2
kuk2X ≤ C(

1

2δ
kfk2L2(Ω) + ku||2H−1(Ω))

which implies with a new constant C that

(3.32) kukX ≤ C
¡kfkL2(Ω) + ku||H−1(Ω)¢ .

Combining Eqs. (3.31) and (3.32) implies Eq. (3.29).


