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5. A very short introduction to generalized functions

Let U be an open subset of Rn and
(5.1) C∞c (U) = ∪K@@UC∞(K)
denote the set of smooth functions on U with compact support in U.

Definition 5.1. A sequence {φk}∞k=1 ⊂ D(U) converges to φ ∈ D(U), iff there is a
compact set K @@ U such that supp(φk) ⊂ K for all k and φk → φ in C∞(K).

Definition 5.2 (Distributions on U ⊂o Rn). A generalized function T on U ⊂o
Rn is a continuous linear functional on D(U), i.e. T : D(U) → C is linear and
limn→∞hT, φki = 0 for all {φk} ⊂ D(U) such that φk → 0 in D(U). Here we have
written hT, φi for T (φ). We denote the space of generalized functions by D0(U).
Example 5.3. Here are a couple of examples of distributions.

(1) For f ∈ L1loc(U) define Tf ∈ D0(U) by hTf , φi =
R
U
φfdm for all φ ∈ D(U).

This is called the distribution associated to f.
(2) More generally let µ be a complex measure on U, then hµ, φi := R

U
φdµ is

a distribution. For example if x ∈ U, and µ = δx then hδx, φi = φ(x) for all
φ ∈ D.

Lemma 5.4. Let aα ∈ C∞(U) and L =
P
|α|≤m aα∂

α — a mth order linear differ-
ential operator on D(U). Then for f ∈ Cm(U) and φ ∈ D(U),

hLf, φi := hTLf , φi = hT,L∗φi
where L∗ is the formal adjoint of L defined by

L∗φ =
X
|α|≤m

(−1)|α| ∂α [aαφ] .

Proof. This is simply repeated integration by parts. No boundary terms arise
since φ has compact support.

Definition 5.5 (Multiplication by smooth functions). Suppose that g ∈ C∞(U)
and T ∈ D0(U) then we define gT ∈ D0(U) by

hgT, φi = hT, gφi for all φ ∈ D(U).
It is easily checked that gT is continuous.

Definition 5.6 (Differentiation). For T ∈ D0(U) and i ∈ {1, 2, . . . , n} let ∂iT ∈
D0(U) be the distribution defined by

h∂iT, φi = −hT, ∂iφi for all φ ∈ D(U).
Again it is easy to check that ∂iT is a distribution.

Definition 5.7. More generally if L is as in Lemma 5.4 and T ∈ D0 we define
LT ∈ D0 by

hLT, φi = hT,L∗φi.
Example 5.8. Suppose that f ∈ L1loc and g ∈ C∞(U), then gTf = Tgf . If further
f ∈ C1(U), then ∂iTf = T∂if . More generally if f ∈ Cm(U) then, by Lemma 5.4,
LTf = TLf .

Because of Definition 5.7 we may now talk about distributional or generalized
solutions T to PDEs of the form LT = S where S ∈ D0.
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Example 5.9. For the moment let us also assume that U = R. hTf , φi =
R
U
φfdm.

Then we have
(1) limM→∞ TsinMx = 0
(2) limM→∞ TM−1 sinMx = πδ0 where δ0 is the point measure at 0.
(3) If f ∈ L1(Rn, dm) with

R
Rn fdm = 1 and f�(x) = �−nf(x/�), then

lim�↓0 Tf� = δ0. Indeed,

lim
�↓0
hTf� , φi = lim

�↓0

Z
Rn

�−nf(x/�)φ(x)dx

= lim
�↓0

Z
Rn

f(x)φ(�x)dx
D.C.T.
=

Z
Rn

f(x) lim
�↓0

φ(�x)dx

= φ(0)

Z
Rn

f(x)dx = φ(0) = hδ0, φi.
As a concrete example we have

lim
�↓0

�

π(x2 + �2)
= δ0 on R,

i.e.
lim
�↓0

T �
π(x2+�2)

= δ0.

Example 5.10. Suppose that a ∈ U, then

h∂iδa, φi = −∂iφ(a)
and more generally we have

hLδa, φi = (L∗φ) (a).
Lemma 5.11. Suppose f ∈ C1([a, b]) and g ∈ PC1([a, b]), i.e. g ∈ C1 ([a, b] \ Λ)
where Λ is a finite subset of (a, b) and g(α+), g(α−) exists for α ∈ Λ. Then
(5.2)Z b

a

f 0(x)g(x)dx = [f 0(x)g(x)] |ba −
Z b

a

f(x)g0(x)dx−
X
α∈Λ

f(α) (g(α+)− g(α−)) .

In particular
d

dx
Tg = Tg0 +

X
α∈Λ

(g(α+)− g(α−)) δα

Proof. Write Λ ∪ {a, b} as {a = α0 < α1 < · · · < αn = b} , thenZ b

a

f 0(x)g(x)dx =
n−1X
k=0

Z αk+1

αk

f 0(x)g(x)dx =
n−1X
k=0

·
[f(x)g(x)] |αk+1−αk+

−
Z αk+1

αk

f(x)g0(x)dx
¸

= [f 0(x)g(x)] |ba −
Z b

a

f(x)g0(x)dx−
n−1X
k=1

[f(x)g(x)] |αk+αk−

which is the same as Eq. (5.2).


