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A GENERALIZED RAYLEIGH–PLESSET EQUATION FOR IONS
WITH SOLVENT FLUCTUATIONS∗

CHAO FAN† , BO LI‡ , AND MICHAEL R. WHITE§

Abstract. We introduce a mathematical modeling framework for the conformational dynamics
of charged molecules (i.e., solutes) in an aqueous solvent (i.e., water or salted water). The solvent
is treated as an incompressible fluid, and its fluctuating motion is described by the Stokes equation
with the Landau–Lifschitz stochastic stress. The motion of the solute-solvent interface (i.e., the di-
electric boundary) is determined by the fluid velocity together with the balance of the viscous force,
hydrostatic pressure, surface tension, solute-solvent van der Waals interaction force, and electro-
static force. The electrostatic interactions are described by the dielectric Poisson–Boltzmann theory.
Within such a framework, we derive a generalized Rayleigh–Plesset equation, a nonlinear stochastic
ordinary differential equation (SODE), for the radius of a spherical charged molecule, such as an
ion. The spherical average of the stochastic stress leads to a multiplicative noise. We design and
test numerical methods for solving the SODE and use the equation, together with explicit-solvent
molecular dynamics simulations, to study the effective radius of a single ion. Potentially, our general
modeling framework can be used to efficiently determine the solute-solvent interfacial structures and
predict the free energies of more complex molecular systems.

Key words. charged molecules, solute-solvent interface, Stokes equation, Landau–Lifschitz
stochastic stress tensor, Poisson–Boltzmann equation, generalized Rayleigh–Plesset equation
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1. Introduction. We study the conformational dynamics of charged molecules
(e.g., an ion or a protein) in an aqueous solvent (i.e., water or salted water), aiming
at understanding the role of the solvent viscosity and solvent fluctuations in such
dynamics [2, 4, 17, 20, 22, 25, 39, 46]. We introduce a mathematical modeling frame-
work with a dynamic implicit solvent to describe such a role. Here, an implicit solvent
means a continuum solvent; i.e., the solvent is treated as a continuum rather through
individual solvent molecules. Within such a framework, we derive a stochastic ordi-
nary differential equation (SODE) and study the effective radius of a single ion.

Our modeling framework is a combination of a static variational model [15, 52, 53]
and a stochastic fluid mechanics approach [24]. In the variational model, one min-
imizes a macroscopic solvation free-energy functional G[Γ] among all the possible
solute-solvent interfaces (i.e., dielectric boundaries) Γ that are closed surfaces en-
closing all the solute atoms located at x1, . . . ,xN inside the solvation region Ω; cf.
Figure 1. A solute-solvent interface Γ separates the solute region Ωp (p stands for
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Fig. 1. A schematic diagram of charged molecules immersed in an aqueous solvent. The region

of solvation Ω is divided into the solvent region Ωw, the solute region Ωp = ∪mi=1Ω
(i)
p , and the solute-

solvent interface (i.e., the dielectric boundary) Γ = ∪mi=1Γ(i), where Ω
(i)
p is a connected component

of Ωp and Γ(i) = ∂Ω
(i)
p is the boundary of Ω

(i)
p . The solute region Ωp contains all the solute atoms

xj carrying partial charges Qj (j = 1, . . . , N), with each component Ω
(i)
p containing Ni atoms. The

unit vector n normal to Γ points from Ωp to Ωw.

protein) from the solvent region Ωw (w stands for water). Both the solvent and solutes
are approximated as dielectric media with different dielectric constants. The solva-
tion free-energy functional consists of the energy needed to create the solute region
Ωp, the solute-solvent interfacial energy, the solute-solvent van der Waals (vdW) in-
teraction energy, and the dielectric electrostatic energy determined by the dielectric
Poisson–Boltzmann (PB) theory [8, 13, 26, 40]; cf. (2.1).

In the dynamic implicit-solvent model, all Ωw = Ωw(t), Ωp = Ωp(t), and Γ = Γ(t)
depend on time t. The motion of the solute-solvent interface Γ(t), the key variable in
the model, is governed by its normal velocity Vn = u ·n, where n = n(x, t) is the unit
normal at the interface and u = u(x, t) is the solvent velocity field. The solvent fluid
is incompressible, as it is mainly water, and the velocity field of the solvent fluid is
governed by the stochastic Navier–Stokes equation (NSE) [24]

ρw(∂tu + u · ∇u) = µw∇2u−∇Pw + Fext +∇ ·Σ in Ωw(t),

where ρw is the constant fluid density, µw the dynamic viscosity, Pw the solvent fluid
pressure, Fext an external force, and Σ the Landau–Lifshitz stochastic stress tensor.
Since the fluid motion at the molecular scale is friction dominated, we can neglect the
inertia term in the NSE and consider alternatively the stochastic Stokes equation for
the fluid velocity field. The force balance leads to the interface condition

2µwD(u)n− δΓG[Γ]n = 0 on Γ(t),

where D(u) is the strain-rate tensor and −δΓG[Γ]n is the conserved force arising from
the free energy G[Γ] of the dielectric boundary Γ in the variational model, where δΓ
denotes the variational derivative; see section 2 for more details.

With the dynamic implicit-solvent modeling framework, we derive a generalized
Rayleigh–Plesset (RP) equation for the radius R = R(t) of a spherical charged solute,
such as an ion. We recall the classical RP equation for the radius of spherical bubble
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in a fluid [33, 34, 36]

RR̈+
3

2
Ṙ2 +

4µw

ρwR
Ṙ+

2γ0

ρwR
=
Pw − P∞

ρw
,

where P∞ is the pressure at infinity and γ0 is the surface tension of the air-fluid
interface. The RP equation has been used extensively in the study of bubble dynam-
ics [5, 14, 18, 29, 33, 34, 36]. Our generalized RP equation is a nonlinear SODE with
a multiplicative noise that results from the spherical average of the Landau–Lifschitz
stochastic stress. The equation couples different kinds of forces, particularly the elec-
trostatic force, in the motion of the spherical molecule. There are three versions of our
generalized RP equation, corresponding to the full NSE, the time-dependent Stokes
equation, and the time-independent Stokes equation, respectively; cf. Theorem 3.1.
We design and test numerical methods for solving the generalized RP equation and,
with the help of explicit-water molecular dynamics (MD) simulations, study the ef-
fective radius of a single ion through the solvent radial distribution.

We remark that in practice, the Stokes equation should be suitable, as the inertia
of a molecular fluid is weak and can be neglected. However, we consider the full NSE
so that we can compare our generalized RP equation with the classical RP equation.
Moreover, we will see how some numerical scheme for the generalized RP equation
can be simplified.

The variational implicit-solvent model, which is a key component of the force
modeling in the dynamic implicit-solvent model, has been successful in providing rea-
sonable estimations of the free energy of molecular solvation, describing the strong
effect of electrostatic interactions, and capturing the multiple dry and wet solvation
states; cf., e.g., [10, 11, 49, 52]. In the recent work [53], the authors combine the
variational solvation model, the string method for minimum energy paths, and the
state-dependent Brownian dynamics simulations and Fokker–Planck equations to pre-
dict the kinetics of molecular binding and unbinding processes, showing new potentials
of the variational implicit solvation approach.

In recent years, there has been a growing interest in modeling the conformation
and dynamics of charged molecules in an aqueous solvent using the continuum fluid
mechanics theory [16, 28, 50, 51]. Naturally, one questions the validity of such a theory,
the NSE or Stokes equation specifically, applied to a molecular solvation system of
nanoscale length. For instance, the density and viscosity of solvent molecules around
the solutes, if properly defined, are presumably rather inhomogeneous. Therefore,
one will not expect to capture any molecular details, such as water orientations,
hydration shells around proteins, and the kinetics of water molecules moving through
a carbon nanotube, by using a continuum, fluid mechanics equation. However, just
like the dielectric PB model for protein electrostatics, a solvent fluid model, which is
expected to be still much more efficient than all-atom MD simulations, can potentially
describe some mesoscopic properties of solvent with bulk values of solvent density and
viscosity. This is in alignment with experiments on adjusting the bulk solvent viscosity
to investigate its effect to the kinetics of conformational change of macromolecules
[2, 4, 17, 39]. With the inclusion of stochastic stress, a solvent fluid model may better
describe the effect of the mean viscous force on the solute-solvent interfacial structures
and better capture the transition between different metastable states [25, 32].

Our solvent fluid model is first developed in [50, 51], where no stochastic stress
is included. The treatment of electrostatics using the dielectric boundary force is
proposed in [50], and some statistical mechanics basis of the model is provided in [51].
In [28], the authors perform a linear stability analysis to show the stability and in-
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stability of a cylindrical solute-solvent equilibrium interface under the influence of all
the forces and find the key parameter to be the ratio of the surface tension and the
viscosity. Sun et al. [44, 45] develop numerical methods to implement the dynamic
implicit-solvent model without fluctuations but with special numerical boundary con-
ditions that allow the solvent to flow in and out of the computational region to capture
different dry and wet solvation states.

In section 2, we first review the static variational implicit-solvent model for mo-
lecular solvation. We then present the dynamic implicit-solvent model as a general
mathematical modeling framework for the description of the solvent fluid motion with
fluctuations and the conformational dynamics of charged molecules. In section 3, we
apply our modeling framework to a spherical charged molecule in an aqueous solvent
and derive the generalized RP equation for the fluctuating motion of the sphere. In
section 4, we describe our numerical methods for solving the generalized RP equation
and present the related numerical results. In section 5, we apply our generalized RP
equation together with MD simulations to study the effective radius of a single ion.
Finally, in section 6, we briefly draw conclusions and discuss several modeling issues
and our future work.

2. A dynamic implicit-solvent modeling framework. We consider a sol-
vation system of charged molecules immersed in an aqueous solvent as illustrated by
Figure 1. Note that we use the solute-solvent interface Γ as a dielectric boundary
since the dielectric coefficient of the solvent, εw, is in general much larger than that
of the solutes, εp. We define εΓ : Ω→ R by

εΓ(x) =

{
εp if x ∈ Ωp,

εw if x ∈ Ωw.

We recall the solvation free-energy functional G = G[Γ] in the variational implicit-
solvent model [12, 15, 49, 52], where Γ is a solute-solvent interface (cf. Figure 1):

(2.1) G[Γ] = (Pw − Pp) vol(Ωp) + γ0

∫
Γ

(1− 2τH) dS + nw

∫
Ωw

UvdW dV +Gelec[Γ].

Here, the first term is the work to create the solute region Ωp, where Pw and Pp are
the solvent pressure and solute pressure, respectively. The second term is the surface
energy, in which γ0 is the constant surface tension, H the mean curvature, and τ a
constant correction parameter often called the Tolman length [47]. The third term, in
which nw is the solvent number density, describes the solute-solvent vdW interactions.

The potential function UvdW is given by UvdW(x) =
∑N
i=1 U

(i)
LJ (|x− xi|) , where each

U
(i)
LJ is a 12-6 Lennard-Jones (LJ) potential

(2.2) U
(i)
LJ (r) = 4εi

[(σi
r

)12

−
(σi
r

)6
]

with εi and σi the energy and length parameters.
The last term Gelec[Γ] in (2.1) is the electrostatic part of the free energy. Within

the PB theory [8, 13, 26, 40, 52], it is given by

(2.3) Gelec[Γ] =
1

2

N∑
i=1

Qi(ψ − ψref)(xi)−
1

2

∫
Ωw

ψB′(ψ) dV −
∫

Ωw

B(ψ) dV.
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Here, the electrostatic potential ψ is determined by the PB equation (cf. (2.12) below)

together with some boundary conditions, ψref(x) =
∑N
i=1Qi/(4πε0εp|x− xi|) is a

reference field with ε0 the vacuum permittivity, and

(2.4) B(ψ) = kBT

M∑
i=1

c∞i

(
e−qiψ/kBT − 1

)
with kB the Boltzmann constant, T temperature, and c∞i and qi the bulk concentration
and charge of ions of the ith species (a total of M species assumed), respectively. As
usual, we assume the ionic charge neutrality

(2.5)

M∑
i=1

c∞i qi = 0.

The negative first variation of the G[Γ] defines the normal component of the boundary
force on Γ. It is given by [6, 7, 8, 27, 52]

−δΓG[Γ] = Pp − Pw − 2γ0(H − τK) + nwUvdW +
1

2

(
1

εwε0
− 1

εpε0

)
|εΓ∇ψ · n|2

+
1

2
(εpε0 − εwε0)|(I− n⊗ n)∇ψ|2 −B(ψ) on Γ,(2.6)

where K is the Gaussian curvature and I the identity tensor. The linear PB equa-
tion for the electrostatic potential, the corresponding electrostatic energy, and the
corresponding dielectric boundary force have all the same expressions but with the
following linearized version of B(ψ):

(2.7) B(ψ) =
1

2
εwε0κ

2ψ2 with κ =

√√√√ 1

εwε0kBT

M∑
i=1

c∞i q
2
i .

The parameter κ is the inverse Debye length.
We now consider the dynamics of our molecular system and assume thus that all

Ωw, Ωp, Ω
(i)
p , Γ, and Γ(i) depend on time t. Note that the number of solute components

m can now also depend on t. The main elements of our dynamic implicit-solvent model
are as follows:

(1) The motion of the dielectric boundary Γ(t) is determined by its normal veloc-
ity Vn(x) = ẋ · n(x) for any x = x(t) ∈ Γ(t), where a dot on top denotes the
time derivative. We model the normal velocity Vn of the dielectric boundary
to be the same as the normal component of the solvent fluid velocity u = u(x)
at the boundary [3, 24, 31].

(2) The solvent fluid is incompressible, as the solvent in a biological molecular
system is often water or salted water with low salt concentrations. The solvent
fluid motion is described by the NSE or by the Stokes equation, as the fluid is
friction dominated [3, 24, 31]. Moreover, the solvent fluctuation is described
by the Landau–Lifshitz stochastic stress tensor [24].

(3) The pressure P = P (x, t) is defined in the entire solvation region Ω as follows:

P (x, t) =

{
Pw(x, t) if x ∈ Ωw(t),

Pp(t) = P (i)
p (t) if x ∈ Ω(i)

p (t) (i = 1, . . . ,m(t)).

In each of the solute subregions Ω
(i)
p (t) (1 ≤ i ≤ m(t)), the pressure P

(i)
p (t)

is approximated to be spatially constant, and the ideal-gas law applies.



A GENERALIZED RAYLEIGH–PLESSET EQUATION 1103

(4) The electrostatic interactions among the partial charges Qj carried by solute
atoms located at xj (j = 1, . . . , N), mobile ions in the solvent, and polarized
solvent medium are described by the PB equation (nonlinear or linear) [8, 13,
26, 40] and the dielectric boundary force [6, 7, 8, 9, 27].

(5) At the solute-solvent interface Γ(t), the viscous force, hydrostatic pressure,
solute-solvent vdW interaction force, surface tension (which includes the Tol-
man correction), and electrostatic force are all balanced. This means that
the interface equilibrates locally much faster than the averaged solvent fluid
motion.

The entire set of governing equations for the motion of solute-solvent interface
Γ(t), the velocity u, the pressure P , and the electrostatic potential ψ are given by

Interface motion Vn = u · n on Γ(t),(2.8)

Incompressibility ∇ · u = 0 in Ωw(t),(2.9)

Stochastic NSE ρw(∂tu + u · ∇u)

= µw∇2u−∇Pw + Fext +∇ ·Σ in Ωw(t),(2.10)

Ideal-gas law P (i)
p (t) =

Ni(t) kBT

vol(Ω
(i)
p (t))

in Ω(i)
p (t) (i = 1, . . . ,m(t)),(2.11)

PBE ∇ · εΓ(t)ε0∇ψ − χΩw(t)B
′(ψ) = −

N∑
j=1

Qjδxj in Ω,(2.12)

Force balance 2µwD(u)n− δΓG[Γ]n = 0 on Γ(t).(2.13)

Alternatively, we can use the stochastic Stokes equation, time dependent or not,
instead of the full stochastic NSE (2.10):

ρw∂tu = µw∇2u−∇Pw + Fext +∇ ·Σ in Ωw(t),(2.14)

µw∇2u−∇Pw + Fext +∇ ·Σ = 0 in Ωw(t).(2.15)

Practically, the stochastic time-independent Stokes equation is preferred, as for a
system at molecular scale, the inertia is weak and can be neglected.

In (2.10), (2.14), and (2.15), ρw is the constant solvent fluid density, µw the
constant dynamic viscosity of the solvent fluid, and Fext = Fext(x, t) the density of
an external force (e.g., applied shear per unit volume). The term ∇ · Σ in these
equations is the random force in the solvent fluid. The Landau–Lifshitz stochastic
stress tensor Σ = Σ(x, t) is assumed to be a random Gaussian field with zero mean
and covariance tensor given by [24]

(2.16) 〈Σij(x, t)Σk`(x
′, t′)〉 = 2µw kB T δ(x− x′) δ(t− t′) (δikδj` + δi`δjk) ,

where Σij(x, t) (i, j = 1, 2, 3) are the components (in the Cartesian coordinates) of the
tensor Σ(x, t), δ is the Dirac delta function, and δij is the Kronecker symbol: δij = 1
if i = j and 0 if i 6= j. Note that, due to the fluid incompressibility, the form of the
covariance tensor given here simplifies the general Landau–Lifshitz formula of such a

tensor. In (2.11), Ni(t) is the number of solute particles in the subregion Ω
(i)
p (t). In

(2.12), the function χΩw(t)(x) is the characteristic function of the solvent region Ωw(t).
The symbol δxi denotes the Dirac delta function at xi. Note that the function B(ψ)
is defined in (2.4) and (2.7) for the nonlinear and linear PB equations, respectively.
Note also that the dependence on t of the electrostatic potential ψ(x, t) is through
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that of the dielectric boundary Γ(t). Finally, in the force balance (2.13) [21, 24, 35],
D(u) = (∇u +∇uT )/2 (with a superscript T denoting the matrix transpose) is the
strain-rate tensor, and −δΓG[Γ] is given in (2.6).

To uniquely determine the velocity field u and electrostatic potential ψ, we need
to specify their boundary conditions. If Ω = R3 is the entire space, then we can
set u = 0 and ψ = 0 at infinity. If Ω is a bounded region, then the boundary
condition for u needs to be set carefully in order to allow the change of volumes of

Ω
(i)
p (i = 1, . . . ,m) [44]. The boundary condition for ψ can be ψ = ψ0 on the boundary

of Ω for some given potential ψ0 [52].

3. A generalized RP equation. We now consider a spherical solute of radius
R = R(t) at time t, carrying a single point charge Q at its center that is assumed to be
the origin of R3. The region of solvation is Ω = R3. In the spherical coordinates, the
dielectric boundary Γ(t), solute region Ωp(t), and solvent region Ωw(t) are defined by
r = R(t), r < R(t), and r > R(t), respectively, where r = |r| and r = (x, y, z) ∈ R3.

Since there is N = 1 solute atom, we denote ULJ = U
(1)
LJ , ε = ε1, and σ = σ1 (cf.

(2.2)); i.e., we set

ULJ(r) = 4ε

[(σ
r

)12

−
(σ
r

)6
]
.(3.1)

We shall assume that the external force in (2.10)–(2.15) arises from a potential Uext,
i.e.,

(3.2) Fext = −nw∇Uext with Uext(∞) = 0.

We define

F (R) = Pp(R)− P∞ − 2γ0

(
1

R
− τ

R2

)
+ nw [ULJ(R) + Uext(R)] + felec(R),(3.3)

Pp(R) =
3kBT

4πR3
,(3.4)

felec(R) =
Q2

32π2ε0

[(
1

εw
− 1

εp

)
1

R4
− κ2

εw(1 + κR)2R2

]
.(3.5)

Our main result in this section is the following.

Theorem 3.1. Assume that the velocity u, pressure P , and electrostatic potential
ψ are all spherically symmetric and satisfy (2.8)–(2.13) (with (2.14) or (2.15) replac-
ing (2.10) alternatively and with the linear PB equation), together with the boundary
conditions that u, Σ, and ψ vanish at the infinity but P = P∞ at the infinity with
P∞ a given constant. Assume the stochastic stress tensor Σ is a random Gaussian
field with zero mean and satisfying (2.16). Then the radius R = R(t) of the spheri-
cal charged molecule with a point charge Q at its center satisfies the generalized RP
equation

ρw

(
RR̈+

3

2
Ṙ2

)
+

4µwṘ

R
= F (R) + ξ(3.6)

if the NSE (2.10) is satisfied,

ρw

(
RR̈+ 2Ṙ2

)
+

4µwṘ

R
= F (R) + ξ(3.7)
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Fig. 2. The total surface force density F = F (R) with Uext = 0 and all its components. The
unique equilibrium radius is Req = 2.8 Å. The dominant components are the LJ interaction and
electrostatic interaction forces.

if the time-dependent Stokes equation (2.14) is satisfied, or

4µwṘ

R
= F (R) + ξ(3.8)

if the time-independent Stokes equation (2.15) is satisfied, where ξ = ξ(t) is a Gaussian
white noise with

(3.9) 〈ξ(t)ξ(t′)〉 =
4

3
µwkBTδ(t− t′).

We remark that each of the three versions of the generalized RP equation (3.6)–
(3.8) is a SODE with a multiplicative noise. Note that only the macroscopic quantities,
velocity, pressure, and electrostatic potential are assumed to be spherically symmetric.
The stochastic stress tensor, however, is not assumed to be spherically symmetric.

The quantity F (R) defined in (3.3) is the surface force density on the spherical
boundary r = R. An equilibrium radius Req is determined by F (Req) = 0. This is
exactly the governing equation in the static variational implicit-solvent model (for a
single-atom spherical molecule); cf. [49, equation (II.8)] with Uext = 0. In Figure 2,
we plot this surface force density F = F (R) with Uext = 0, together with all its
components: the pressure difference P0(R) − P∞ (cf. (3.4)), the interfacial tension
force −2γ0(H − τK) = −2γ0(1/R − τ/R2), the scaled LJ interaction nwULJ, and
the electrostatic force felec(R) (cf. (3.5)). The values of parameters P∞, γ0, τ , ε,
σ, etc. are all listed in Table 1 below in section 4. Note that in this case there is
only one equilibrium radius Req = 2.8 Å. Around this equilibrium radius, the main
components of the force are the excluded-volume effect from the LJ part of the force
and the electrostatic force. We see from (3.6)–(3.8) that the solvent fluid flow does
not change this equilibrium [28].

Proof of Theorem 3.1. By the spherical symmetry, the velocity, pressure, and
electrostatic potential are given by u = u(r, t)r/r (r > R(t)), P = P (r, t), and ψ =
ψ(r, t), respectively. Equation (2.9) of the incompressibility now becomes r−2∂r(r

2u) =
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0 for r > R(t). Hence, u(r, t) = C(t)/r2 for some C(t). This and (2.8), which is now
Ṙ(t) = u(R(t), t), then lead to C(t) = R(t)2Ṙ(t) and further to

(3.10) u(r, t) =
R(t)2Ṙ(t)

r2
for r > R(t).

By the spherical symmetry and by dot producting both sides of the stochastic
NSE (2.10), we obtain by a series of calculations that (cf. [5, 18])

ρw

(
∂u

∂t
+ u

∂u

∂r

)

= µw

[
1

r2

∂

∂r

(
r2 ∂u

∂r

)
− 2u

r2

]
− ∂Pw

∂r
− nwU

′
ext(r) + (∇ ·Σ) · r

r
∀r > R(t).

(3.11)

With (3.10), we can verify that the term inside the brackets above vanishes. Hence,
by (3.10) again, (3.11) becomes

ρw

(
R2R̈+ 2RṘ2

r2
− 2R4Ṙ2

r5

)
= −∂Pw

∂r
− nwU

′
ext(r) + (∇ ·Σ) · r

r
∀r > R(t).

Integrating against r from R = R(t) to the infinity, we further get by the assumption
Uext(∞) = 0 (cf. (3.2)) that

(3.12) ρw

(
RR̈+

3

2
Ṙ2

)
= Pw(R)− P∞ + nwUext(R) +

∫ ∞
R

(∇ ·Σ) · r
r
dr.

By (2.11), the pressure inside the spherical solute, Pp = Pp(R), is given by (3.4).
Solving the linear PB equation (2.12) for the underlying one-atom system, where
B(ψ) is given in (2.7) and ψ = 0 at the infinity, we obtain explicitly the electrostatic
potential [9]

ψ(r, t) =


Q

4πεwε0R(1 + κR)
+

Q

4πεpε0

(
1

r
− 1

R

)
if r < R,

Q

4πεwε0(1 + κR)
· 1

r
e−κ(r−R) if r > R,

where again R = R(t). Note that the mean and Gaussian curvatures on Γ(t), which
is defined by r = R(t), are given by H = 1/R(t) and K = 1/R(t)2, respectively. By
(2.6), the boundary force −δΓG[Γ] on Γ(t) is now a function of R = R(t) and is given
by

−δΓG[Γ(t)] = Pp(R)− Pw(R)− 2γ0

(
1

R
− τ

R2

)
+ nwULJ(R) + felec(R),

where felec(R) is given exactly by (3.5).
Since u = u(r, t)r/r with u = u(r, t) given by (3.10), we have by a series of

calculations that

D(u)n · n = ∂ru = −2R2Ṙ

r3
.

It now follows from the above two equations that the force balance equation (2.13),
with a dot product with n, then becomes

−4µwṘ

R
+ Pp(R)− Pw(R)− 2γ0

(
1

R
− τ

R2

)
+ nwUvdW(R) + felec(R) = 0.
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This and (3.12) lead to

ρw

(
RR̈+

3

2
Ṙ2

)
+

4µwṘ

R
= F (R) +

∫ ∞
R

(∇ ·Σ) · r
r
dr,(3.13)

where F (R) is given in (3.3) and the potential UvdW is replaced by ULJ given in (3.1).
Note that if the velocity field u satisfies the time-dependent Stokes equation (2.14)

instead of the NSE (2.10), then the term u∂ru on the left-hand side of (3.11) should
be dropped. Consequently, the term (3/2)Ṙ2 in (3.12) and (3.13) should be replaced
by 2Ṙ2. If the velocity field satisfies the time-independent Stokes equation (2.15),
then the left-hand side of (3.11) is 0. Consequently, the term ρw(RR̈ + (3/2)Ṙ2) in
(3.12) and (3.13) should be set to 0.

We now consider the stochastic term in (3.13). The change of basis matrix from
the Cartesian coordinates (x, y, z) to spherical coordinates (r, θ, φ), where θ is the
polar angle (0 ≤ θ ≤ π) and φ is the azimuthal angle (0 ≤ φ < 2π), is

A =

sin θ cosφ sin θ sinφ cos θ
cos θ cosφ cos θ sinφ − sin θ
− sinφ cosφ 0

.
Thus, the stochastic stress tensor Σ in the Cartesian coordinates can be converted to
that in the spherical coordinates with the formula

(3.14)

Σrr Σrθ Σrφ
Σθr Σθθ Σθφ
Σφr Σφθ Σφφ

 = A

Σxx Σxy Σxz
Σyx Σyy Σyz
Σzx Σzy Σzz

AT ,
where T denotes the matrix transpose. From this we obtain by a series of calculations
that

Σrr = (sin θ)2(cosφ)2Σxx + (sin θ)2 sinφ cosφΣyx + sin θ cos θ cosφΣzx

+ (sin θ)2 sinφ cosφΣxy + (sin θ)2(sinφ)2Σyy + sin θ cos θ cosφΣzy

+ sin θ cos θ cosφΣxz + sin θ cos θ sinφΣyz + (cos θ)2 Σzz,(3.15)

Σθθ = (cos θ)2(cosφ)2Σxx + (cos θ)2 sinφ cosφΣyx − sin θ cos θ cosφΣzx

+ (cos θ)2 sinφ cosφΣxy + (cos θ)2(sinφ)2Σyy − sin θ cos θ sinφΣzy

− sin θ cos θ cosφΣxz − sin θ cos θ sinφΣyz + (sin θ)2Σzz,(3.16)

Σφφ = (sinφ)2Σxx − sinφ cosφΣyx − sinφ cosφΣxy + (cosφ)2Σyy.(3.17)

By these and (3.14), we obtain the formula for the divergence ∇ ·Σ of the stochastic
tensor Σ in the spherical coordinates

∂Σrr
∂r + 2Σrr

r + 1
r
∂Σθr
∂θ + cot θΣθr

r + 1
r sin θ

∂Σφr
∂φ −

Σθθ+Σφφ
r

∂Σrθ
∂r + 2Σrθ

r + 1
r
∂Σθθ
∂θ + cot θΣθθ

r + 1
r sin θ

∂Σφθ
∂φ + Σθr

r − cot θ
Σφφ
r

∂Σrφ
∂r + 2

Σrφ
r + sin θ

r
∂Σθφ
∂θ + cot θ

Σθφ
r + 1

r sin θ
∂Σφφ
∂φ +

Σφr+Σφθ
r

 .
By definition, the first row in this matrix, which may depend on θ and φ, is exactly
(∇ ·Σ) · r/r, i.e.,

(3.18) (∇ ·Σ) · r
r

=
∂Σrr
∂r

+ 2
Σrr
r

+
1

r

∂Σθr
∂θ

+ cot θ
Σθr
r

+
1

r sin θ

∂Σφr
∂φ

− Σθθ + Σφφ
r

.
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Note that all terms in (3.13), except the stochastic term, are independent of θ
and φ. We can then consider the spherical averages of these terms. More precisely,
if we multiply both sides of (3.13) by sin θ/(4π) and then integrate against θ over
0 ≤ θ ≤ π and against φ over 0 ≤ φ ≤ 2π, then we obtain the designed equation (3.6)
with the noise term

ξ(t) =
1

4π

∫ 2π

0

∫ π

0

∫ ∞
R

(∇ ·Σ) · r
r

sin θ dr dθ dφ

=
1

4π

∫ 2π

0

∫ π

0

∫ ∞
R

[
sin θ

∂Σrr
∂r

+
2 sin θ

r
Σrr +

sin θ

r

∂Σθr
∂θ

+
cos θ

r
Σθr +

1

r

∂Σφr
∂φ

− sin θ

r
(Σθθ + Σφφ)

]
dr dθ dφ,(3.19)

where the second equality follows from (3.18). Equation (3.6) is thus proved. Equa-
tions (3.7) and (3.8) are similarly proved; see the remark below (3.13).

We now show that ξ(t) given in (3.19) is a zero-mean Gaussian field with the
correlation (3.9). The third term, by integration by parts, is

1

4π

∫ ∞
R

∫ 2π

0

∫ π

0

1

r

∂Σθr
∂θ

sin θ dθ dφ dr = − 1

4π

∫ ∞
R

∫ 2π

0

∫ π

0

Σθr
r

cos θ dθ dφ dr,

which is precisely the negation of the fourth term, so they cancel. The fundamental
theorem of calculus, applied to the integration of the fifth term against φ, leads to a
factor of Σφr(r, θ, 2π) − Σφr(r, θ, 0), which vanishes as well due to the periodicity of
φ. The second and last terms now also cancel due to the following integrals computed
from (3.15)–(3.17):

1

4π

∫ 2π

0

∫ π

0

sin θΣrr dθ dφ =
Σxx + Σyy + Σzz

3
,(3.20)

1

4π

∫ 2π

0

∫ π

0

sin θΣθθ dθ dφ =
Σxx + Σyy + 4Σzz

6
,

1

4π

∫ 2π

0

∫ π

0

sin θΣφφ dθ dφ =
Σxx + Σyy

2
.

We now only have the first term of the integral (3.19). By integration by parts, (3.20),
and the fact that Σ vanishes at the infinity, we obtain

ξ(t) =
1

4π

∫ 2π

0

∫ π

0

∫ ∞
R

∂Σrr
∂r

dr sin θ dθ dφ

= − 1

4π

∫ 2π

0

∫ π

0

Σrr(R, θ, φ) sin θ dθ dφ

= −1

3
(Σxx + Σyy + Σzz)

∣∣∣∣
r=R(t)

.(3.21)

Notice that Σxx, Σyy, and Σzz are uncorrelated, zero-mean Gaussian random fields.
Hence, ξ(t) is a zero-mean Gaussian random field. By (2.16), the covariance of
−(Σxx + Σyy + Σzz)/3 is

1

9
〈(Σxx + Σyy + Σzz) (x, t) (Σxx + Σyy + Σzz) (x′, t′)〉
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=
1

9
[〈Σxx(x, t) Σxx(x′, t′)〉+ 〈Σyy(x, t) Σyy(x′, t′)〉+ 〈Σzz(x, t) Σzz(x

′, t′)〉]

=
4

3
µwkBT δ(x− x′) δ(t− t′).

Setting x = (R(t), 0, 0) and x′ = (R(t′), 0, 0) in the above equation and noting that
R(t) = R(t′) and t = t′ if and only if t = t′, we then obtain (3.9) by (3.21).

4. Numerical methods and simulations. In this section, we design numerical
methods to solve the generalized RP equation in all of its three versions. Let us first
consider the second-order SODE (3.6) and (3.7). Since ξ(t) is a white noise with
the correlation (3.9), formally we have ξ dt =

√
4µwkBT/3 dwt, where wt denotes

the standard Wiener process with zero mean and the delta correlation. Those two
equations (3.6) and (3.7) can then be written as a system of first-order SODEs in Itô
differential form as

dXt = A(Xt) dt+B(Xt) dWt,

where

Xt =

[
R

Ṙ

]
, A(Xt) =

[
Ṙ

−
(
α
R + 4µw

ρwR2

)
Ṙ+ F (R)

ρwR

]
,

B(Xt) =

[
0 0

0

√
4
3µwkBT

ρwR

]
, Wt =

[
0
wt

]
.

Here, α = 2 for (3.6) and α = 3/2 for (3.7), respectively.
We partition the time axis into intervals of width ∆t and set X(0) = X0 and X(n)

an approximation to Xtn , where tn = n∆t (n = 1, 2, . . . ). Denote by Ai, Xi, X
(n)
i the

ith component of the vector A, X, and X(n), respectively, and by Bij the (i, j)-entry
of the matrix B. Applying the multidimensional Milstein method [23], we obtain the
following scheme for the components of X(n):

X
(n+1)
i = X

(n)
i +Ai(X

(n))∆t+

2∑
j=1

Bij(X
(n))∆W

(n)
j

+
1

2

2∑
j,k,`=1

∂Bij
∂X`

(X(n))B`k(X(n))
[
∆W

(n)
j ∆W

(n)
k −∆t σjk − S(n)

jk

]
,(4.1)

i = 1, 2,

where ∆W (n) are vectors of independent and identically distributed Gaussian random
variables with mean zero and variance ∆t, (σjk) is the correlation matrix for Wt, and

S
(n)
jk are the “Lévy areas” defined by

S
(n)
jk =

∫ tn+1

tn

[(Wt)j − (Wtn)j ] dWk −
∫ tn+1

tn

[(Wt)k − (Wtn)k] dWj .

Due to the special structure of the matrix B, the second sum in (4.1) vanishes. Hence,
the scheme (4.1) simplifies to the Euler–Maruyama scheme, i.e.,

X
(n+1)
1 = X

(n)
1 +X

(n)
2 ∆t,(4.2)

X
(n+1)
2 = X

(n)
2 +A2(X(n))∆t+B22(X(n))∆W

(n)
2 .(4.3)
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Table 1
Parameters for the generalized RP equations.

Parameter Symbol Value Unit
temperature T 298 K

solvent dynamic viscosity µw 0.2 kBT · ps/Å
3

solvent number density nw 0.0333 Å−3

solvent mass density ρw 2.42× 10−3 kBT · ps2/Å
5

bulk solvent pressure P∞ 2.46× 10−5 kBT/Å
3

surface tension γ0 0.175 kBT/Å
2

Tolman length τ 1 Å
LJ length parameter σ 3.5 Å
LJ energy parameter ε 0.3 kBT
vacuum permittivity ε0 1.4372× 10−4 e2/(kBT · Å)
solute dielectric constant εp 1
solvent dielectric constant εw 78

inverse Debye length κ 0.025 Å
−1

point charge Q 1 e

Similarly, we can rewrite the SODE (3.8) in Itô’s form for Rt = R(t) as

(4.4) dRt = a(Rt) dt+ b(Rt) dwt,

where

a(Rt) =
RF (R)

4µw
and b(Rt) =

√
kBT

12µw
R.

We partition the time axis into intervals of width ∆t and set R(n) an approximation
to Rtn , where tn = n∆t (n = 1, 2, . . . ). We use the Euler–Maruyama scheme [23] to
discretize (4.4),

(4.5) R(n+1) = Rn + a(Rn)∆t+ b(Rn)∆wn,

where ∆wn are independent and identically distributed Gaussian random variables
with mean zero and variance ∆t.

For our numerical solutions to the generalized RP equations, we use the parame-
ters listed in Table 1. Note that the inverse Debye length κ (cf. (2.7)) is slightly larger
than 0.029, which is estimated with M = 2, q1 = 1, q2 = −1, c∞1 = c∞2 = 0.1M. In
our simulations for each of the three versions (3.6), (3.7), and (3.8) of the generalized
RP equation, we choose ∆t = 10−3 picoseconds and run 106 steps. We collect the
histogram data of the simulated radius R(t) and use the Gaussian convolution to filter
the histogram.

In Figure 3, we plot the probability distribution of the simulated radius for each
of the three equations. From the results, we see that the probability distributions of
the radius obtained by the three different versions of the generalized RP equation are
almost the same. The difference of these equations is in the timescale. Note that the
peak of each of the distributions corresponds to the optimal radius, which is very close
to but not exactly the same as the equilibrium radius Req defined by F (Req) = 0 with
F (R) given in (3.3). This indicates that, in terms of the description of the stochastic
effect to the radius, the simple time-independent Stokes equation can be used.

5. Application: The effective radius of a single ion. In this section, we
study the effective radius of a single ion immersed in an aqueous solvent by MD
simulations and our generalized RP equation.
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Fig. 3. The probability distribution of the radius R = R(t) obtained from the simulation of the
generalized RP equation (3.7) (left), (3.7) (middle), and (3.8) (right). The vertical line in each plot
shows the equilibrium radius defined by F (R) = 0 with F (R) given in (3.3).

We use the GROMACS MD simulations package with the SPC/E water model
and OPLS/AA force field. We also use particle mesh Ewald summation for the cal-
culation of electrostatic interactions. The temperature is set to be T = 298 K, and
the simulation box is a cube of size around 50 Å× 50 Å× 50 Å. At the center of this
box, we place an artificial ion of point charge Q with Q = +1, −1, +2, or −2. We
also place around 4,050 water molecules and a few Na+ and Cl− ions in the simula-
tion box. The ion-water LJ parameters are fixed to be σ = 3.5 Å and ε = 0.3 kBT .
In each simulation, we run for 1,000,000–10,000,000 time steps with each step of 1
femtosecond.

Figure 4 shows the radial distribution of the water molecules around the ion
obtained from our MD simulations. From such a distribution, we can extract four
different radii of the ion as illustrated in the subplot (a):

(1) the “first nonzero” radius, marked by × on the horizontal axis in subplot
(a), defined to be the first distance to the center of the ion at which the
distribution is nonzero

(2) the “peak” radius, defined to be the distance to the center of the ion at which
the distribution reaches its first maximum

(3) the “half peak” radius, defined to be the distance to the center of the ion at
which the distribution reaches half of its first peak value

(4) the “bulk” radius, defined to be the distance at which the distribution reaches
the bulk value for the first time

We also solve the generalized RP equation (3.8) with the same parameters as those
in the MD simulations and others in Table 1. We record in Table 2 all the four radii
defined from the radial distribution of water around the ion and the radius determined
by the generalized RP equation for all the four ions (defined by the four Q values).

We observe from Table 2 that the SODE radius for each of the anions (with
negative Q value) is larger than any of those radii defined from the water distribution,
while the SODE radius is always smaller than those defined from such distributions
for cations (with positive Q value). The SODE does not distinguish the sign of charge
Q. This is known to be an issue of the continuum electrostatic model, which is unable
to capture the charge asymmetry [19]. However, the SODE radius approximates very
well the averaged peak radius over those for the two ions with the same amount of
charge (same absolute value of Q), i.e., average over Q = +1 and Q = −1 or over
Q = +2 and Q = −2. In general, the SODE radius approximates those of cations
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Fig. 4 . The radial distribution of water molecules around an arti�cial ion carrying the point
charge Q: In (a), the dash-dotted line, broken line, and the line with symbol + are used to de�ne
the peak, half peak, and bulk values of water distribution. The cross sign � between 2 and 3 on
the horizontal axis of (a) de�nes the �rst point of distance to the center of the ion with a nonzero
distribution.

Table 2
E�ective ionic radii determined by the radial distribution of water from MD simulations (�rst

nonzero, peak, half peak, and bulk) and by the generalized RP equation (3.8) for four arti�cially
designed ions.

Ion Q (e) First nonzero ( �A) Peak (�A) Half peak ( �A) Bulk ( �A) RP ( �A)
1 1 2.48 3.32 3.00 3.03 2.80
2 � 1 1.56 2.04 1.90 1.86 2.80
3 2 2.32 2.96 2.83 2.81 2.46
4 � 2 1.46 1.86 1.74 1.67 2.46

better than anions. A good value of the e�ective radius for an anion will be the
SODE radius minus 0:5 �A.

6. Conclusions. We have introduced a dynamic implicit-solvent model to de-
scribe the conformational dynamics of charged molecules in a 
uctuating solvent 
uid.
Key in such a model is the stochastic Stokes equation for solvent 
uid, neglecting the
inertia, which is rather weak at the molecular scale, and the balance of the viscous
force, hydrostatic pressure, surface tension force, electrostatic force, and vdW inter-
action force at the solute-solvent interface. Within such a framework, we have derived
the generalized RP equation for a spherical molecule and used the equation, together
with MD simulations, to determine an e�ective radius of a single ion. Our numerical
results indicate that the 
uctuation-dissipation balance is reached for the generalized
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