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Abstract

In this paper we study the dynamics of Bernoulli flows and their subflows over
general countable groups. One of the main themes of this paper is to establish the
correspondence between the topological and the symbolic perspectives. From the
topological perspective, we are particularly interested in free subflows (subflows in
which every point has trivial stabilizer), minimal subflows, disjointness of subflows,
and the problem of classifying subflows up to topological conjugacy. Our main tool
to study free subflows will be the notion of hyper aperiodic points; a point is hyper
aperiodic if the closure of its orbit is a free subflow. We show that the notion of
hyper aperiodicity corresponds to a notion of k-coloring on the countable group, a
key notion we study throughout the paper. In fact, for all important topological
notions we study, corresponding notions in group combinatorics will be established.
Conversely, many variations of the notions in group combinatorics are proved to
be equivalent to some topological notions. In particular, we obtain results about
the differences in dynamical properties between pairs of points which disagree on
finitely many coordinates.

Another main theme of the paper is to study the properties of free subflows
and minimal subflows. Again this is done through studying the properties of the
hyper aperiodic points and minimal points. We prove that the set of all (minimal)
hyper aperiodic points is always dense but meager and null. By employing notions
and ideas from descriptive set theory, we study the complexity of the sets of hyper
aperiodic points and of minimal points, and completely determine their descriptive
complexity. In doing this we introduce a new notion of countable flecc groups and
study their properties. We also obtain the following results for the classification
problem of free subflows up to topological conjugacy. For locally finite groups the
topological conjugacy relation for all (free) subflows is hyperfinite and nonsmooth.
For nonlocally finite groups the relation is Borel bireducible with the universal
countable Borel equivalence relation.

The third, but not the least important, theme of the paper is to develop con-
structive methods for the notions studied. To construct k-colorings on countable
groups, a fundamental method of construction of multi-layer marker structures is
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vi ABSTRACT

developed with great generality. This allows one to construct an abundance of k-
colorings with specific properties. Variations of the fundamental method are used
in many proofs in the paper, and we expect them to be useful more broadly in
geometric group theory. As a special case of such marker structures, we study
the notion of ccc groups and prove the ccc-ness for countable nilpotent, polycyclic,
residually finite, locally finite groups and for free products.



CHAPTER 1

Introduction

In this paper we study Bernoulli flows over arbitrary countable groups (these
are also known as Bernoulli shifts, Bernoulli systems, and Bernoulli schemes). The
overall focus of this paper is on the development and application of constructive
methods, with a particular emphasis on questions surrounding free subflows. The
topics, methods, and results presented here should be of interest to at least re-
searchers in descriptive set theory, symbolic dynamics, and topological dynamics,
and may be of interest to researchers in C∗-algebras, ergodic theory, geometric
group theory, and percolation theory. In Section 1.1 we remind the reader the def-
initions of Bernoulli flow and subflow and also discuss the importance of Bernoulli
flows to various areas of mathematics. In Section 1.2 we introduce some basic nota-
tion and terminology which is needed for this chapter. In Section 1.3 we discuss the
question of the existence of free subflows. This question has been recently answered
and is of importance to this paper. In Sections 1.4, 1.5, 1.6, and 1.7 we discuss
the main results of this paper and at the same time discuss relevance to and mo-
tivation from various areas of mathematics, namely descriptive set theory, ergodic
theory, geometric group theory, symbolic dynamics, and topological dynamics. A
significant aspect of this paper is the invention of some versatile tools which add
structure to arbitrary countable groups and offer significant aid in constructing
points in Bernoulli flows. These tools are developed in great generality and likely
have applications beyond their use here. These constructive methods and their po-
tential utility to various areas of mathematics are discussed in Section 1.8. Finally,
in Section 1.9 we give a brief outline to the paper and discuss chapter dependencies.
We encourage the reader to make use of the detailed index found at the end of the
paper which includes both terminology and notation.

1.1. Bernoulli flows and subflows

Let us first begin by presenting the most general definition of a Bernoulli flow
(also known as Bernoulli shift, Bernoulli system, and Bernoulli scheme). If G is a
countable group and K is a set with the discrete topology and with a probability
measure ν, then the Bernoulli flow over G with alphabet K is defined to be

KG = {x : G→ K} =
∏
g∈G

K

together with the product topology, the product measure νG, and the following
action of G: for x ∈ KG and g ∈ G, g · x ∈ KG is defined by (g · x)(h) = x(g−1h).
The set K is always assumed to have at least two elements as otherwise KG consists
of a single point.

The action of G on KG is quite intuitive. For example, if G = Z and K = {0, 1}
then KG = {0, 1}Z can be viewed as the space of all bi-infinite sequences of 0’s and
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2 1. INTRODUCTION

1’s. Z then acts by shifting these sequences left and right (the action of 5 ∈ Z
shifts these sequences 5 units to the right). Similarly, {0, 1}Z2

can be visualized as
the space of {0, 1}-labelings of the two dimensional lattice Z2 ⊆ R2 with the action
of Z2 moving the labels in the obvious fashion. Comprehension of these examples
should lead to an intuitive understanding of the action of G on KG.

Under the product topology, the basic open sets of KG are the sets of the form

{x ∈ KG : ∀1 ≤ i ≤ n x(hi) = ki}

where h1, h2, . . . , hn ∈ G, k1, k2, . . . , kn ∈ K, and n ≥ 1. Thus the action of G on
KG is continuous. It is not difficult to see that the basic open sets of KG are both
open and closed (i.e. clopen). Since every point is the intersection of a decreasing
sequence of basic open sets, it follows that KG is totally disconnected (meaning
that the only connected sets are the one point sets). KG is also seen to be perfect
(meaning that there are no isolated points). Furthermore, KG is compact if and
only if K is finite. Thus by a well known theorem of topology, KG is homeomorphic
to the Cantor set whenever K is finite. On basic open sets the measure νG is given
by

νG({x ∈ KG : ∀1 ≤ i ≤ n x(hi) = ki}) =
∏

1≤i≤n

ν(ki).

Therefore the action of G on KG is measure preserving. It may not be so clear,
but this action is in fact ergodic.

In addition to Bernoulli flows, we are also very interested in their subflows (also
known as subshifts or subsystems). A subflow of a Bernoulli flow KG is simply a
closed subset of KG which is stable under the action of G. Bernoulli flows and
their subflows show up in many areas of mathematics. One reason is that they
have a rich diversity of dynamical properties which allow them to model many
phenomenon. This “modeling” shows up in many contexts, such as in ergodic
theory, descriptive set theory, percolation theory, topological dynamics, and sym-
bolic dynamics. In ergodic theory and descriptive set theory, the orbit structures
of Bernoulli flows are used to model the orbit structures of measurable group ac-
tions on other measure spaces. More generally, they are used to model countable
Borel equivalence relations as a well known result of Feldman-Moore states that
every countable Borel equivalence relation on a standard Borel space is induced
by a Borel action of a countable group ([FM]). In the site percolation model of
percolation theory, Bernoulli flows of the form {0, 1}G are used to model the flow
of liquids through porous materials. In topological dynamics, it is known that if
a group G acts continuously on a compact topological space X and the action is
expansive, then there is a Bernoulli flow KG over G, a subflow S ⊆ KG, and a
continuous surjection ϕ : S → X which commutes with the action of G (meaning
ϕ(g ·s) = g ·ϕ(s) for all g ∈ G and s ∈ S). Furthermore, if X is totally disconnected
then ϕ can be chosen to be a homeomorphism. Similarly, if X can be partitioned
by a collection of clopen sets, then there is a subflow S of a Bernoulli flow KG and
a continuous surjection ϕ : X → S which commutes with the action of G. These
types of facts can be used to study Bernoulli flows via topological dynamics (for ex-
ample, as in [GU]), but more frequently topological dynamical systems are studied
via Bernoulli flows. This latter approach led to the invention of symbolic dynamics
([MH]) and its subsequent growth over the past seventy years. A classical example
of the use of symbolic dynamics is the modeling of geodesics flows on manifolds by
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(the suspension of) subflows of Bernoulli flows over Z. Traditionally only Bernoulli
flows over Z and Zn are studied in symbolic dynamics, but more recently Bernoulli
flows over hyperbolic groups have been used to model the dynamics of hyperbolic
groups acting on their boundary ([CP]).

A key aspect of the importance of Bernoulli flows is their modeling capabilities,
but there are several other reasons to study them as well. Indeed, Bernoulli flows
may be considered interesting in and of themselves. This viewpoint can be seen in
at least descriptive set theory, ergodic theory, and symbolic dynamics. Bernoulli
flows serve as very natural examples of orbit equivalence relations, of measure pre-
serving ergodic group actions, and of continuous group actions on compact spaces.
At the same time, Bernoulli flows have very simple definitions yet their dynamical
properties are very difficult to fully understand. A particularly nice and many times
useful aspect of Bernoulli flows is that they are susceptible to combinatorial argu-
ments, something which is typically not seen in other dynamical systems. Indeed,
combinatorial approaches are a predominant feature both in symbolic dynamics
and in this paper. Another source of motivation for studying Bernoulli flows is to
understand the relationship between the algebraic properties of the acting group
and the dynamical properties of the Bernoulli flow (a research program suggested
by Gottschalk in [Go]). There are some known results of this type. For example,
with complete knowledge of the dynamical properties of a Bernoulli flow KG, one
can determine if G is amenable ([CFW]), if G has Kazhdan’s property (T) ([GW]),
and the rank of G if G is a nonabelian free group ([Ga]), to name a few. This is
another aspect of Bernoulli flows which appears on several occasions in this paper.
Finally, in topological dynamics Bernoulli flows are also studied in order to reveal
properties of the greatest ambit of G, since it is known that the greatest ambit of
G is the enveloping semigroup of the Bernoulli flow {0, 1}G (see [GU]).

In this paper we study the dynamics of Bernoulli flows from the symbolic and
topological viewpoints and employ ideas from descriptive set theory to gain further
understanding. Although we do not study Bernoulli flows from the ergodic theory
perspective, there is a topic we study (tileability properties of groups) which could
be of interest to researchers in ergodic theory and geometric group theory.

1.2. Basic notions

We study Bernoulli flows from the symbolic and topological perspectives. We
therefore only want to consider Bernoulli flows over finite alphabets (these are
precisely the compact Bernoulli flows, as mentioned in the previous section). So
throughout the paper the term “Bernoulli flow” will always mean “Bernoulli flow
over a finite alphabet.” We will also not make use of any measures (aside from
a single lemma). So we will never specify measures on the alphabets or on the
Bernoulli flows. Since the alphabet K is always finite and the particular elements
of K are unimportant, we will always use K = {0, 1, . . . , k − 1} for some positive
integer k > 1. As is common in logic and descriptive set theory, we let the positive
integer k denote the set {0, 1, . . . , k−1}. We therefore write kG = {0, 1, . . . , k−1}G.

Let G be a countable group and let X be a compact Hausdorff space on which
G acts continuously (such as the Bernoulli flow kG). A closed subset of X which
is stable under the group action is called a subflow of X. We denote the closure of
sets A ⊆ X by A. If x ∈ X, then the orbit of x is denoted

[x] = {g · x : g ∈ G}.
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Notice that [x] is the smallest subflow of X containing x ∈ X. If g ∈ G − {1G},
x ∈ X, and g · x = x then we call g a period of x. We call x ∈ X periodic
if it has a period and otherwise we call x aperiodic (notice that here “periodic”
and “aperiodic” differ from conventional use since most commonly these two terms
relate to whether or not the orbit of x is finite). A subflow of X is called free
if it consists entirely of aperiodic points, and x ∈ X is called hyper aperiodic if
[x] is free (in [DS] such points are called limit aperiodic). In the specific case
where X is the Bernoulli flow kG, we use k-coloring interchangeably with “hyper
aperiodic.” Notice that x ∈ X is hyper aperiodic if and only if x is contained in
some free subflow, and furthermore the collection of all hyper aperiodic points is
precisely the union of the collection of free subflows. A subflow S ⊆ X is minimal
if [s] = S for all s ∈ S. Similarly, a point x ∈ X is minimal if [x] is minimal (this
again differs from conventional terminology, since such points x are usually called
“almost periodic”). Two points x, y ∈ X are called orthogonal if [x] and [y] are
disjoint. Finally, two subflows S1, S2 ⊆ X are topologically conjugate if there is
a homeomorphism ϕ : S1 → S2 which commutes with the action of G (meaning
ϕ(g · s) = g · ϕ(s) for all g ∈ G and s ∈ S1). From the viewpoint of symbolic and
topological dynamics, topologically conjugate subflows are essentially identical.

As mentioned in the previous section, a useful property of Bernoulli flows is that
many topological and dynamical properties are found to have equivalent combina-
torial characterizations. In fact, it is known that hyper aperiodicity, orthogonality,
minimality, and topological conjugacy can all be expressed in a combinatorial fash-
ion. We heavily rely on the combinatorial characterizations of these properties
within the paper, and as a convenience to the reader we include proofs of these
characterizations. Our heavy use of the combinatorial characterization of hyper
aperiodicity led us to frequently use the term “k-coloring” in place of “hyper ape-
riodic.” The term emphasizes the combinatorial condition and is also reminiscent
of the term “coloring” in graph theory as both roughly mean “nearby things look
different.” We use the term “hyper aperiodic” within this chapter in order to em-
phasize the dynamical property as well as to avoid the possibility of the reader
confusing “k-colorings” with arbitrary elements of kG.

Now having gone through the basic definitions, let us repeat the second sentence
of this introduction. The overall focus of this paper is on the development and
application of constructive methods for Bernoulli flows, with a particular emphasis
on questions surrounding free subflows.

1.3. Existence of free subflows

The most basic, natural, and fundamental question one can ask about free
subflows is:

Does every Bernoulli flow contain a free subflow? Equivalently,
does every Bernoulli flow contain a hyper aperiodic point?

This question is an important source of motivation for this paper, so we discuss it
here at some length. One may at first hope that this question is answered by an
existential measure theory or Baire category argument. Indeed, a promising well
known fact is that the collection of aperiodic points in a Bernoulli flow always has
full measure and is comeager (i.e. second category, the countable intersection of
dense open sets). However, it is not clear if a comeager set of full measure must
contain a subflow, and furthermore a simple argument (included here in Section
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8.1) shows that the collection of all hyper aperiodic points in a Bernoulli flow is
of measure zero and meager (i.e. first category, countable union of nowhere dense
sets). The failure of measure theory and Baire category arguments suggests that a
constructive approach to this question is needed. This is a bit concerning because
even in the case of Bernoulli flows over Z constructions for hyper aperiodic points
are not very simple. Nevertheless, we are led to ask: for which groups G can one
construct a hyper aperiodic element in at least some Bernoulli flow kG? The two-
sided Morse-Thue sequence provides a well known example of a hyper aperiodic
point for all Bernoulli flows over Z, so the existence of free subflows of Bernoulli
flows over Z (and possibly Zn) has been known since at least the 1920’s (when
the Morse-Thue sequence was introduced). Only very recently were constructions
for hyper aperiodic points found for other groups. In 2007, Dranishnikov-Shroeder
proved that if G is a torsion free hyperbolic group and k ≥ 9 then kG contains a
free subflow ([DS]). Their proof essentially used the Morse-Thue sequence along
certain geodesic rays of G. Shortly after, Glasner-Uspenskij proved in [GU] that if
G is abelian or residually finite and k > 1 then kG contains a free subflow. They did
this by constructing topological dynamical systems with certain properties and then
using the modeling capabilities of Bernoulli flows to conclude that these Bernoulli
flows contained free subflows.

The existence question of free subflows was finally resolved in a recent paper
by the authors ([GJS]) which provided a method for constructing hyper aperi-
odic points in kG for every countable group G and every k > 1. In this paper
we spend a great deal of time reproving this fact here, and in fact this paper en-
tirely supersedes [GJS]. In addition to presenting a general proof which applies
to all Bernoulli flows, we also present alternative specialized proofs in the case of
Bernoulli flows over abelian groups, solvable groups, FC groups, residually finite
groups, and free groups (a group is FC if every conjugacy class is finite). As men-
tioned previously, a significant aspect of this paper is the development of powerful
tools for constructing elements of Bernoulli flows. A very primitive and obscure
form of these tools appeared in [GJS] under a dense and technical presentation.
Thankfully here the presentation is much more spread out, the tools are clearly
distinguished and greatly generalized, and significant effort was put into making
these tools understandable and more widely applicable. It is with the use of these
tools that we prove essentially all of the results mentioned in the next four sections.
The tools we develop in this paper come from [GJS] and hence come from trying to
answer the existence question for free subflows. We therefore place a lot of focus on
the existence question in the first half of the paper and use the question as primary
motivation for developing our tools.

For those readers who have a background in descriptive set theory, we would like
to remark that the first two authors’ original motivation for proving the existence
of free subflows (in [GJS]) came from the theory of Borel equivalence relations and
in particular the theory of hyperfinite equivalence relations. In proving that the
orbit equivalence relation on 2Z = {0, 1}Z is hyperfinite, a key marker lemma by
Slaman and Steel was the following ([SS]).

Lemma 1.3.1 (Slaman-Steel). Let F (Z) be the set of aperiodic points in 2Z.
Then there is an infinite decreasing sequence of Borel complete sections of F (Z)

S0 ⊇ S1 ⊇ S2 ⊇ · · ·
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such that
∩

n∈N Sn = ∅.

This lemma remains true when Z is replaced by any countably infinite group
G. The existence of decreasing sequences of complete sections that are relatively
closed in F (Z) would allow one to easily construct a continuous embedding of E0

into the orbit equivalence relation on F (Z). However, the existence of a free subflow
of 2G immediately implies (by compactness) that for every countable group G there
cannot exist a decreasing sequence of relatively closed complete sections of F (G)
whose intersection is empty (although a continuous embedding of E0 into the orbit
equivalence relation on F (Z) still does exist). The relationship of free subflows to
this type of marker question is discussed a bit further in [GJS].

In the following four sections we discuss the results of this paper followed by a
section discussing this paper’s methods and tools. Again, we would like to empha-
size that although the existence question of free subflows was previously resolved,
we use the question here as primary motivation for developing our tools, and these
tools in turn are vital to the proofs of nearly all of the results mentioned in the
next four sections.

1.4. Hyper aperiodic points and k-colorings

When work began on this paper, one of the original goals was to investigate
some of the basic properties of the set of hyper aperiodic points since at the time
it was merely known that hyper aperiodic points existed. A natural first question
is: How many hyper aperiodic points are there? Of course, this phrasing of the
question is rather trivial since if x is hyper aperiodic then [x] is uncountable and
consists entirely of hyper aperiodic points. However, this question becomes more
meaningful when attention is restricted to sets of hyper aperiodic points which are
pairwise orthogonal. In this case, the answer to the question is not at all clear. A
second natural question is: Is the set of hyper aperiodic points (equivalently, the
union of the collection of free subflows) dense? Even more restrictive versions of
these questions exist where one considers points which are both hyper aperiodic and
minimal. Recall the fact mentioned in the previous section that the set of hyper
aperiodic points is always of measure zero and is meager. This tells us that there
is a dividing line after which these “largeness” questions regarding the set of hyper
aperiodic points will have negative answers. Nevertheless, the results mentioned in
this section reveal that the set of hyper aperiodic points is surprisingly large in a
few respects. The above questions are all answered in succession over two chapters.
The following is the crowning theorem of these investigations.

Theorem 1.4.1. Let G be a countably infinite group, and let k > 1 be an
integer. If U ⊆ kG is open and nonempty, then there exists a perfect (hence un-
countable) set P ⊆ U which consists of pairwise orthogonal minimal hyper aperiodic
points.

We remind the reader that the proofs of all of our main results, including the
theorem above, are entirely constructive. This theorem has three nice corollaries,
all of which are new results. The first corollary ties in with the descriptive set
theory connection mentioned in the previous section and requires further argument
after the theorem above. The other two corollaries follow immediately from the
theorem above but are also given direct proofs within this paper.
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Corollary 1.4.2. Let G be a countably infinite group, let k > 1 be an integer,
and let F (G) denote the set of aperiodic points in kG. If (Sn)n∈N is a decreasing
sequence of (relatively) closed complete sections of F (G) (meaning each Sn meets
every orbit in F (G)) then

G ·

(∩
n∈N

Sn

)
is dense in kG.

Corollary 1.4.3. If G is a countable group and k > 1 is an integer, then the
collection of minimal points in kG is dense in kG.

Corollary 1.4.4. If G is a countably infinite group and k > 1 is an integer,
then the collection of hyper aperiodic points in kG (equivalently the union of the
free subflows of kG) is dense in kG.

This last corollary is equivalent to the statement: if A ⊆ G is finite and y : A→
k = {0, 1, . . . , k − 1} then there is a hyper aperiodic point x ∈ kG which extends
the function y. The above result therefore leads to the question: Which functions
y : A → k with A ⊆ G can be extended to a hyper aperiodic point x ∈ kG? While
we were unable to answer this question in full generality, we do prove two strong
theorems which make substantial progress on resolving the question. The first such
theorem is below. It completely characterizes those domains A ⊆ G for which every
function y : A→ k can be extended to a hyper aperiodic point.

Theorem 1.4.5. Let G be a countably infinite group, let A ⊆ G, and let k > 1
be an integer. The following are all equivalent:

(i) for every y : A→ k there exists a perfect (hence uncountable) set P ⊆ kG

consisting of pairwise orthogonal hyper aperiodic points extending y;
(ii) for every y : A→ k there exists a hyper aperiodic point x ∈ kG extending

y;
(iii) the function on A which is identically 0 can be extended to a hyper aperi-

odic point x ∈ kG;
(iv) there is a finite set T ⊆ G so that for all g ∈ G there is t ∈ T with gt ̸∈ A.

Furthermore, if A ⊆ G satisfies any of the above equivalent properties then there
is a continuous function f : kA → kG (where kA has the product topology) whose
image consists entirely of hyper aperiodic points and with the property that f(y)
extends the function y for each y ∈ kA.

Notice that the set A can be quite large while still satisfying clause (iv). For
example, one could take G = Zn and A = Zn − (1000Z)n. Clearly any finite set
A satisfies (iv) if G is infinite, so this theorem greatly generalizes the previous
corollary. Also, since H satisfies (iv) if H ≤ G is a proper subgroup, we have the
following.

Corollary 1.4.6. Let G be a countably infinite group and let k > 1 be an
integer. If H ≤ G is a proper subgroup of G, then every element of kH can be
extended (continuously) to a (perfect set of pairwise orthogonal) hyper aperiodic
point(s) in kG.

The second and final theorem addressing the extendability question stated
above is the following. Recall that kG = {0, 1, . . . , k − 1}G.
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Theorem 1.4.7. Let G be a countable group and let k > 1 be an integer. If
A ⊆ G and y : A→ k, then let y∗ ∈ (k+1)G be the function satisfying y∗(a) = y(a)
for a ∈ A and y∗(g) = k for g ∈ G−A. Then y can be extended to a hyper aperiodic

point in kG provided G−A is finite and [y∗] ∩ kG consists of aperiodic points.

We remark that for many groups one thinks of, such as Zn, the above theorem
is rather obvious. However, this is not always the case as there are groups whose
Bernoulli flows have quite strange behavior. An example somewhat related to the
theorem above is that for certain countable groups G, there are x, y ∈ kG which
differ at precisely one coordinate and yet x is hyper aperiodic while y is periodic.
This particular phenomenon is carefully studied in this paper and is discussed in
Section 1.7.

Regarding the extendability question stated above, we make the following con-
jecture.

Conjecture 1.4.8. Let G be a countable group, let A ⊆ G, let k > 1 be an
integer, and let y : A → k. Define y∗ ∈ (k + 1)G by setting y∗(a) = y(a) for a ∈ A
and y∗(g) = k for g ∈ G−A. Then y can be extended to a hyper aperiodic point in

kG if and only if [y∗] ∩ kG consists of aperiodic points.

If y can be extended to a hyper aperiodic point in kG, then it is easy to see
that [y∗]∩kG consists of aperiodic points. The difficult question to resolve is if this
condition is sufficient. Clearly this conjecture implies Theorem 1.4.7. Also, if A
satisfies clause (iv) of Theorem 1.4.5 and y and y∗ are as above, then [y∗]∩kG must
be empty. Thus the implication (iv) ⇒ (ii) appearing in Theorem 1.4.5 also follows
from the above conjecture. We would like to emphasize that in all of the work we
have done studying Bernoulli flows, we have always found the obvious necessary
conditions to be sufficient. This is the main reason for us formally making this
conjecture.

Related to the extendability question discussed above, one can ask a similar
question of which functions y : A → k have the property that every point in kG

extending y is hyper aperiodic. There is a combinatorial characterization for this
property, but it is rather trivial. However, if A = H ≤ G is a subgroup, then one
can characterize this property through dynamical conditions on y when y is viewed
as an element of the Bernoulli flow kH . It is easy to see that if y ∈ kH and every
extension of y to kG is hyper aperiodic, then y must itself be hyper aperiodic (as
an element of kH). So the question comes down to: for a subgroup H ≤ G, which
hyper aperiodic y ∈ kH have the property that every point in kG extending y is
hyper aperiodic? This is answered by the following theorem.

Theorem 1.4.9. Let G be a countable group and let k > 1 be an integer. For
a subgroup H ≤ G, the following are equivalent:

(i) there is some hyper aperiodic y ∈ kH for which every x ∈ kG extending y
is hyper aperiodic;

(i) for every hyper aperiodic y ∈ kH and every x ∈ kG extending y, x is hyper
aperiodic;

(ii) H is of finite index in G and ⟨g⟩ ∩H ̸= {1G} for every 1G ̸= g ∈ G.

Moreover, if every nontrivial subgroup H ≤ G satisfies the above equivalent condi-
tions, then G = Z.
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In proving the above theorem, we prove the following interesting proposition.
The proof of this proposition is nontrivial, and we do not know if its truth was
previously known.

Proposition 1.4.10. If G is an infinite group and every nontrivial subgroup
is of finite index, then G = Z.

1.5. Complexity of sets and equivalence relations

In this paper we study some complexity questions related to Bernoulli flows,
and we approach such questions from the perspective of descriptive set theory. We
remark that it is natural to use descriptive set theory as other notions of complexity
(such as computability theory) are not generally applicable to Bernoulli flows since,
for instance, not all groups have solvable word problem. There are two complexity
issues we study here. The first is the descriptive complexities of the set of hyper
aperiodic points, the set of minimal points, and the set of minimal hyper aperi-
odic points. The second is the complexity, under the theory of countable Borel
equivalence relations, of the topological conjugacy relation among subflows of a
common Bernoulli flow. We do not expect all readers to have previous knowledge
of descriptive set theory and so we include a section which briefly introduces the
notions and ideas surrounding the theory of countable Borel equivalence relations.
The material should be readable to those who are interested. Also, we do review
some terminology of these areas here, but only very briefly.

We first recall a bit of terminology from descriptive set theory. A topological
spaceX is Polish if it is separable and if its topology can be generated by a complete
metric. A set is Σ0

2 (i.e. Fσ) if it can be expressed as the countable union of closed
sets. Similarly, a set is Π0

3 (i.e. Fσδ) if it can be represented as the countable
intersection of Σ0

2 sets. A subset A ⊆ X of a Polish space X is Σ0
2-complete if

it is Σ0
2 and if for every Polish space Y and every Σ0

2 subset B ⊆ Y there is a
continuous function f : Y → X with B = f−1(A). A similar definition applies to
Π0

3-complete. Intuitively, Σ0
2-complete sets are the most complicated among all Σ0

2

subsets of Polish spaces, and similarly for Π0
3-complete sets.

The study of the descriptive complexity of the set of hyper aperiodic points
leads us to define a new class of groups which we call flecc. We provide the simplest
definition here. A group G is flecc if there is a finite set A ⊆ G − {1G} with
the property that for every nonidentity g ∈ G there is n ∈ Z and h ∈ G with
hgnh−1 ∈ A. The choice of the name flecc comes from the acronym “finitely
many limit extended conjugacy classes.” Various properties of flecc groups, other
characterizations of flecc groups, and the meaning of the acronym can all be found
in Section 8.3. To the best of our knowledge, the class of flecc groups have never
been isolated despite being associated to an interesting dynamical property. This
dynamical property is the following. Let G be a countable flecc group, let A ⊆ G
be the finite set described above, and let X be any set on which G acts. Then X
contains a periodic point if and only if X contains a point having a period in the
finite set A. To see this, suppose x ∈ X, g ∈ G−{1G}, and g ·x = x. Then there is
n ∈ Z−{0} and h ∈ G with hgnh−1 = a ∈ A. So we have that a ∈ A is a period of
the point y = h · x. This dynamical property of flecc groups leads to a dichotomy
in the descriptive complexity of the set of hyper aperiodic points, as seen in the
theorem below.
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Theorem 1.5.1. Let G be a countable group and k > 1 an integer. Then the
set of hyper aperiodic points in kG is closed if G is finite, Σ0

2-complete if G is an
infinite flecc group, and Π0

3-complete if G is an infinite nonflecc group.

The following theorem restricts attention to sets of minimal points and the
dichotomy related to flecc groups disappears.

Theorem 1.5.2. Let G be a countable group and k > 1 an integer. Then the
set of minimal points in kG and the set of minimal hyper aperiodic points in kG

are both closed if G is finite and are both Π0
3-complete if G is infinite.

Next we discuss the complexity of the topological conjugacy relation on sub-
flows of a common Bernoulli flow. In other words, we study how difficult it is to
determine if two subflows are topologically conjugate. For a countable group G
and an integer k > 1, let TC denote the topological conjugacy relation on subflows
of kG. Specifically, TC is the equivalence relation on the set of subflows of kG

defined by the rule: S1 TC S2 if and only if S1 and S2 are topologically conjugate.
Let TCF, TCM, and TCMF denote the restriction of TC to the set of free sub-
flows, minimal subflows, and free and minimal subflows, respectively. Also define
an equivalence relation TCp on kG by declaring x TCp y if and only if [x] and [y]
are topologically conjugate via a homeomorphism sending x to y. We show that
these five equivalence relations are always countable Borel equivalence relations.

Before stating the theorems, let us quickly introduce a few notions from the
theory of Borel equivalence relations. An equivalence relation E on a Polish space
X is Borel if it is a Borel subset of X ×X (under the product topology), and the
equivalence relation E is countable if every equivalence class is countable. Given
Borel equivalence relations E and F on X and Y respectively, F is said to be Borel
reducible to E if there is a Borel function f : Y → X such that y1 F y2 if and
only if f(y1) E f(y2). Intuitively, in this situation E is at least as complicated as
F , or F is no more complicated than E. There are countable Borel equivalence
relations which all other countable Borel equivalence relations are Borel reducible
to (so intuitively they are of maximal complexity), and such equivalence relations
are called universal countable Borel equivalence relations. Finally, recall that E0

is the nonsmooth hyperfinite equivalence relation on 2N defined by: x E0 y if and
only if there is n ∈ N so that x(m) = y(m) for all m ≥ n.

Theorem 1.5.3. Let G be a countably infinite group and let k > 1 be an integer.
Then E0 continuously embeds into TCp and Borel embeds into TC, TCF, TCM, and
TCMF.

This theorem has two immediate corollaries. We point out that on the space of
all subflows of kG we use the Vietoris topology (see Section 9.2), or equivalently the
topology induced by the Hausdorff metric. In symbolic and topological dynamics
there is a lot of interest in finding invariants, and in particular searching for complete
invariants, for topological conjugacy, particularly for subflows of Bernoulli flows over
Z or Zn. The following corollary says that, up to the use of Borel functions, there
are no complete invariants for the topological conjugacy relation on any Bernoulli
flow.

Corollary 1.5.4. Let G be a countably infinite group and let k > 1 be an
integer. Then there is no Borel function defined on the space of subflows of kG

which computes a complete invariant for any of the equivalence relations TC, TCF,
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TCM, or TCMF. Similarly, there is no Borel function on kG which computes a
complete invariant for the equivalence relation TCp.

The above theorem and corollary imply that from the viewpoint of Borel
equivalence relations, the topological conjugacy relation on subflows of a common
Bernoulli flow is quite complicated as no Borel function can provide a complete
invariant. However, the above results do not rule out the possibility of the exis-
tence of algorithms for computing complete invariants among subflows described
by finitary data, such as subflows of finite type. The above theorem also leads to
another nice corollary. We do not know if the truth of the following corollary was
previously known.

Corollary 1.5.5. For every countably infinite group G, there are uncountably
many pairwise non-topologically conjugate free and minimal continuous actions of
G on compact metric spaces.

The following theorem completely classifies the complexity of TC and TCF for
all countably infinite groups G. Again we see the interplay between group theoretic
properties and dynamic properties as this theorem presents a dichotomy between
locally finite and nonlocally finite groups. Recall that a group is called locally finite
if every finite subset generates a finite subgroup.

Theorem 1.5.6. Let G be a countably infinite group and let k > 1 be an integer.
If G is locally finite then TC, TCF, TCM, TCMF, and TCp are all Borel bi-reducible
with E0. If G is not locally finite then TC and TCF are universal countable Borel
equivalence relations.

This last theorem generalizes a result of John Clemens which states that for
the Bernoulli flow kZ

n

the equivalence relation TC is a universal countable Borel
equivalence relation ([C]).

1.6. Tilings of groups

A key aspect of the main constructions of this paper is the use of marker struc-
tures. Marker structures can be placed on groups or on sets on which groups act
and are a geometrically motivated way of studying groups and their actions. They
have been used numerous times in ergodic theory, the theory of Borel equivalence
relations (especially the theory of hyperfinite equivalence relations), and even in
symbolic dynamics (for studying the automorphism groups of Bernoulli flows over
Z). In working with Bernoulli flows, it became apparent that solving problems
through algebraic methods was cumbersome, placed restrictions on the groups we
could consider, and resulted in case-by-case proofs. However, we found that solv-
ing problems through geometric methods (specifically through marker structures)
relaxed and many times removed restrictions on the groups and resulted in uni-
fied arguments. The stark difference between algebraic and geometric methods can
clearly be seen in this paper in Chapters 3 (algebraic) and 4 (geometric). It is
for this reason that we define and study marker structures on groups. Naturally,
better marker structures lead to better proofs. We therefore consider strong types
of marker structures such as tilings and ccc sequences of tilings.

For a countably infinite group G and a finite set T ⊆ G, we call T a tile if
there is a set ∆ ⊆ G such that the the set {γT : γ ∈ ∆} partitions G. Such a pair
(∆, T ) is a tiling of G. A sequence of tilings (∆n, Tn)n∈N is coherent if each set
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γTn+1 with γ ∈ ∆n+1 is the union of left ∆n translates of Tn. A sequence of tilings
(∆n, Tn)n∈N is centered if 1G ∈ ∆n for all n ∈ N. Finally, a centered sequence of
tilings (∆n, Tn)n∈N is cofinal if Tn ⊆ Tn+1 and G =

∪
n∈N Tn. We abbreviate the

three adjectives “coherent, centered, and cofinal” to simply ccc. We call G a ccc
group if G admits a ccc sequence of tilings.

The study of ccc groups has applications to ergodic theory as it ties in with
Rokhlin sets and is closely related with the study of monontileable amenable groups
initiated by Chou ([Ch]) and Weiss ([W]). In fact, ccc groups form a subset of
what Weiss called MT groups in [W]. In our terminology, a group is MT if it
admits a centered and cofinal sequence of tilings. Ccc groups are also pertinent to
the theory of hyperfinite equivalence relations. Progress in the theory of hyperfinite
equivalence relations has so far been dependent on finding better and better marker
structures on Bernoulli flows over larger and larger classes of groups. The study
of ccc groups, and in fact marker structures on groups in general, gives an upper
bound to the types of marker structures which can be constructed on Bernoulli
flows and also may give an informal sense of properties such marker structures
may have. The notion of ccc groups is also interesting from the geometric group
theory perspective. Groups and their Cayley graphs display such a high degree
of symmetry and homogeneity that it is hard to imagine the existence of a group
which is not ccc, or even worse, not MT. This is strongly contrasted by the fact
that it seems to be in general very difficult to determine if a group is ccc. This
geometric property is therefore somewhat mysterious.

We prove that a few large classes of groups are ccc, as indicated in the following
theorem.

Theorem 1.6.1. The following groups are ccc groups:

(i) countable locally finite groups;
(ii) countable residually finite groups;
(iii) countable nilpotent groups;
(iv) countable solvable groups G for which [G,G] is polyclic;
(v) countable groups which are the free product of a collection of nontrivial

groups.

Notice that every countable polycyclic group satisfies (iv) and is thus a ccc
group. Abelian groups are nilpotent, and linear groups (complex and real) are
residually finite, so these classes of groups are also covered by the above theorem.

We do not know of any countably infinite group which is not ccc. Ideally,
the methods of proof used here would help in finding new classes of groups which
are ccc and in constructing better marker structures on Bernoulli flows and other
spaces on which groups act. To this end, this paper includes entirely distinct
proofs that the following classes of groups are ccc: finitely generated abelian groups,
nonfinitely generated abelian groups, nilpotent groups, polycyclic groups, residually
finite groups, locally finite groups, nonabelian free groups, and free products of
nontrivial groups. Despite having a direct proof that polycyclic groups are ccc (one
which does not use the fact that polycyclic groups are residually finite), we were
unable to determine if solvable groups are ccc.
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1.7. The almost equality relation

Finally, in this paper we study the behavior of periodic, aperiodic, and hyper
aperiodic points under the almost-equality relation. Points x, y ∈ kG are almost
equal, written x =∗ y, if as functions on G they differ at only finitely many co-
ordinates. In studying the almost equality relation and in establishing the results
mentioned in this section, we had to make substantial use of tools and notions from
geometric group theory. To be specific, the proofs of many of the theorems in this
section relied heavily upon the notion of the number of ends of a group and on
Stallings’ theorem regarding groups with more than one end.

We also introduce and study a notion stronger than almost equality. If x, y ∈ kG

then we write x =∗∗ y if x and y disagree on exactly one element of G (so x ̸=∗∗ x).
We first study the relationship between periodicity and almost equality and obtain
the following. Below, Stab(x) denotes the stabilizer subgroup {g ∈ G : g · x = x}.

Theorem 1.7.1. Let k > 1 be an integer.

(i) Let G be a countable group not containing any subgroup which is a free
product of nontrivial groups. Then for every x ∈ kG and every y =∗∗ x,
either x is aperiodic or y is aperiodic.

(ii) Let G be a countable group containing Z2 ∗ Z2 as a subgroup and with
the property that every subgroup of G which is the free product of two
nontrivial groups is isomorphic to Z2 ∗ Z2. Then for every x ∈ kG there
is an aperiodic y ∈ kG with y =∗ x, but there are periodic w, z ∈ kG with
w =∗∗ z.

(iii) Let G be a countable group containing a subgroup which is the free product
of two nontrivial groups one of which has more than two elements. Then
there is x ∈ kG such that every y =∗ x is periodic.

Furthermore for any countable group G, if x =∗∗ y ∈ kG then ⟨Stab(x)∪Stab(y)⟩ ∼=
Stab(x) ∗ Stab(y).

Clearly every countable group is described by precisely one of the clauses (i),
(ii), and (iii). We point out that torsion groups fall into clause (i) and an amenable
group will fall into either cluase (i) or clause (ii), depending on whether or not it
contains Z2∗Z2 as a subgroup. As the dynamical properties described are mutually
incompatible, we see that for each individual clause, the stated dynamical property
characterizes the class of groups described. Thus, for example, if G is a countable
group such that for every x ∈ kG and every y =∗∗ x either x or y is aperiodic,
then G does not contain any subgroup which is a free product of nontrivial groups.
We show that the groups described in clause (iii) are precisely those countable
groups containing nonabelian free subgroups. Thus the dynamical property stated
in clause (iii) provides a dynamical characterization of those groups which contain
nonabelian free subgroups.

The above theorem does not require the group G to be infinite, so for finite
groups clause (i) leads to the following corollary.

Corollary 1.7.2. If G is a finite group and k > 1 is an integer then kG

contains at least (k − 1)k|G|−1 many aperiodic points.

We also study the behavior of hyper aperiodic points under almost equality. A
difficult basic question is if any point almost equal to a hyper aperiodic point must
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be hyper aperiodic itself. The following theorem says that, suprisingly, this is not
always the case.

Theorem 1.7.3. Let G be a countable group and let k > 1 be an integer. The
following are equivalent:

(i) there are x, y ∈ kG with x hyper aperiodic and y not hyper aperiodic but
y =∗ x;

(ii) there are x, y ∈ kG with x hyper aperiodic and y periodic but y =∗∗ x;
(iii) there is a nonidentity u ∈ G such that every nonidentity v ∈ ⟨u⟩ has finite

centralizer in G.

We show that abelian groups, nilpotent groups, and nonabelian free groups
never satisfy the equivalent conditions listed above. However, we find examples of
groups which are polycyclic (hence solvable) and finite extensions of abelian groups
which do satisfy the equivalent conditions above.

As the previous theorem indicates, in general there may be points which are
not hyper aperiodic but are almost equal to a hyper aperiodic point. We study the
behaviour of such points and arrive at the following theorem.

Theorem 1.7.4. For a countable group G, an integer k > 1, and x ∈ kG, the
following are all equivalent:

(i) there is a hyper aperiodic y ∈ kG with y =∗ x;
(ii) there is a hyper aperiodic y ∈ kG such that x and y disagree on at most

one coordinate;
(iii) either x is hyper aperiodic or else every y =∗∗ x is hyper aperiodic;
(iv) every limit point of [x] is aperiodic;
(v) for every nonidentity s ∈ G there are finite sets A, T ⊆ G so that for all

g ∈ G−A there is t ∈ T with x(gt) ̸= x(gst);

We remark that clause (v) is very similar to the combinatorial characterization
of being hyper aperiodic. Specifically, a point x ∈ kG is hyper aperiodic if and only
if it satisfies the condition stated in clause (v) with A restricted to being the empty
set.

The method of proof of the previous two theorems leads to the following inter-
esting corollary regarding more general dynamical systems.

Corollary 1.7.5. For a countable group G, the following are equivalent:

(i) for every compact Hausdorff space X on which G acts continuously and
every x ∈ X, if every limit point of [x] is aperiodic then x is hyper aperi-
odic;

(ii) for every nonidentity u ∈ G there is a nonidentity v ∈ ⟨u⟩ having infinite
centralizer in G.

1.8. The fundamental method

All of the proofs within this paper are constructive, and nearly all of them
rely on a single general, adaptable, and powerful method for constructing points
in Bernoulli flows which we call the fundamental method. A tremendous amount
of time and effort was put into developing the fundamental method as if it were
a general theory in itself, and in fact the method was intentionally developed in
much greater generality than we make use of here. The fundamental method relies
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on three objects: a blueprint on the group, a locally recognizable function, and a
sequence of functions of subexponential growth. These objects are not fixed but
rather each must satisfy a general definition. We will not give precise definitions of
these objects at this time, but we will give some indication as to what these objects
are.

A blueprint on a group G is a sequence (∆n, Fn)n∈N which is somewhat similar
to a ccc sequence of tilings. The sets ∆n ⊆ G are in some sense evenly spread out
within G as there are finite sets Bn with ∆nBn = G. The left translates of Fn by ∆n

are pairwise disjoint, and if a left translate of Fk by ∆k meets a left translate of Fn

by ∆n, then the former must be a subset of the latter provided k ≤ n. Furthermore,
for k < n the left translates of Fk by ∆k appear in an identical fashion within every
left translate of Fn by an element of ∆n. It is a nontrivial fact that every countably
infinite group has a blueprint. In this paper we in fact prove that a very strong
type of blueprint exists on every countably infinite group. A locally recognizable
function is a function R : A→ k where 1G ∈ A ⊆ G is finite and k > 1 is an integer.
This function must have the property that the identity, 1G, is recognizable in the
sense that if a ∈ A and R(ab) = R(b) for all b ∈ A whenever both are defined, then
a = 1G. Again, we show that locally recognizable functions always exist and we
give several nontrivial examples. Finally, a sequence of functions of subexponential
growth is a sequence (pn)n≥1 such that each pn : N → N is of subexponential
growth.

We present a fixed construction which when given any blueprint, locally rec-
ognizable function, and sequence of functions of subexponential growth (under a
few restrictions) produces a function c taking values in k and having a large in-
finite subset of G as domain. This function c has very nice properties related to
the blueprint, the locally recognizable function, and the sequence of functions of
subexponential growth. One can in fact determine if g ∈ ∆n merely by the behav-
ior of c on the set gFn. Furthermore, each left translate of Fn by ∆n has its own
proprietary points on which c is undefined. The number of such points is at least
log pn(|Fn|). If t is the number of undefined points within a translate of Fn, then
using k values one can extend c on this translate of Fn in kt many ways. So the
logarithm essentially disappears and on each left translate of Fn by ∆n one can
essentially encode an amount of information which is subexponentially related to
the size of Fn. The fact that the members of ∆n are distinguishable within c allows
one to both encode and decode information using the undefined points of c. This
fact is tremendously useful. Finally, the relationship of c to the locally recognizable
function R is that near every member of ∆1 one sees a “copy” of R in c.

Each of the three objects which go into the construction have their own strengths
and weaknesses in terms of creating points in Bernoulli flows with certain desired
properties. In fact, we prove the existence of hyper aperiodic points by using only
functions of subexponential growth, we prove the density of hyper aperiodic points
by primarily using locally recognizable functions, and we prove the existence of a
point which is not hyper aperiodic but almost equal to a hyper aperiodic point
by using a special blueprint. The fundamental method refers to the coordinated
use of these three objects in achieving a goal of constructing a particular type of
element of a Bernoulli flow. To further aid the use of the fundamental method,
we develop two general tools which enhance the fundamental method. The first
tool is a general method of constructing minimal points in Bernoulli flows. The
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second is a method of constructing sets of points in Bernoulli flows which have the
property that the closures of the orbits of the points are pairwise not topologically
conjugate. The fundamental method and these tools have been tremendously useful
within this paper as nearly all of our results rely on them, and we hope that they
will be similarly useful to other researchers in the future.

In view of some basic questions which were only recently answered in [GU],
it seems that the dynamics of Bernoulli flows over general countable groups has
received little investigation from the symbolic and topological points of view. This
paper demonstrates that this need not be the case. Although there are problems
in symbolic dynamics which seem too difficult even in the case of Bernoulli flows
over Zn, there are likely many other interesting questions and properties which can
be pursued over a larger class of groups or possibly even all countable groups. The
fundamental method, which is entirely combinatorial, provides at least one way of
approaching this. Such investigations will also benefit topological dynamics both
through the modeling capabilities of Bernoulli flows and through supplying new
examples of continuous group actions with various properties. Such examples may
lead to quite general results similar to Corollary 1.7.5 (in this corollary, showing
(ii) implies (i) is quite simple, and to show the negation of (ii) implies the negation
of (i) one uses a subflow of a Bernoulli flow). On a final note, we also mention
that blueprints provide a nontrivial structure to all countably infinite groups which
could be useful in various situations.

1.9. Brief outline

In Chapter 2 we reintroduce the main definitions, terminology, and notation
of this paper. This is done in a more elaborate and detailed manner than in
this introduction. We also state and prove the combinatorial characterizations for
dynamical properties such as hyper aperiodicity / k-coloring, orthogonality, and
minimality (recall that hyper aperiodic and k-coloring have identical meanings on
the Bernoulli flow kG). We also present other notions, terminology, and ideas
which are not present in this introduction. Various simple lemmas related to these
concepts are also presented. It is recommended that readers do not skip Chapter 2
as the terminology and notation introduced is important to the rest of the paper.

In Chapter 3 we present various algebraic methods for constructing hyper ape-
riodic points / k-colorings. In particular, we present several general methods for
extending k-colorings on a smaller group to a larger group. We also give direct (al-
gebraic) proofs that all abelian groups admit k-colorings (different proofs are pro-
vided for different classes of abelian groups), all solvable groups admit k-colorings,
all nonabelian free groups admit k-colorings, and all residually finite groups admit
k-colorings. This chapter is independent of all later chapters and can be skipped if
desired. The chapter should be of interest to anyone with a strong interest in hyper
aperiodic points / k-colorings. The chapter also demonstrates the limitations of
trying to construct k-colorings through algebraic methods.

In Chapter 4 we define a general notion of a marker structure on a group. We
then use marker structures to provide a new (geometric) proof that all abelian and
all FC groups admit k-colorings (a group is FC if all of its conjugacy classes are
finite). These marker methods are more geometrically motivated than algebraicly
motivated and prove to be much more succesful than the algebraic methods used
in Chapter 3. For the rest of the paper our proofs rely on these geometric and



1.9. BRIEF OUTLINE 17

marker structure methods. We therefore study groups with particularly strong
marker structures - the ccc groups. The study of ccc groups comprises a significant
portion of Chapter 4. This chapter contains all of the results mentioned in Section
1.6 above. Technically speaking, the only thing from Chapter 4 which is used in
later chapters is the definition of a marker structure. However, the marker structure
proof that abelian and FC groups admit k-colorings is a good source of motivation
for the machinery which is developed in Chapter 5.

Chapter 5 focuses almost entirely on developing the fundamental method and
its related machinery. The only result pertaining to Bernoulli flows in this chapter
is that the minimal points in a Bernoulli flow are always dense (Corollary 1.4.3 from
this introduction). This chapter is of great importance to the rest of the paper.
The only sections which can be read if Chapter 5 is skipped are Sections 8.1, 8.3,
9.1, 9.2, 10.2, 10.3, and 10.4.

To make up for Chapter 5 being nearly devoid of results pertaining to Bernoulli
flows, Chapter 6 focuses on presenting short, simple, and satisfying applications
of the fundamental method. Each section focuses on one of the objects used in
the fundamental method: functions of subexponential growth, locally recognizable
functions, and blueprints. Many results are included in this chapter. Those men-
tioned in this introduction include a weaker version of Theorem 1.4.1 which does not
mention minimality, Corollary 1.4.4, Theorem 1.7.3, and Corollary 1.7.5. The only
sections which do not rely on Chapter 6 are those listed in the previous paragraph
which do not rely on Chapter 5.

In Chapter 7 we return to developing machinery again. We develop the two
tools mentioned in the previous section which enhance the fundamental method.
More specifically, we develop tools for using the fundamental method to construct
minimal points and to construct sets of points which have the property that the
closures of the orbits of the points are pairwise not topologically conjugate. We
also investigate properties of fundamental functions - those functions which are
constructed through the fundamental method. Additionally, we use the tools we
develop to prove Theorem 1.4.1 and Corollary 1.4.2. Chapter 10 can be read without
reading Chapter 7.

In Chapter 8 we investigate the descriptive complexity of various important
subsets of Bernoulli flows. Specifically, we study the descriptive complexities of the
sets of hyper aperiodic points, minimal points, and points which are both minimal
and hyper aperiodic. We prove Theorems 1.5.1 and 1.5.2. We also spend an entire
section defining flecc groups and studying their properties. Chapters 9 and 10 are
independent of Chapter 8.

In Chapter 9 we study the complexity of the topological conjugacy relation
among subflows of a common Bernoulli flow. In other words, we study how difficult
it is to determine when two subflows are topologically conjugate. This is done
using the theory of countable Borel equivalence relations. A brief introduction to
the theory of Borel equivalence relations is included in Section 9.1. In this chapter
we prove Theorems 1.5.3 and 1.5.6 and Corollaries 1.5.4 and 1.5.5. Chapter 10 is
independent of Chapter 9.

In Chapter 10 we study both the extendability of partial functions to k-colorings
and further properties of the almost-equality relation. We prove Theorems 1.4.5,
1.4.7, and 1.4.9, Corollary 1.4.6, and all of the results mentioned in Section 1.7
aside from Theorem 1.7.3 and Corollary 1.7.5 (Theorem 1.7.3 and Corollary 1.7.5
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are proven in Chapter 6). Somewhat surprisingly, Sections 10.2, 10.3, and 10.4
do not rely on any previous material in the paper aside from a few definitions.
Furthermore, Section 10.2 has an entirely self contained proof of Theorem 1.4.5.
The dialog present in the proof of this theorem assumes the reader is familiar with
the fundamental method, but this is only to aid in comprehension of the proof as
no knowledge of the fundamental method is technically required.

Finally, in Chapter 11 we list some open problems.
Chapter dependencies are illustrated in Figure 1.9 below. We again would like

to remind the reader that there is a detailed index at the end of this paper which
includes both terminology and notation.

Chapter 2

Chapter 3

Chapter 4

Chapter 5 Chapter 6 Chapter 7

Chapter 8

Sections

8.1 & 8.3

Sections

8.2 & 8.4

Chapter 9

Sections

9.1 & 9.2

Sections

9.3 & 9.4

Chapter 10

Sections
10.2, 10.3, 10.4

Section

10.1

-

-

-

?

?
- -

-

-

-
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�

Figure 1.1. Flowchart of dependency between chapters. Solid
arrows indicate dependencies; dashed arrows indicate motivation.



CHAPTER 2

Preliminaries

In this chapter we go through the definitions presented in the previous chapter
in more detail. In the first section we go over some basic definitions and notation.
The second, third, and fourth sections discuss the three most central notions: k-
colorings, minimality, and orthogonality. In these sections we prove that these
notions admit equivalent dynamical and combinatorial definitions. We also present
a few basic lemmas related to these properties. In the fifth section we tweak the
definition of k-colorings in various ways to obtain other interesting notions. These
notions play an important role in this paper but were not mentioned in the previous
chapter. Section five also contains several lemmas and propositions related to these
notions. The sixth section discusses further generalizations of the notion of a k-
coloring, however the discussion in this section is purely speculative as the notions
introduced in this section are not studied within the paper. Finally, in the seventh
section we discuss generalizations to the action of G on (2N)G. This last section
has connections with descriptive set theory and topological dynamics.

2.1. Bernoulli flows

For a positive integer k, we let k denote the set {0, 1, . . . , k−1}. If G is a count-
able group, then a Bernoulli flow over G, or a Bernoulli G-flow, is a topological
space of the form

kG = {0, 1, . . . , k − 1}G = {x : G→ k} =
∏
g∈G

{0, 1, . . . , k − 1},

equipped with the product topology, together with the following action of G: for
x ∈ kG and g ∈ G, g · x ∈ kG is defined by (g · x)(h) = x(g−1h) for h ∈ G.
Notice that kG is compact and metrizable. We will often find it convenient to work
with the following compatible metric on kG. Fix a countable group G, and fix an
enumeration g0, g1, g2, . . . of the group elements of G with g0 = 1G (the identity
element). For x, y ∈ kG, we define

d(x, y) =

{
0, if x = y,
2−n, if n is the least such that x(gn) ̸= y(gn).

Notice that the action of G on kG is continuous.
Since 1G is trivial (it consists of a single point), 2G is in some sense the “small-

est” Bernoulli flow over G. As will be apparent, all of the questions we pursue in
this paper are most restrictive (i.e. the most difficult to answer) in the setting of
2G. We therefore work nearly exclusively with 2G, however all of our results hold
for kG (k > 1) by making obvious modifications to the proofs. While our main
results were stated in terms of kG in the previous chapter, within the body of this
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paper we will only state our results in terms of 2G. Nevertheless, many definitions
will be given in terms of kG.

Although we will work primarily with Bernoulli flows, there are times when we
wish to discuss more general dynamical systems. To accommodate this we introduce
some notation and definitions in a more general setting. Let G be a countable group
and let X be a compact metrizable space on which G acts continuously. If x ∈ X,
then the orbit of x is denoted

[x] = {g · x : g ∈ G}.

A subflow of X is a closed subset of X which is stable under the group action.
If A ⊆ X, then we denote the closure of A by A. Notice that [x] is the smallest
subflow of X containing x.

We call g ∈ G−{1G} a period of x ∈ X if g ·x = x. We call x periodic if it has
a period, and otherwise we call x aperiodic. As a word of caution, we point out that
our use of the word periodic differs from conventional use (usually it means that
the orbit of x is finite). A subflow of X is free if it consists entirely of aperiodic
points.

In this paper, aperiodic points and free subflows of 2G play a particularly
important role. We denote by F (G) the collection of all aperiodic points of 2G.
F (G) is called the free part . It is a dense Gδ subset of 2G, is stable under the group
action, and is closed in 2G if and only if G is finite. An important achievement
of both this paper and the authors’ previous paper [GJS] is showing that while
F (G) is not compact (for infinite groups), it does display some compactness types
of properties. Notice that in the case of 2G, a subflow is free if and only if it is
contained in F (G).

If Y is another compact metrizable space on which G acts continuously, then
X and Y are topologically conjugate if there is a homeomorphism ϕ : X → Y which
commutes with the action of G, meaning ϕ(g ·x) = g ·ϕ(x) for all g ∈ G and x ∈ X.

Much of this paper is concentrated on constructing elements of 2G with special
properties. These functions G → 2 = {0, 1} will be mostly defined by induction.
In the middle of a construction we will be only working with partial functions from
G to 2. This motivates the following notations and definitions. A partial function
c from G to 2, denoted c : G ⇀ 2, is a function c : dom(c) → 2 with dom(c) ⊆ G.
The set of all partial functions from G to 2 is denoted 2⊆G. We also denote the
set of all partial functions from G to 2 with finite domains by 2<G. The action of
G on 2G induces a natural action of G on 2⊆G as follows. For g ∈ G andc ∈ 2⊆G,
let g · c be the function with domain g · dom(c) given by (g · c)(h) = c(g−1h) for
h ∈ dom(g · c) = g · dom(c). Alternatively, 2⊆G may be viewed simply as 3G. The
bijection ϕ : 2⊆G → 3G is given by

ϕ(c)(g) =

{
c(g) if g ∈ dom(c)

2 otherwise.

It is easy to see that ϕ is a bijection and that ϕ commutes with the action of G.
Therefore, 2⊆G may be considered as 3G if desired. In particular, this provides us
with a nice compact metrizable topology on 2⊆G.

There still remains three more definitions which are very central to this paper.
These definitions are introduced and discussed in each of the three next sections.
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2.2. 2-colorings

The related notions of 2-coloring, k-coloring, and hyper aperiodic points are
the most central notions of this paper. We first define these notions.

Definition 2.2.1. Let G be a countable group, and let X be a compact metriz-
able space on which G acts continuously. A point x ∈ X is called hyper aperiodic
if every point in [x] is aperiodic. Equivalently, x is hyper aperiodic if [x] is a free
subflow of X.

In the particular context of Bernoulli flows we have the following specialized
terminology.

Definition 2.2.2. Let G be a countable group and k ≥ 2 an integer. A point
x ∈ kG is called a k-coloring if it is hyper aperiodic. That is, x is a k-coloring if
every point in [x] is aperiodic. Equivalently, x is a k-coloring if for every s ∈ G
with s ̸= 1G there is a finite set T ⊆ G such that

∀g ∈ G ∃t ∈ T x(gt) ̸= x(gst).

We will very shortly prove the equivalence of the two statements given in the
previous definition.

In the context of Bernoulli flows, the terms k-coloring and hyper aperiodic are
interchangeable. The term k-coloring, or to be more precise, 2-coloring, is used
with much greater frequency within the paper than the term hyper aperiodic. The
reason is that 2-coloring was the original term and the term hyper aperiodic was
adopted much later on in order to discuss the concept in a more general setting.
Still, a nice feature of of the term k-coloring is that it emphasizes the combinatorial
characterization and is also reminiscent of the term coloring in graph theory as
both notions roughly mean that nearby things look different.

Before proving that the two conditions in the previous definition are equivalent,
we introduce one more definition.

Definition 2.2.3. Let G be a countable group, k ≥ 2 an integer, x ∈ kG,
and s ∈ G with s ̸= 1G. We say that x blocks s if no element of [x] has period s.
Equivalently, x blocks s if there is a finite set T ⊆ G such that

∀g ∈ G ∃t ∈ T x(gt) ̸= x(gst).

Notice that x ∈ kG is a k-coloring if and only if x blocks all non-identity s ∈ G.
The following lemma, which proves the equivalence of the combinatorial and

dynamical conditions found in the previous two definitions, originally appeared,
independently, in [GJS] and [GU]. For the convenience of the reader we include
the proof below.

Lemma 2.2.4 ([GJS]; Pestov, c.f. [GU]). Let G be a countable group, k ≥ 2

an integer, x ∈ kG, and s ∈ G with s ̸= 1G. Then s · y ̸= y for all y ∈ [x] if and
only if there is a finite set T ⊆ G so that

∀g ∈ G ∃t ∈ T x(gt) ̸= x(gst).

Proof. (⇐) Assume x has the combinatorial property. Suppose y ∈ [x], that
is, there are hm ∈ G with hm · x→ y as m→ ∞. We show that s · y ̸= y. Assume
not and suppose s · y = y. Then by the continuity of the action we have that
s−1hm · x → s−1 · y = y. Let T ⊆ G be a finite set such that for any g ∈ G there
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is t ∈ T with x(gt) ̸= x(gst). Let n be large enough so that T ⊆ {g0, . . . , gn},
where g0, g1, . . . is the enumeration of G used in defining the metric on kG. Let
m ≥ n be such that d(hm · x, y), d(s−1hm · x, y) < 2−n. Now fix t ∈ T with
(hm · x)(t) = x(h−1

m t) ̸= x(h−1
m st) = (s−1hm · x)(t). Then y(t) = (hm · x)(t) ̸=

(s−1hm · x)(t) = y(t), a contradiction.

(⇒) Assume s · y ̸= y for all y ∈ [x]. Denote C = [x]. Then for any y ∈ C,
s−1 · y ̸= y, and hence there is t ∈ G with (s−1 · y)(t) ̸= y(t). Define a function
τ : C → G by letting τ(y) = gn where n is the least so that (s−1 · y)(gn) ̸= y(gn).
Then τ is a continuous function. Since C is compact we get that τ(C) ⊆ G is finite.
Let T = τ(C). Then for any g ∈ G, there is t ∈ T such that x(gt) = (g−1 · x)(t) ̸=
(s−1g−1 · x)(t) = x(gst). This proves that x has the combinatorial property. �

Corollary 2.2.5. Let G be a countable group, k ≥ 2 an integer, and x ∈ kG.
Then x is hyper aperiodic, i.e. each y ∈ [x] is aperiodic, if and only if for every
non-identity s ∈ G there is a finite set T ⊆ G such that

∀g ∈ G ∃t ∈ T x(gt) ̸= x(gst).

In view of the previous corollary, the problem of constructing free Bernoulli
subflows is reduced to the problem of constructing elements x ∈ 2G with a partic-
ularly combinatorial property. The combinatorial characterization of 2-colorings is
therefore vital to our constructions.

Under the dynamical definition of blocking, the following corollary is rather
obvious. However, we will tend to focus mostly on the combinatorial definition
of blocking, and from the combinatorial viewpoint the statement of the following
corollary is not so expected. It is therefore worth pointing out for future reference.

Corollary 2.2.6. Let G be a countable group, k ≥ 2 an integer, x ∈ kG, and
s ∈ G with s ̸= 1G. If x blocks g−1sng for any integer n and g ∈ G with sn ̸= 1G,
then x blocks s. In particular, if x blocks sn for any integer n with sn ̸= 1G, then
x blocks s.

Proof. We will use the dynamical characterization of blocking. If x does not
block s then there is z ∈ [x] with s · z = z. Then g−1sng · (g−1 · z) = g−1 · z ∈ [x].
Hence x does not block g−1sng for any g ∈ G and n with sn ̸= 1G. �

We will also find it useful to discuss blockings for partial functions on G.

Definition 2.2.7. Let G be a countable group, c ∈ 2⊆G, and s ∈ G with
s ̸= 1G. We say that c blocks s if for any x ∈ 2G with c ⊆ x, x blocks s.

If G is infinite no element of 2<G can block any s ∈ G. There are, however,
partial functions with coinfinite domains that can block all s ∈ G with s ̸= 1G.
As an example, suppose y ∈ 2Z is a 2-coloring on Z. Consider a partial function
c : Z ⇀ 2 defined by c(2n) = y(n) for all n ∈ Z. Then c blocks all s ∈ Z with
s ̸= 0. This is because, for any x ∈ 2Z with c ⊆ x, x blocks all 2s with s ̸= 0, and
therefore by Corollary 2.2.6 x blocks all s with s ̸= 0. It follows that any x ∈ 2G

with c ⊆ x is also a 2-coloring on Z.
Before closing this section we remark that in a countably infinite group, a single

finite set cannot witness the blocking of all shifts.

Lemma 2.2.8. Let G be a countably infinite group. Then there are no finite
sets T ⊆ G such that for all s ∈ G with s ̸= 1G, there is t ∈ T with x(gt) ̸= x(gst).
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Proof. Assume not, and let T ⊆ G be such a finite set. By induction we can
define an infinite sequence (hn) of elements of G so that (hnT ) are pairwise disjoint.
In fact, let h0 ∈ G be arbitrary. In general, suppose h0, . . . , hn have been defined
so that h0T, . . . , hnT are pairwise disjoint. Let hn+1 ∈ G− (h0T ∪ · · · ∪ hnT )T−1.
Since G is infinite and (h0T ∪ · · · ∪ hnT )T

−1 is finite, such hn+1 exists. Then
hn+1T is disjoint from h0T, . . . , hnT . Now consider the partial functions cn ∈ 2⊆G

with dom(cn) = T defined by cn(t) = x(hnt). Since there are only finitely many
partial functions with domain T , there are n ̸= m such that cn = cm. Thus
x(hnt) = x(hmt) for all t ∈ T . Thus if we let s = h−1

m hn, T fails to witness that x
blocks s, a contradiction. �

2.3. Orthogonality

The notion of orthogonality is another central notion to this paper. On the one
hand, a pair of points being orthogonal says that they are distinct from one another
in a strong sense, and on the other hand the notion of orthogonality carries along
with it some nice properties which we will make use of frequently.

Definition 2.3.1. Let G be a countable group, let X be a compact metrizable
space on which G acts continuously, and let x0, x1 ∈ X. We say that x0 and x1 are
orthogonal, denoted x0 ⊥x1, if [x0] and [x1] are disjoint. If X is a Bernoulli flow,
then this is equivalent to the existence of a finite set T ⊆ G such that

∀g0, g1 ∈ G ∃t ∈ T x0(g0t) ̸= x1(g1t).

The following lemma implies that within the context of Bernoulli flows, the two
conditions given in the previous definition are equivalent.

Lemma 2.3.2. Let G be a countable group, k ≥ 2 an integer, and x0, x1 ∈ kG.
Then [x0] and [x1] are disjoint if and only if there is a finite set T ⊆ G such that

∀g0, g1 ∈ G ∃t ∈ T x0(g0t) ̸= x1(g1t).

Proof. (⇒) Suppose [x0] ∩ [x1] = ∅. Since they are both compact it follows

that there is some δ > 0 such that for any z0 ∈ [x0] and z1 ∈ [x1], d(z0, z1) ≥ δ.
Recall that the metric on kG is defined in terms of an enumeration 1G = g0, g1, . . . of
G. Let n be large enough such that δ ≥ 2−n. Then in particular for any g0, g1 ∈ G,
d(g−1

0 · x0, g−1
1 · x1) ≥ 2−n. This implies that there is t ∈ {g0, . . . , gn} such that

x0(g0t) = (g−1
0 · x0)(t) ̸= (g−1

1 · x1)(t) = x1(g1t).
(⇐) Conversely, suppose that T is a finite set such that for every pair g0, g1 ∈ G

there is t ∈ T with x0(g0t) ̸= x1(g1t). Let n be large enough such that T ⊆
{g0, . . . , gn}. Then for any y0 ∈ [x0] and y1 ∈ [x1], there is t ∈ T such that

y0(t) ̸= y1(t), and thus d(y0, y1) ≥ 2−n. It follows that for any z0 ∈ [x0] and

z1 ∈ [x1], d(z0, z1) ≥ 2−n, and therefore [x0] ∩ [x1] = ∅. �

We will frequently work with infinite sets of pairwise orthogonal elements. In
this situation we remark that the pairwise orthogonality cannot be witnessed by a
single finite set.

Lemma 2.3.3. Let G be a countable group, k ≥ 2 an integer, and x0, x1, . . . be
infinitely many pairwise orthogonal elements of kG. Then there are no finite sets
T ⊆ G such that for any n ̸= m there is t ∈ T with xn(t) ̸= xm(t).
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Proof. Assume not, and let T ⊆ G be such a finite set. Consider the partial
functions cn ∈ 2⊆G with dom(cn) = T defined by cn(t) = xn(t). Since there are
only finitely many partial functions with domain T , there are n ̸= m such that
cn = cm. Thus for all t ∈ T , xn(t) = xm(t), a contradiction. �

2-colorings were constructed on every countable group in [GJS], and they are
also constructed in this paper (with a much improved construction). The known
methods for constructing 2-colorings on general countable groups involve purely
geometric and combinatorial methods, and the constructions are rather long and
technical. There is therefore motivation to develop simpler constructions for more
restricted classes of groups. We do this in Chapter 3 and Section 4.2. The construc-
tion in Section 4.2 uses geometric methods, as in the general setting. However, in
Chapter 3 we construct 2-colorings on all solvable groups, all free groups, and all
residually finite groups by using algebraic methods. The notion of orthogonality
plays a key role in these constructions. The following definition will be used in
Chapter 3.

Definition 2.3.4. Let G be a countable group, k ≥ 2 an integer, and λ ≥ 1
a cardinal number. G is said to have the (λ, k)-coloring property, if there exist λ
many pairwise orthogonal k-colorings of G. G is said to have the coloring property
if G has the (1, 2)-coloring property, i.e., there is a 2-coloring on G.

We point out that it has already been proven in [GJS] that every countable
group has the coloring property, i.e. admits a 2-coloring, and moreover that every
countably infinite group has the (2ℵ0 , 2)-coloring property. So for any cardinal
λ ≤ 2ℵ0 and integer k ≥ 2, every countably infinite group has the (λ, k)-coloring
property. The above definition is therefore rather trivial, but nonetheless it will be
useful for studying algebraic constructions of 2-colorings in Chapter 3.

It is easy that finite groups have the coloring property. However, it is not clear
how many orthogonal k-colorings there can be.

Lemma 2.3.5. Every finite group has the coloring property. Every finite group
with at least 3 elements has the (2, 2)-coloring property. The two element group Z2

does not have the (2, 2)-coloring property.

Proof. For any finite group G let c(1G) = 0 and c(g) = 1 for all g ̸= 1G.
Then c is a 2-coloring on G. Let c̄(g) = 1 − c(g) for all g ∈ G. If |G| > 2 then c
and c̄ are both 2-colorings and c⊥ c̄. Z2 has only two 2-colorings, but they are not
orthogonal (they are in the same orbit). �

2.4. Minimality

We now discuss the classical notion of minimality. We again see that in the
context of Bernoulli flows this dynamical notion has a combinatorial characteriza-
tion.

Definition 2.4.1. Let G be a countable group, and let X be a compact metriz-
able space on which G acts continuously. A subflow Y ⊆ X is minimal if [y] = Y

for all y ∈ Y . A point x ∈ X is minimal if [x] is minimal. If X is a Bernoulli flow,
then x ∈ X is minimal if it satisfies the following: for every finite A ⊆ G there
exists a finite T ⊆ G such that

∀g ∈ G ∃t ∈ T ∀a ∈ A x(gta) = x(a).
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As a word of caution, we point out that our definition of minimality of a point
is not standard; it is relatively common to call x almost-periodic if [x] is minimal.
However, for us almost-periodic will have a different meaning.

In a moment we will prove that in the context of Bernoulli flows the two stated
conditions for minimality of a point are equivalent. However, first we prove the
standard fact that minimal subflows always exist. We first give a standard well-
known argument for their existence assuming AC.

Lemma 2.4.2 (ZFC). Let X be a compact Hausdorff space, and let G be a group
which acts on X. Then X contains a minimal subflow.

Proof. Consider the collection of all subflows of X, ordered by reverse inclu-
sion. This collection is nonempty because it contains X itself. If (Xn)n∈N is a chain,
then each Xn is a subflow and hence is closed, thus compact. So Y =

∩
n∈NXn

is a nonempty compact set. Since X is Hausdorff, Y is closed. Y is also clearly
G-invariant. The claim now follows by applying Zorn’s Lemma. �

In fact, AC is not needed to prove Lemma 2.4.2, at least in the case when X
is Polish. We are not sure if this has been observed before so we give the proof in
the following lemma.

Lemma 2.4.3 (ZF). Let X be a compact Polish space on which the group G
acts continuously. Then there is a minimal subflow.

Proof. Let {Un}n∈N enumerate a base for X. Let F (X) be the standard Borel
space of closed (so compact) non-empty subsets of X with the usual Effros Borel
structure (which, since X is compact, is generated by the Vietoris topology on
F (X)). By the Borel selection theorem in descriptive set theory (c.f. [K, Theorem
12.13] or [G, Theorem 1.4.6]) there is a Borel function s : F (X) → X which is a
selector, that is, s(F ) ∈ F for all F ∈ F (X). We define inductively closed invariant
sets Fα satisfying Fβ ( Fα for all α < β. Let F0 = X. If α is a limit ordinal,
let Fα =

∩
β<α Fβ (which is non-empty by compactness). If α = β + 1, stop the

construction if Fβ is minimal. Otherwise, let n be least such that Fβ ∩Un ̸= ∅ and
Fβ −G · Un = Fβ −

∪
g∈G g · Un ̸= ∅. Such an n clearly exists if Fβ is an invariant

but not minimal closed set. Let A = Fβ − Un. Let F = {x ∈ A : [x] ⊆ A}. Note
that X − F = (X −A) ∪ {x : ∃g ∈ G g · x ∈ X −A}. Since G acts continuously on

X, this shows that X−F is open, so F is closed. Let xα = s(F ), and let Fα = [xα].
Clearly Fα is a closed invariant set which is properly contained in Fβ . The above
transfinite recursion defining the Fα is clearly done in ZF. The construction must
stops at some ordinal θ, and we are done as Fθ is then a minimal subflow. �

In fact, using a little more descriptive set theory one can prove more. We state
this in the next lemma.

Lemma 2.4.4 (ZF). Let X be a compact Polish space and let G be a Polish
group acting in a Borel way on X. Then there is a minimal subflow.

Proof. We proceed as in Lemma 2.4.3, defining by transfinite recursion a
sequence Fα of (non-empty) closed, invariant subsets of X. At limit stages we
again take intersections. If α = β + 1 and Fβ is not a minimal flow, we again let n
be least such that Fβ ∩ Un ̸= ∅ and Fβ −G · Un ̸= ∅. Again let A = Fβ − Un and

F = {x : [x] ⊆ A} = {x : ∀g ∈ G (g · x ∈ A)}.
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Note that F is a non-emptyΠ1
1 set, using that the action of G onX is Borel. In fact,

consider the relation R ⊆ F (X)×X defined by R(A, x) ↔ ∀g ∈ G (g ·x ∈ A). This
is a Π1

1 relation in the Polish space F (X)×X. It is a theorem of ZF that Π1
1 subsets

of products of Polish spaces admit Π1
1 uniformizations (recall a uniformization R′

of a relation R ⊆ X × Y means R′ ⊆ R, dom(R′) = dom(R), and R′ is the
graph of a (partial) function). Here we do not care about the complexity of the
uniformization, only that the relation R has a uniformizing function, call it s,
provably in ZF. The proof then finishes as in Lemma 2.4.3, letting xα = s(F ) and

Fα = [xα] as before. �

Now we prove the equivalence of the dynamical and combinatorial characteri-
zations of minimality (of a point) in the context of Bernoulli flows.

Lemma 2.4.5. Let G be a countable group and x ∈ kG. Then [x] is a minimal
subflow iff for every finite A ⊆ G there exists a finite T ⊆ G such that

∀g ∈ G ∃t ∈ T ∀a ∈ A x(gta) = x(a).

Proof. (⇒) Assume [x] is a minimal subflow. Let A ⊆ G be arbitrary but
finite, and let n be large enough such that A ⊆ {g0, g1, . . . , gn}, where g0, g1, . . . is
the enumeration of G used in defining the metric on kG. For every z ∈ [x] there

exists h ∈ G with d(h ·z, x) < 2−n since [z] is dense in [x]. Define ϕ(z) = gm, where

m is the least integer such that d(g−1
m ·z, x) < 2−n. Then ϕ : [x] → G is continuous.

Since [x] is compact, it follows that ϕ([x]) is finite. Set T = ϕ([x]). In particular,
we have that for any g ∈ G there is t ∈ T with d(t−1 ·(g−1 ·x), x) < 2−n. Therefore,
for all a ∈ A, x(gta) = (t−1 · g−1 · x)(a) = x(a).

(⇐) Now assume x has the stated combinatorial property. Let z ∈ [x]. It

suffices to show that x ∈ [z]. For this we fix an arbitrary ϵ > 0 and show that
d([z], x) < ϵ. Then since ϵ is arbitrary, we would actually have d([z], x) = 0 and

so x ∈ [z]. For this let n be large enough such that 2−n < ϵ, and set A =
{g0, g1, . . . , gn}. By our assumption, there is a finite T ⊆ G such that for all g ∈ G
there is t ∈ T with x(gta) = x(a) for all a ∈ A. Let hi be a sequence in G with
hi · x → z as i → ∞. Let m be large enough such that TA ⊆ {g0, g1, . . . , gm},
and fix i with d(hi · x, z) < 2−m. Then for some t ∈ T , x(h−1

i ta) = x(a) for all

a ∈ A. Thus z(ta) = (hi ·x)(ta) = x(h−1
i ta) = x(a) for all a ∈ A. This implies that

d([z], x) < 2−n < ϵ, as promised. �

The combinatorial characterization of minimality allows us to explicitly con-
struct minimal elements of 2G without appealing to Zorn’s lemma. It also has
the following immediate corollary about the descriptive complexity of the set of all
minimal elements.

Corollary 2.4.6. Let G be a countable group. The set of all minimal elements
of 2G is Π0

3.

We also note the following basic fact, which provides a useful way to obtain
orthogonal elements through minimality.

Lemma 2.4.7. Let G be a countable group and x ∈ 2G. If y ∈ 2G − [x] is
minimal then y⊥x.
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Proof. By Lemma 2.3.2 it suffices to show that [y] ∩ [x] = ∅. Assume not,

and let z ∈ [y] ∩ [x]. Then [z] ⊆ [x]. Moreover, by minimality of y, [z] = [y]. Thus

y ∈ [y] = [z] ⊆ [x], contradicting our assumption. �

2.5. Strengthening and weakening of 2-colorings

In this section we introduce some natural strengthening and weakening of 2-
colorings which will be further studied in later chapters. We first give their defini-
tions.

Definition 2.5.1. Let G be a countable group and x, y ∈ 2G. We call x and y
almost equal, denoted x =∗ y, if the set {g ∈ G : x(g) ̸= y(g)} is finite.

Definition 2.5.2. Let G be a countable group and x ∈ 2G.

(1) For s ∈ G with s ̸= 1G, we say that x nearly blocks s if there are finite
sets S, T ⊆ G such that

∀g ̸∈ S ∃t ∈ T x(gt) ̸= x(gst).

x is called a near 2-coloring on G if x nearly blocks s for all s ∈ G with
s ̸= 1G.

(2) x is called an almost 2-coloring on G if there is a 2-coloring y on G such
that x =∗ y.

(3) For s ∈ G with s ̸= 1G, we say that x strongly blocks s if x blocks s and
there are infinitely many g ∈ G such that x(sg) ̸= x(g). x is called a
strong 2-coloring on G if x strongly blocks s for all s ∈ G with s ̸= 1G,

We first mention that there is an equivalent dynamical characterization for near
2-colorings. We remind the reader that if A is a subset of a topological space X
and x ∈ X, then x is said to be a limit point of A if x lies in the closure of A−{x}.

Lemma 2.5.3. Let G be a countable group and let x ∈ 2G. The following are
equivalent:

(i) x is a near 2-coloring;
(ii) for every non-identity s ∈ G there are finite sets S, T ⊆ G so that for all

g ∈ G− S there is t ∈ T with x(gt) ̸= x(gst);
(iii) every limit point of [x] is aperiodic.

Proof. The equivalence of (i) and (ii) is by definition.

(ii) ⇒ (iii). Let y ∈ [x] be a limit point of [x]. Then there is a non-repeating
sequence (gn)n∈N of group elements of G with y = lim gn · x. Fix a non-identity
s ∈ G. It suffices to show that s−1 · y ̸= y. Let S, T ⊆ G be finite and such that for
all g ∈ G − S there is t ∈ T with x(gt) ̸= x(gst). Let m ∈ N be such that for all
n ≥ m and all t ∈ T

y(t) = (gn · x)(t) and y(st) = (gn · x)(st).
Since (gn)n∈N is non-repeating and S is finite, there is n ≥ m with g−1

n ̸∈ S. Let
t ∈ T be such that x(g−1

n t) ̸= x(g−1
n st). Then we have

y(t) = (gn · x)(t) = x(g−1
n t) ̸= x(g−1

n st) = (gn · x)(st) = y(st) = (s−1 · y)(t).
Therefore s−1 · y ̸= y.

(iii) ⇒ (ii). Fix a non-identity s ∈ G. We must find sets S and T satisfying
(ii). Let C be the set of limit points of [x]. Then C is closed, compact, and
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nonempty (since 2G is compact). Let g0, g1, g2, . . . be the enumeration of G used
in defining the metric d on 2G. Define ϕ : C → N by letting ϕ(y) be the least n
with y(gn) ̸= y(sgn) = (s−1 · y)(gn). Then ϕ is continuous. Since C is compact,
ϕ has finite image. So there is a finite T ⊆ G containing the image of ϕ. So for
every y ∈ C there is t ∈ T with y(t) ̸= y(st). Let S be the set of g ∈ G for which
x(gt) = x(gst) for all t ∈ T . Towards a contradiction, suppose S is infinite. By
compactness of 2G, we can pick a non-repeating sequence (gn)n∈N of elements of
S such that g−1

n · x converges to some y ∈ 2G. Now y ∈ C and for t ∈ T and
sufficiently large n ∈ N we have

y(t) = (g−1
n · x)(t) = x(gnt) = x(gnst) = (g−1

n · x)(st) = y(st).

So y(t) = y(st) for all t ∈ T , a contradiction. We conclude that S is finite. �

Lemma 2.5.4. Let G be a countable group. Then the following hold:

(a) Every strong 2-coloring on G is a 2-coloring on G.
(b) Every 2-coloring on G is an almost 2-coloring on G.
(c) Every almost 2-coloring on G is a near 2-coloring on G.
(d) Every aperiodic near 2-coloring on G is a 2-coloring on G.
(e) x is a strong 2-coloring on G iff for all y =∗ x, y is a 2-coloring on G.

Proof. (a) and (b) are immediately obvious and (c) follows from the previous
lemma. We only show (d) and (e).

For (d) assume that x is an aperiodic near 2-coloring on G. By the previous

lemma all of the limit points of [x] are aperiodic. Since [x] is the union of [x] with

the limit points of [x], it follows that [x] is free (i.e. consists entirely of aperiodic
points). Thus x is a 2-coloring.

Now for (e) we first show (⇒). Assume x is a strong 2-coloring on G. Let
y =∗ x and A = {g ∈ G : x(g) ̸= y(g)}. Then y is an almost 2-coloring, and in
particular a near 2-coloring. By (d), it suffices to show that y is aperiodic. Let
s ∈ G with s ̸= 1G. Let g ∈ G − (A ∪ s−1A) be such that x(sg) ̸= x(g). Then
g, sg ̸∈ A, and y(g) = x(g) ̸= x(sg) = y(sg). Hence y is aperiodic.

For (⇐), assume that for all y =∗ x, y is a 2-coloring on G. In particular x is a
2-coloring on G. We show that x strongly blocks s for all s ∈ G with s ̸= 1G. Fix
such an s. Consider two cases.

Case 1: s has infinite order, i.e., ⟨s⟩ is infinite. Let T ⊆ G be a finite set
witnessing that x blocks s. Since TT−1 ∩ ⟨s⟩ is finite, there is m ∈ N such that for
all k with |k| ≥ m, sk ̸∈ TT−1. Fix such an m. Then we have that for all distinct
n, k ∈ N, snmT ∩skmT = ∅. By blocking we have that for all n ∈ N there is tn ∈ T
such that x(snmtn) ̸= x(snmstn). Thus x(s

nmtn) ̸= x(ssnmtn) for all n ∈ N. Since
the set {snmtn : n ∈ N} is infinite, we have that x strongly blocks s.

Case 2: s has finite order. Toward a contradiction, assume that A = {t ∈ G :
x(t) ̸= x(st)} is finite. Then for all t ̸∈ A, x(st) = x(t). Now define y =∗ x so that
{g ∈ G : y(g) ̸= x(g)} ⊆ ⟨s⟩A and y is constant on ⟨s⟩A. Then y(st) = y(t) for all
t ∈ G. Thus y is not a 2-coloring, contradiction. �
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Thus we have the following implications:

strong 2-coloringww� (a)

2-coloring ⇐⇒ aperiodic near 2-coloringww� (b)

almost 2-coloringww� (c)

near 2-coloring

We will show in Section 6.3 that the converses of (a) and (b) are false. On the
other hand, in Section 10.3 we will prove that the converse of (c) is true. We are
particularly interested in the following property for countable groups.

Definition 2.5.5. A countable group G is said to have the almost 2-coloring
property (ACP) if every almost 2-coloring on G is a 2-coloring on G.

The following lemma is easy to prove.

Lemma 2.5.6. Let G be a countable group. Then the following are equivalent:

(i) G has the ACP;
(ii) Every 2-coloring on G is a strong 2-coloring on G.
(iii) Every almost 2-coloring on G is a strong 2-coloring on G.

Proof. It is immediate that (iii) is equivalent to the combination of (i) and
(ii), thus it suffices to show the equivalence of (i) and (ii). For (i)⇒(ii), suppose
G has the ACP. Let x be a 2-coloring on G. Let y =∗ x. Then y is an almost
2-coloring. By the ACP y is a 2-coloring. Thus we have shown that every y =∗ x is
a 2-coloring on G. By Lemma 2.5.4 (e) x is a strong 2-coloring on G. The converse
(ii)⇒(i) is similar. �

We consider the notion of centralizer in a group G in the following proposition.
For g ∈ G, the centralizer of g in G is defined as

ZG(g) = {h ∈ G : gh = hg}.

Proposition 2.5.7. Let G be a countably infinite group. If for every 1G ̸= u ∈
G there is 1G ̸= v ∈ ⟨u⟩ with |ZG(v)| = ∞, then every near 2-coloring on G is a
2-coloring on G. In particular, a group G has the ACP if for every 1G ̸= u ∈ G
there is 1G ̸= v ∈ ⟨u⟩ with |ZG(v)| = ∞.

Proof. Let G be a group with the stated property. Let x ∈ 2G be a near
2-coloring. We will show that x is a 2-coloring by showing that x is aperiodic and
then applying clause (d) of Lemma 2.5.4. Towards a contradiction, suppose x is
not aperiodic. So there is 1G ̸= u ∈ G with u · x = x. Let 1G ̸= v ∈ ⟨u⟩ be such
that |ZG(v)| = ∞. Notice v · x = x. Let g1, g2, . . . be any non-repeating sequence
of elements in ZG(v). By compactness of 2G and by passing to a subsequence if
necessary, we may suppose that (gn · x)n∈N is a convergent sequence. Set y =
lim gn · x. Since each gn ∈ ZG(v), we have

v · y = v · (lim gn · x) = lim v · gn · x = lim gn · v · x = lim gn · x = y.

Thus y is a limit point of [x] and is periodic. This contradicts Lemma 2.5.3. We
conclude that x must be aperiodic and is thus a 2-coloring. �
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The condition above is in fact both necessary and sufficient for G to have the
ACP. The proof of necessity will be provided in Section 6.3. From the previous
proposition we can easily list a few classes of groups which have the ACP. Recall
the following definition of FC groups.

Definition 2.5.8. If G is a group in which every conjugacy class is finite then
G is called an FC group. Specifically, an FC group G is a group such that for all
g ∈ G, {hgh−1 : h ∈ G} is finite.

Corollary 2.5.9. Let G be a countably infinite group. Then G has the ACP
if any of the following is true:

(i) every non-identity element of G has infinite order;
(ii) G is a free abelian or free non-abelian group;
(iii) G is nilpotent;
(iv) G is an FC group.

Proof. (i). For any 1G ̸= v ∈ G we have that ⟨v⟩ ⊆ ZG(v). So if every
non-identity group element has infinite order, then every group element has infinite
centralizer. So by the previous proposition G has the ACP.

(ii). This follows immediately from (i).
(iii). Set G0 = G and in general define Gn+1 = [G,Gn]. Since G is nilpotent,

Gn is trivial for sufficiently large n. Let n be such that Gn is infinite and Gn+1 is
finite. Fix 1G ̸= v ∈ G. We have that for all g ∈ Gn, [g, v] ∈ Gn+1. If g, h ∈ Gn

satisfy [g, v] = [h, v] then

g−1v−1gv = [g, v] = [h, v] = h−1v−1hv

so

hg−1vgh−1 = v

and therefore hg−1 ∈ ZG(v). Since Gn is infinite and Gn+1 is finite, it immediately
follows that infinitely many elements ofGn lie in ZG(v). By the previous proposition
G has the ACP.

(iv). Fix 1G ̸= v ∈ G. If g, h ∈ G satisfy gvg−1 = hvh−1 then it follows
h−1g ∈ ZG(v). Since G is infinite and the conjugacy class of v is finite, it follows
that ZG(v) is infinite. So by the previous proposition G has the ACP. �

In Section 6.3, we will show that solvable, polycyclic, and virtually abelian
groups in general do not have the ACP. In contrast, in Section 6.1 we will show
that every countably infinite group has a strong 2-coloring.

2.6. Other variations of 2-colorings

In this section we introduce some further concepts related to 2-colorings. These
will not be our main subjects of investigation. However, we will note from time to
time that our methods for constructing 2-colorings can also be applied to obtain
these variations.

First we consider the dual notion of a right action of G on 2G:

(g · x)(h) = x(hg).

This induces a dual version of all the concepts that we have defined and considered
throughout this chapter. Consequently we obtain the notion of right 2-colorings.
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Definition 2.6.1. Let G be a countable group. An element x ∈ 2G is called a
right 2-coloring if for any s ∈ G with s ̸= 1G there is a finite set T ⊆ G such that

∀g ∈ G ∃t ∈ T x(tg) ̸= x(tsg).

It is now natural to ask whether the concepts of 2-colorings and right 2-colorings
can be combined.

Definition 2.6.2. Let G be a countable group. An element x ∈ 2G is called a
two-sided 2-coloring if it is both a 2-coloring and a right 2-coloring.

Of course, for abelian groups 2-colorings and right 2-colorings coincide, hence
also with two-sided 2-colorings. For non-abelian groups, very little is known for two-
sided 2-colorings. In Section 3.4, we will give for non-abelian free groups examples of
two-sided 2-colorings and of 2-colorings that are not right (or two-sided) 2-colorings.

Next we note that the definition of 2-colorings does not explicitly mention
the inverse operation in a group, and therefore can be similarly defined for any
semigroup.

Definition 2.6.3. Let S be a countable semigroup. An element 2S is called a
2-coloring on the semigroup S if for any s ∈ S there is a finite set T ⊆ S such that

∀g ∈ S [ g ̸= gs→ ∃t ∈ T x(gt) ̸= x(gst) ].

We will not systematically explore 2-colorings on semigroups in this paper.
Instead, we will just consider some 2-colorings on N. These are intrinsically related
to 2-colorings on Z.

Definition 2.6.4. A 2-coloring x ∈ 2Z is unidirectional if for all s ∈ Z there is
a finite T ⊆ N such that

∀g ∈ Z ∃t ∈ T x(g + t) ̸= x(g + s+ t).

Thus for unidirectional 2-colorings on Z one can always search for distinct colors
by shifting to the right. It is clear that, if a 2-coloring on Z is unidirectional, then its
restriction on N is a 2-coloring on N. However, we have the following observation.

Lemma 2.6.5. Any 2-coloring on Z is unidirectional.

Proof. Suppose x is a 2-coloring on Z. Fix s ∈ Z with s ̸= 0. Let T ⊆ Z be
the finite set witnessing that x blocks s. Let m be the least element of T . Then
we claim that |m| + T ⊆ N also witnesses that x blocks s. To see this let g ∈ Z
be arbitrary. Consider the element |m| + g. By blocking there is t ∈ T such that
x(|m|+ g+ t) ̸= x(|m|+ g+ s+ t). Therefore x(g+(|m|+ t)) ̸= x(g+ s+(|m|+ t))
with |m|+ t ∈ |m|+ T , as required. �

Thus indeed the restriction to N of any 2-coloring on Z is a 2-coloring on N.
Conversely, it is also easy to check that if y ∈ 2N is a 2-coloring on N then the
element x ∈ 2Z defined by

x(n) =

{
y(n), if n ≥ 0,
y(−n), otherwise.

is a 2-coloring on Z.
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2.7. Subflows of (2N)G

Some of our results in this paper about Bernoulli subflows can be directly
generalized to more general dynamical systems. Among continuous actions of G
the shift action on (2N)G plays an important role. Let us recall the following basic
fact from [DJK] about this dynamical system. Again for the convenience of the
reader we give the proof below.

Lemma 2.7.1. Let G be a countable group with a Borel action on a standard
Borel space X. Then there is a Borel embedding θ : X → (2N)G such that for all
g ∈ G and x ∈ X, θ(g · x) = g · θ(x).

Proof. Let U0, U1, . . . be a sequence of Borel sets in X separating points.
Define θ : X → (2N)G by

θ(x)(g)(i) = 1 ⇐⇒ g−1 · x ∈ Ui.

Then θ is as required. �

Thus (2N)G contains a G-invariant Borel subspace that is Borel isomorphic to
the Borel G-space X. In this sense (2N)G is a universal Borel G-space among all
standard Borel G-spaces. In the case that the space X is a zero-dimensional Polish
space and the action of G on X is continuous, we can improve the embedding θ to
be continuous.

Lemma 2.7.2. Let G be a countable group with a continuous action on a zero-
dimensional Polish space X. Then there is a continuous embedding θ : X → (2N)G

such that for all g ∈ G and x ∈ X, θ(g · x) = g · θ(x).

Proof. In the proof of Lemma 2.7.1 if we take the Ui’s from a countable clopen
base of X the resulting θ is continuous. �

If X is compact in addition, then the resulting θ is a homeomorphic embedding.
Because of these universality properties of (2N)G we are especially interested in

establishing results about its subflows. Note that (2N)G is isomorphic to the space
2N×G, and it is more convenient to consider this latter space when we consider
combinatorial properties of elements. The following lemmas are analogous to their
counterparts, Lemmas 2.2.4, 2.3.2 and 2.4.5, for Bernoulli flows. We state them
without proof.

Lemma 2.7.3. Let G be a countable group and x ∈ 2N×G. Then x is hyper
aperiodic iff for any s ∈ G there is N ∈ N and finite T ⊆ G such that

∀g ∈ G ∃n < N ∃t ∈ T x(n, gt) ̸= x(n, gst).

Lemma 2.7.4. Let G be a countable group and x0, x1 ∈ 2N×G. Then x0 and x1
are orthogonal iff there is N ∈ N and finite T ⊆ G such that

∀g0, g1 ∈ G ∃n < N ∃t ∈ T x0(n, g0t) ̸= x1(n, g1t).

Lemma 2.7.5. Let G be a countable group and x ∈ 2N×G. Then x is minimal
iff for all N ∈ N and finite A ⊆ G there is a finite T ⊆ G such that

∀g ∈ G ∃t ∈ T ∀n < N ∀a ∈ A x(n, gta) = x(n, a).
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Note that by Lemma 2.7.3 if x ∈ 2N×G is such that x(0, ·) is a 2-coloring on
G then x is hyper aperiodic. Hence the existence of hyper aperiodic points is an
immediate corollary of the existence of 2-colorings on G. In Chapter 7 we will show,
among other facts, that every non-empty open subset of (2N)G contains a perfect
set of pairwise orthogonal minimal hyper aperiodic points.





CHAPTER 3

Basic Constructions of 2-Colorings

In this chapter we give some basic constructions of 2-colorings on groups. The
methods introduced here are not as powerful as the one explored later in this paper.
But they are simple and intuitive, and using these methods we are able to construct
2-colorings on all solvable groups, all free groups and some of their extensions. In
fact, other than constructing 2-colorings on free groups (including Z), this chapter
focuses primarily on constructing 2-colorings on group extensions.

3.1. 2-Colorings on supergroups of finite index

In this section we consider two constructions to obtain 2-colorings on a count-
able group from 2-colorings on a subgroup of finite index.

Let G be a countable group and H ≤ G with 1 < |G : H| = m < ∞. Let
α1 = 1G, α2, . . . , αm enumerate a set of representatives for all left cosets of H in G.
Given x, y ∈ 2H , we define a function κH(x; y) ∈ 2G by

κH(x; y)(g) =

{
x(g), if g ∈ H,
y(h), if g ̸∈ H and g = αih for 1 < i ≤ m.

GH

x

α2H

y

αmH

y· · · · · ·

Figure 3.1. The function κH(x; y).

Thus κH(x; y) is obtained by imposing x on H and y on every other left coset
of H viewed as a copy of H (see Figure 3.1). Apparently the definition of κH(x; y)
depends on the particular choice of left coset representatives, and they are omitted
in the notation just for simplicity. However, the results we prove below about
κH(x; y) will not depend on this choice. We first observe the following fact.

Lemma 3.1.1. Let G be a countable group and H ≤ G with |G : H| < ∞. If x
is a 2-coloring on H and y ∈ 2H is such that y⊥x, then κH(x; y) is a 2-coloring
on G.

Proof. Let T0 = {α1 = 1G, α2, . . . , αm}. Since x⊥ y, there is a finite set
T1 ⊆ H such that for all h0, h1 ∈ H there is τ ∈ T1 such that x(h0τ) ̸= y(h1τ).
Given s ∈ G with s ̸= 1G, let

Is = {1 ≤ i ≤ m : α−1
i sαi ∈ H}.

35
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Since x is a 2-coloring, for each i ∈ Is, there is a finite set Ts,i ⊆ H such that for

all h ∈ H there is τ ∈ Ts,i such that x(hτ) ̸= x(hα−1
i sαiτ). Let

T = T0

(
T1 ∪

∪
i∈Is

Ts,i

)
.

We verify that T witnesses that s is blocked by κH(x; y). For this let g ∈ G. First
there is some 1 ≤ i ≤ m such that g−1 ∈ αiH. Then gαi ∈ H. If gsαi ̸∈ H, say
gsαi = αjh for 1 < j ≤ m and h ∈ H, then there is τ ∈ T1 such that

κH(x; y)(gαiτ) = x(gαiτ) ̸= y(hτ) = κH(x; y)(gsαiτ),

which finishes the proof by taking t = αiτ ∈ T0T1 ⊆ T .
If gsαi ∈ H, then i ∈ Is since α−1

i sαi = (gαi)
−1(gsαi) ∈ H. In this case there

is τ ∈ Ts,i such that

κH(x; y)(gαiτ) = x(gαiτ) ̸= x(gαi(α
−1
i sαi)τ) = x(gsαiτ) = κH(x; y)(gsαiτ).

Again, by letting t = αiτ ∈ T0Ts,i ⊆ T , we have that κH(x; y)(gt) ̸= κH(x; y)(gst),
and our proof is complete. �

The idea of the above proof can be informally summarized as the following
procedure. Given s and g we first transfer g back to the “standard” set H. If the
corresponding element gs is transferred to the same set, then we note that they are
related by one of finitely many conjugates of s, and use the 2-coloring property of
x. If gs stays out of H, then we use the orthogonality of y and x to finish the proof.

If we assume instead that y is a 2-coloring (and x is not), then we can use the
compliment of H as our standard set, but this idea encounters a difficulty when
g and gs are transferred to different left cosets (by the right multiplication of the
same element) outside H. In this case we note that, if we assume that H is a
normal subgroup of G, then the difficulty disappears. Thus we have the following
corollary of the above proof.

Corollary 3.1.2. Let G be a countable group and HEG with 1 < |G : H| <∞.
If y is a 2-coloring on H and x ∈ 2H is such that x⊥ y, then κH(x; y) is a 2-coloring
on G.

Proof. Given s ∈ G with s ̸= 1G, the witnessing set T for κH(x; y) blocking
s is the same as in the proof of Lemma 3.1.1. In fact, let αi be such that gαi ∈ H.
If gsαi ̸∈ H then the proof is finished as before since x⊥ y. If gsαi ∈ H, then
s = αi((gαi)

−1gsαi)α
−1
i ∈ αiHα

−1
i = H. In this case let j ̸= i, so that gαj ̸∈ H.

Then gsαj = gαj(α
−1
j sαj) ̸∈ H. Let h ∈ H be such that gαj = αkh for some k.

Then gsαj = αkh(α
−1
j sαj), and there is τ ∈ Ts,j such that

κH(x; y)(gαjτ) = y(hτ) ̸= y(h(α−1
j sαj)τ) = κH(x; y)(gsαjτ)

by the assumption that y is a 2-coloring. Letting t = αjτ ∈ T0Ts,j ⊆ T , we have
that κH(x; y)(gt) ̸= κH(x; y)(gst) as required. �

In particular, this corollary applies when H ≤ G and |G : H| = 2.
The same idea of the proof of Lemma 3.1.1 can also be used to study when

κH(x0; y0)⊥κH(x1; y1). For instance, it can be shown that, if either x0 or y0 is
orthogonal to both x1 and y1, then κH(x0; y0)⊥κH(x1; y1) (note that this holds
independently from the choice of left coset representatives in the definitions of
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κH(x0; y0) and κH(x1; y1)). It follows that if {x0, y0, x1, y1} is a set of pairwise
orthogonal elements and {x0, y0} ̸= {x1, y1}, then κH(x0; y0)⊥κH(x1; y1). Below
we state without proof a simple fact that can be justified with similar arguments.

Lemma 3.1.3. Let G be a countable group and H ≤ G with |G : H| < ∞. If
X,Y ⊆ 2H are disjoint such that X ∪ Y is a set of pairwise orthogonal elements of
2H , then the set

{κH(x; y) : x ∈ X, y ∈ Y }
is a set of pairwise orthogonal elements of 2G.

Throughout the rest of the paper we use 0 to denote the constant 0 function
on a group and 1 to denote the constant 1 function. It follows immediately from
Lemma 2.3.2 that for any 2-coloring x on H, x⊥ 0, 1.

Recall that H is said to have the (λ, 2)-coloring property (where λ ≥ 1 is a
cardinal number) if there exist λ many pairwise orthogonal 2-colorings on H. We
thus have the following corollary.

Corollary 3.1.4. Let G be a countable group, H ≤ G with 1 < |G : H| <∞,
and λ ≥ 1 a cardinal number. Suppose H has the (λ, 2)-coloring property. Then
the following hold:

(i) If λ is infinite then G has the (λ, 2)-coloring property.
(ii) If λ is finite then G has the ( 12λ(λ+ 3), 2)-coloring property.

Proof. Let X be a set of pairwise orthogonal 2-colorings on H with |X| = λ.
If λ is infinite, then note that {κH(x; 0) : x ∈ X} is a set of pairwise orthogonal
2-colorings on G by Lemmas 3.1.1 and 3.1.3. Since |{κH(x; 0) : x ∈ X}| = |X| = λ,
G has the (λ, 2)-coloring property. If λ is finite, we enumerate the elements of X
as x1, . . . , xλ. Consider the collection

{κH(xi;xj) : 1 ≤ i < j ≤ λ} ∪ {κH(xi; y) : 1 ≤ i ≤ λ, y ∈ {0, 1}} .

By Lemmas 3.1.1, 3.1.3 and the remark preceding Lemma 3.1.3, this is a set of
pairwise orthogonal 2-colorings on G. Its cardinality is 1

2λ(λ − 1) + 2λ = 1
2λ(λ +

3). �

For the rest of this section we consider a generalization of κH(x; y) defined as
follows. For x1, . . . , xm ∈ 2H define

κH(x1, . . . , xm)(g) = κH(x1, . . . , xm)(αih) = xi(h)

for g = αih, where 1 ≤ i ≤ m, h ∈ H, and α1 = 1G, . . . , αm enumerate a set of
representatives for all left cosets of H in G.

GH

x1

α2H

x2

αmH

xm· · · · · ·

Figure 3.2. The function κH(x1, . . . , xm).
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Figure 3.1 illustrates the definition of κH(x1, . . . , xm). Clearly, κH(x; y) =
κH(x, y, . . . , y). In the following we prove a generalization of Lemma 3.1.1 which
guarantees that κH(x1, . . . , xm) is a 2-coloring by assuming one of the xi is a 2-
coloring orthogonal to all other xj ’s. In the proof we will use a well known lemma
of Poincaré, which we recall below.

Lemma 3.1.5. Let G be a group and H ≤ G with |G : H| < ∞. Then there is
K EG such that K ≤ H and |H : K| <∞.

Proof. Let Σ be the collection of all left cosets of H in G. For each g ∈ G,
let φ(g) be a permutation of Σ given by φ(g)(αH) = gαH. Then φ : G → S(Σ) is
a group homomorphism, where S(Σ) is the group of all permutations of Σ. Here
S(Σ) is finite since Σ is finite. Let K = ker(φ). Then K E G. It follows from
the finiteness of S(Σ) that G/K is finite. Hence to finish the proof it suffices to
verify that K ≤ H. For this let g ∈ K, then φ(g) = 1S(Σ), and in particular
φ(g)(H) = gH = H, so g ∈ H. �

Theorem 3.1.6. Let G be a countable group and H ≤ G with |G : H| = m <∞.
Let x1, . . . , xm ∈ 2H . If there is 1 ≤ i ≤ m such that xi is a 2-coloring on H and
xi ⊥xj for any 1 ≤ j ≤ m with j ̸= i, then κH(x1, . . . , xm) is a 2-coloring on G.

Proof. Let K E G be given by the preceding lemma. Then K ≤ H and
|G : K| < ∞. Let γ1 = 1G, . . . , γn enumerate a set of representatives for all cosets
of K in G. Let 1 ≤ i ≤ m be such that xi is a 2-coloring on H and that xi ⊥xj for
all j ̸= i, 1 ≤ j ≤ m. Since K ≤ H there is 1 ≤ p ≤ n such that Kγp = γpK ⊆ αiH.
Let T0 = {γ−1

q γp : 1 ≤ q ≤ n}. By the orthogonality assumptions there is a finite
set T1 ⊆ H such that for all j ̸= i, 1 ≤ j ≤ m, and h, h′ ∈ H there is τ ∈ T1 such
that xi(hτ) ̸= xj(h

′τ).
Given s ∈ G with s ̸= 1G, let

Is = {1 ≤ q ≤ n : γ−1
p γqsγ

−1
q γp ∈ H}.

Since xi is a 2-coloring, for each q ∈ Is, there is a finite set Ts,q ⊆ H such that for
all h ∈ H there is τ ∈ Ts,q such that

xi(hτ) ̸= xi(hγ
−1
p γqsγ

−1
q γpτ).

Let

T = T0

T1 ∪ ∪
q∈Is

Ts,q

 .

We claim that T witnesses that s is blocked by κH(x1, . . . , xm). For this let g ∈ G.
First there is some 1 ≤ q ≤ n such that g ∈ Kγq. Then gγ−1

q ∈ K and gγ−1
q γp ∈

Kγp ⊆ αiH. Let h ∈ H be such that gγ−1
q γp = αih. If gsγ−1

q γp ̸∈ αiH, say

gsγ−1
q γp = αjh

′ for j ̸= i, 1 ≤ j ≤ m, and h′ ∈ H, then there is τ ∈ T1 such that

κH(x1, . . . , xm)(gγ−1
q γpτ) = xi(hτ) ̸= xj(h

′τ) = κH(x1, . . . , xm)(gsγ−1
q γpτ),

which finishes the proof by taking t = γ−1
q γpτ ∈ T0T1 ⊆ T .

If gsγ−1
q γp ∈ αiH, then q ∈ Is since

γ−1
p γqsγ

−1
q γp = (gγ−1

q γp)
−1(gsγ−1

q γp) ∈ (α−1
i H)(αiH) = H.
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In this case there is τ ∈ Ts,q such that

κH(x1, . . . , xm)(gγ−1
q γpτ) = xi(hτ)

̸= xi(h(γ
−1
p γqsγ

−1
q γp)τ) = κH(x1, . . . , xm)(gsγ−1

q γpτ).

Again, by letting t = γ−1
q γpτ ∈ T0Ts,q ⊆ T our proof is complete. �

Despite the tedious notation the idea of the above proof is quite simple: we use
the underlying normal subgroup to transfer the elements to a standard set just as
we did in the proof of Lemma 3.1.1, and then use the assumptions of 2-coloring and
orthogonality to finish the proof. The same idea can be applied again to investigate
when κH(x1, . . . , xm)⊥κH(y1, . . . , ym). We state the following observation without
proof.

Lemma 3.1.7. Let G be a countable group and H ≤ G with |G : H| = m <∞.
Let x1, . . . , xm, y1, . . . , ym ∈ 2H . If there is 1 ≤ i ≤ m such that xi ⊥ yj for all
1 ≤ j ≤ m, then

κH(x1, . . . , xm)⊥κH(y1, . . . , ym).

Using Theorem 3.1.6 and Lemma 3.1.7 one can improve Corollary 3.1.4 with
the general κH(x1, . . . , xm) in place of κH(x; y).

3.2. 2-Colorings on group extensions

We begin by defining a natural map 2G × 2H → 2G×H .

Definition 3.2.1. Let G and H be countable groups, x ∈ 2G, and y ∈ 2H .
Then the product xy is an element of 2G×H defined by

(xy)(g, h) = x(g)y(h).

Hy 1 0

x 0

G

H
x

1

0
y
0

G

Figure 3.3. The product xy viewed from two different perspectives.

One way to view the product xy is to regard y as labeling the cosets of G in
G × H and impose the function x on the copy of G when the y label is 1 and 0
when the y label is 0 (see Figure 3.2). Of course, by symmetry x could be viewed
as labeling cosets of H as well. The following proposition collects some elementary
facts about the product. In the statement we use 0 to denote the constant zero
element in 2G, 2H , or 2G×H .

Proposition 3.2.2. Let G and H be countable groups, x, x1, x2 ∈ 2G, and
y, y1, y2 ∈ 2H . Then the following hold:

(i) xy is a 2-coloring iff both x and y are 2-colorings.

(ii) If x1⊥x2 and 0 ̸∈ [y1] ∪ [y2], then x1y1⊥x2y2.

(iii) If 0 ̸∈ [y], then x1⊥x2 iff x1y⊥x2y.
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(iv) If xy ̸= 0, then xy is minimal iff both x and y are minimal.

Proof. (i) First assume that x and y are both 2-colorings. Note that 0 ̸∈ [x],
and therefore there is a finite set A ⊆ G such that

∀g ∈ G ∃a ∈ A x(ga) = 1.

Similarly there is a finite set B ⊆ H such that

∀h ∈ H ∃b ∈ B y(hb) = 1.

To show that xy is a 2-coloring, fix a nonidentity (s, u) ∈ G×H. Without loss of
generality assume s ̸= 1G. Thus we can find a finite set T ⊆ G witnessing that x
blocks s. If u ̸= 1H then we also have a finite set S ⊆ H witnessing that y blocks
u. If u = 1H we set S = ∅. Then we claim that (T ×B) ∪ (A× S) witnesses that
xy blocks (s, u) in G×H. To see this, let (g, h) ∈ G×H be arbitrary. We consider
two cases. Case 1: u = 1H . Then we may find b ∈ B such that y(hb) = 1 and t ∈ T
such that x(gt) ̸= x(gst). Note that also y(hub) = 1. We have

(xy)(gt, hb) = x(gt)y(hb) = x(gt) ̸= x(gst) = x(gst)y(hub) = (xy)(gst, hub).

Since (t, b) ∈ T ×B we are done. Case 2: u ̸= 1H . In this case we find v ∈ S such
that y(hv) ̸= y(huv). If y(hv) = 1 we find a ∈ A such that x(ga) = 1; if y(huv) = 1
we find a ∈ A such that x(gsa) = 1. Either way we have

(xy)(ga, hv) = x(ga)y(hv) = y(hv) ̸= y(huv) = x(gsa)y(huv) = (xy)(gsa, huv).

Since (a, v) ∈ A× S, our proof is completed.
For the converse assume without loss of generality that x is not a 2-coloring.

Then there is some z ∈ [x] with a nontrivial period s ̸= 1G. It follows that zy ∈ [xy]
and that (s, 1H) is a period of zy. Thus xy is not a 2-coloring.

The proof for (ii) is similar. For (iii) it suffices to note that, if T × S ⊆ G×H
is a finite set witnessing x1y⊥x2y, then T witnesses x1⊥x2.

To prove (iv) we first assume that both x and y are minimal. Let A ⊆ G×H
be finite. Without loss of generality we may assume A = B × C for B ⊆ G and
C ⊆ H. Let TB ⊆ G be finite with the property that for all g ∈ G there is t ∈ TB
with x(gtb) = x(b) for all b ∈ B. Similarly, let TC ⊆ H be finite such that for all
h ∈ H there is τ ∈ TC with y(hτc) = y(c) for all c ∈ C. We claim that T = TB×TC
works for A. For this let (g, h) ∈ G × H be arbitrary. Let t ∈ TB be such that
x(gtb) = x(g) for all b ∈ B, and let τ ∈ TC be such that y(hτc) = y(c) for all c ∈ C.
Then (t, τ) ∈ T and for all (b, c) ∈ A,

(xy)(gtb, hτc) = x(gtb)y(hτc) = x(b)y(c) = (xy)(b, c).

This shows that xy is minimal.
For the converse we assume xy ̸= 0 is minimal. Note that we have both x ̸= 0

and y ̸= 0. We show that x is minimal, and by symmetry it follows that y is minimal
too. For this fix h0 ∈ H with y(h0) = 1. Let A ⊆ G be finite. Without loss of
generality we assume that there is g0 ∈ A with x(g0) = 1. Since A×{h0} is a finite
subset of G×H, by the minimality of xy, there is a finite T ⊆ G×H such that for
all (g, h) ∈ G×H there is (t, τ) ∈ T with (xy)(gta, hτh0) = (xy)(a, h0) for all a ∈ A.
Let TG = {t ∈ G : ∃τ ∈ H (t, τ) ∈ T}. We claim that TG works for A. For this let
g ∈ G be arbitrary. There is (t, τ) ∈ T such that (xy)(gta, τh0) = (xy)(a, h0) for all
a ∈ A. In particular, t ∈ TG and (xy)(gtg0, τh0) = (xy)(g0, h0) = x(g0)y(h0) = 1.
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It follows that y(τh0) = 1 and therefore x(gta) = (xy)(gta, τh0) = (xy)(a, h0) =
x(a) for all a ∈ A. This shows that x is minimal as required. �

Corollary 3.2.3. Let G and H be countable groups, and λ, κ ≥ 1 cardinal
numbers. If G has the (λ, 2)-coloring property and H has the (κ, 2)-coloring prop-
erty, then G×H has the (λ · κ, 2)-coloring property.

One can also consider a slightly more general construction on the product group
G×H as follows. For x, z ∈ 2G and y ∈ 2H , define xyz ∈ 2G×H by

(xyz)(g, h) = x(g)y(h) + z(g)(1− y(h)).

Hy 1 0

x z

G

Figure 3.4. The function xyz.

Here again y is used to label the cosets of G in G × H. When the label is 1
the coset is imposed the function x, and when the label is 0 the coset is imposed
the function z (see Figure 3.2). Then similar to Proposition 3.2.2 (i) one can show
that, if both x and y are 2-colorings, and z⊥x, then xyz is a 2-coloring on G×H.
Conversely, if xyz is a 2-coloring, we can only conclude that y is a 2-coloring due
to asymmetry in this construction. In fact, both x and z can be periodic in this
case. For example, let x0, z0, y be 2-colorings on Z, and let 1 denote the constant 1
element in 2Z. Let x = x01 and z = 1z0. Then x and z are both periodic elements
in 2Z×Z, and x⊥ z. It is easy to check that xyz is a 2-coloring on Z3.

We next consider general group extensions. Recall that in the preceding section
we have considered the case where H is a normal subgroup of finite index in a
countable group G. The constructions there fail to work when H has infinite index
in G, because the witnessing sets are no longer finite. In the next theorem we get
around this problem by making use of k-colorings on the quotient.

Theorem 3.2.4. Let m, k ≥ 2 be integers and λ ≥ 1 a cardinal number. Let
G be a countable group and H EG. Suppose G/H has the (λ,m)-coloring property
and H has the (m, k)-coloring property. Then G has the (λ, k)-coloring property.

Proof. We first define a k-coloring x on G assuming that z is an m-coloring
on G/H and y0, . . . , ym−1 are pairwise orthogonal k-colorings on H. Let R be a
transversal for the cosets of H, i.e., R contains exactly one element of each coset
of H. Let σ : G → R be such that for every g ∈ G, σ(g) ∈ Hg = gH. Then define
x : G→ k by letting

x(g) = yz(Hg)(σ(g)
−1g).

We check that x is a k-coloring on G. For this fix s ∈ G with s ̸= 1G.
First assume s ∈ H. Since y0, . . . , ym−1 are all k-colorings there are finite sub-
sets T0, . . . , Tm−1 ⊆ H such that for all h ∈ H and i < m there are ti ∈ Ti such
that yi(hti) ̸= yi(hsti). Let T =

∪
i<m Ti. We check that for any g ∈ G there is
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t ∈ T such that x(gt) ̸= x(gst). Let g ∈ G. If z(Hg) = i then for any t ∈ T , since
s, t ∈ H, we have

x(gt) = yi(σ(gt)
−1gt) = yi(σ(g)

−1gt)

and
x(gst) = yi(σ(gst)

−1gst) = yi(σ(g)
−1gst).

Thus if we let t = ti so that yi(hti) ̸= yi(hsti) where h = σ(g)−1g, then x(gt) ̸=
x(gst).

Now we assume that s ̸∈ H. From the assumption that z is an m-coloring
we obtain a finite set F ⊆ R such that for any g ∈ G there is f ∈ F such that
z(Hgf) ̸= z(Hgsf). Let Γ ⊆ H witness the orthogonality of yi and yj for all pairs
i, j < m, i ̸= j. That is, for any i, j < m, i ̸= j, and any gi, gj ∈ H, there is γ ∈ Γ
such that yi(giγ) ̸= yj(gjγ). Let T = FΓ. We again check that for any g ∈ G there
is t ∈ T such that x(gt) ̸= x(gst). First fix an f ∈ F such that z(Hgf) ̸= z(Hgsf).
For definiteness let z(Hgf) = i and z(Hgsf) = j. Then for any γ ∈ Γ ⊆ H,

x(gfγ) = yi(σ(gf)
−1gfγ)

and
x(gsfγ) = yj(σ(gsf)

−1gsfγ).

Thus letting hi = σ(gf)−1gf , hj = σ(gsf)−1gsf and applying the orthogonality
we obtain a γ ∈ Γ such that yi(hiγ) ̸= yj(hjγ). Letting t = fγ, we have thus
verified that x is a k-coloring.

Now we assume z0 and z1 are two orthogonal m-colorings on G/H. Let x0 and
x1 be defined similarly as above. We verify that x0⊥x1, i.e., there is a finite set
Φ ⊆ G such that for any g0, g1 ∈ G there is φ ∈ Φ such that x0(g0φ) ̸= x1(g1φ).
Let F ⊆ R be finite such that for all g0, g1 ∈ G there is f ∈ F such that z0(Hg0f) ̸=
z1(Hg1f). Let Γ ⊆ H witness the orthogonality of all pairs yi and yj for i, j < m
and i ̸= j. Let Φ = FΓ. Then for any g0, g1 ∈ G, letting f ∈ F be fixed as above,
h0 = σ(g0f)

−1g0f , h1 = σ(g1f)
−1g1f , i = z0(Hg0f), j = z0(Hg1f), and γ such

that yi(h0γ) ̸= yj(h1γ), then

x0(g0fγ) = yz0(Hg0f)(σ(g0fγ)
−1g0fγ) = yi(h0γ), and

x1(g1fγ) = yj(h1γ).

Thus x0(g0fγ) ̸= x1(g1fγ). �
The following approach is an alternative way to obtain 2-colorings on an ex-

tension from those on a normal subgroup. Instead of assuming the existence of
any 2-coloring on the quotient we consider a strong notion of a uniform 2-coloring
property on the normal subgroup.

Definition 3.2.5. Let G be a countable group. We say that G has the uniform
2-coloring property if there exists a perfect set {xσ : σ ∈ 2N} of pairwise orthogonal
2-colorings on G such that

(i) for any s ∈ G with s ̸= 1G, there is a finite set T ⊆ G such that for any
x ∈ {xσ : σ ∈ 2N}, we have

∀g ∈ G ∃t ∈ T x(gt) ̸= x(gst);

(ii) for each n ∈ N there is a finite set An ⊆ G such that for any σ, τ ∈ 2N

with σ(n) ̸= τ(n),

∀g0, g1 ∈ G ∃a ∈ An xσ(g0a) ̸= xτ (g1a).
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Theorem 3.2.6. Let G be a countable group and H EG. If H has the uniform
2-coloring property then so does G.

Proof. Suppose H has the uniform 2-coloring property. As in the above
definition, there is a collection of 2-colorings {yσ : σ ∈ 2N} on H, for each s ∈ H
with s ̸= 1H there is TH(s) ⊆ H, and for each n ∈ N there is An ⊆ H satisfying (i)
and (ii).

We first deal with the case |G : H| = ∞. Let 1G = r0, r1, . . . enumerate a
transversal of the cosets of H in G. Let ϕ : N× N → {0, 1} be a function with the
following property:

for any i, n ∈ N, letting j, k ∈ N be the unique integers satisfying
rjH = rirn+1H and rkH = rir

−1
n+1H, we have either ϕ(i, n) ̸=

ϕ(j, n) or ϕ(i, n) ̸= ϕ(k, n).

To see that such a function exists, note that for any fixed n ∈ N, the right mul-
tiplication by rn+1 induces a permutation πn on N such that rπn(i)H = rirn+1H.
Note that πn has no fixed points. Thus in the statement of the property j = πn(i)
and k = π−1

n (i). The permutation πn can be decomposed into basic cycles of either
finite or infinite length. In either case it is easy to assign values to indices so that
no three consecutive indices in each cycle are assigned the same value. Since k, i, j
are consecutive indices, we must have ϕ(i, n) ̸= ϕ(j, n) or ϕ(i, n) ̸= ϕ(k, n).

We then define infinitely many elements τi ∈ 2N for i ∈ N by letting τi(n) =
ϕ(i, n). We will also use a coding function ⟨·, ·⟩ : 2N × 2N → 2N defined by
⟨τ, σ⟩(2n) = τ(n) and ⟨τ, σ⟩(2n+ 1) = σ(n) for all n ∈ N.

We are now ready to construct a collection {xσ : σ ∈ 2N} of pairwise orthog-
onal 2-colorings on G. For each σ ∈ 2N define xσ by

xσ(rih) = y⟨τi,σ⟩(h).

We verify that each xσ is a 2-coloring on G. Let s ∈ G with s ̸= 1G and let
g ∈ G be arbitrary. If s ∈ H then there exists t ∈ TH(s) such that xσ(gt) ̸= xσ(gst).
If s ̸∈ H let s ∈ rn+1H, g ∈ riH, gs ∈ rjH and gs−1 ∈ rkH. Then by the property
of ϕ either ϕ(i, n) ̸= ϕ(j, n) or ϕ(i, n) ̸= ϕ(k, n). Therefore either ⟨τi, σ⟩(2n) ̸=
⟨τj , σ⟩(2n) or ⟨τi, σ⟩(2n) ̸= ⟨τk, σ⟩(2n). It follows that if we let T = A2n ∪ s−1A2n

then there exists t ∈ T such that xσ(gt) ̸= xσ(gst). Note that the choice of T
does not depend on σ so our collection of 2-colorings on G satisfies property (i) in
Definition 3.2.5.

For property (ii) in Definition 3.2.5 it is clear that the set Bn = A2n+1 works
for n ∈ N. This finishes the proof in the case H has infinite index in G.

As for the case |G : H| = m <∞, we can use an easy adaptation of the above
construction. In this case the function ϕ would be only defined on a finite domain
(m− 1)×m. We then extend its definition to N×N using value 0 and proceed as
above. The resulting functions are as required. �

3.3. 2-Colorings on Z

For the rest of this chapter we construct concrete 2-colorings on concrete groups.
In this section we focus on the group Z. We show that Z has the uniform 2-coloring
property.
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We will use the following notation. Let

2≺Z =
∪

l≤r∈Z

2[l,r].

For p ∈ 2≺Z we let |p| = l − r + 1 if p ∈ 2[l,r]. For p ∈ 2≺Z we let p̄(i) = 1 − p(i)
for all i ∈ dom(p) and call it the conjugate of p. Thus dom(p̄) = dom(p). For
p, q ∈ 2≺Z, we write p ⊆ q if dom(p) ⊆ dom(q) and q � dom(p) = p. The group Z
acts on 2≺Z naturally: for s ∈ Z and p ∈ 2≺Z, let

(s+ p)(i) = p(i− s).

Thus dom(s+p) = s+dom(p). We write p ∼ q if there is s ∈ Z such that s+p = q.

For p0, p1 ∈ 2≺Z, say p0 ∈ 2[l0,r0], p1 ∈ 2[l1,r1], we write pa0 p1 or simply p0p1 for the

unique q ∈ 2[l0,r0+1+r1−l1] such that q � [l0, r0] = p0 and q � [r0+1, r0+1+r1− l1] ∼
p1. By iteration we can define the notation pa0 p

a
1 · · ·a pn or p0p1 · · · pn.

We also let
P =

∪
k∈N

2[−k,k].

For p, q ∈ P , say p ∈ 2[−k,k] and q ∈ 2[−l,l], we write p ⊑ q if 2k + 1 | l − k and for
all i ∈ Z, if D = [(2k + 1)i+ k + 1, (2k + 1)(i+ 1) + k] ⊆ dom(q) then q �D ∼ p or
q �D ∼ p̄.

Z −l −k k l

2k+1︷ ︸︸ ︷
p

q

p̄ p p p̄ p̄ p p̄

Figure 3.5. An illustration of p ⊑ q.

Note that ⊑ is a transitive relation, i.e., if p0 ⊑ p1 and p1 ⊑ p2 then p0 ⊑ p2.
Also for p ∈ 2[−k,k] and x ∈ 2Z, we write p ⊑ x if for all i ∈ N, p ⊑ x � [−i(2k +
1)− k, i(2k + 1) + k]. We now define two operations on P , Φ0 and Φ1. For p ∈ P ,
let Φ0(p) and Φ1(p) be the unique elements of P so that

Φ0(p) ∼ ppp̄ppp̄p and Φ1(p) ∼ p̄pp̄pp̄pp̄.

Note that p ⊑ Φ0(p),Φ1(p) and |Φ0(p)| = |Φ1(p)| = 7|p|. Also for i = 0, 1, Φi(p) =
Φi(p̄).

Lemma 3.3.1. Let p, q ∈ P and x, y ∈ 2Z. If |p| = |q| and Φ0(p) ⊑ x, Φ1(q) ⊑ y,
then x⊥ y.

Proof. Let T = {i|p| : 0 ≤ i ≤ 7}. Let
p0 ∈ {Φ0(p)Φ0(p),Φ0(p̄)Φ0(p̄),Φ0(p̄)Φ0(p),Φ0(p)Φ0(p̄)}

and
p1 ∈ {Φ1(q)Φ1(q),Φ1(q̄)Φ1(q̄),Φ1(q̄)Φ1(q),Φ1(q)Φ1(q̄)}.

By direct inspection it can be shown that for any 0 ≤ g0, g1 < 7|p| there is t ∈ T
such that p0(p)(g0+t) ̸= p1(q)(g1+t). In fact, the 0, 1-sequence ⟨p0(g0+t) : t ∈ T ⟩
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consists of at least two occurrences of 00 and 11 which are separated by at most
four digits in between, but this property fails for the sequence ⟨p1(g1 + t) : t ∈ T ⟩.
Now for any g0, g1 ∈ Z there are p0, p1 as above and p′0 ⊆ x, p′1 ⊆ y such that
g0 ∈ dom(p′0), g1 ∈ dom(p′1), p0 ∼ p′0 and p1 ∼ p′1. Thus there is t ∈ T such that
p′0(g0 + t) ̸= p′1(g1 + t). In particular x(g0 + t) ̸= y(g1 + t). �

In the sequel we use the notation 2<N to denote the set of all finite binary
sequences. I.e., 2<N =

∪
n∈N 2n. For u ∈ 2<N, let |u| denote the length of u.

Theorem 3.3.2. Z has the uniform 2-coloring property.

Proof. We define a system (pu)u∈2<N of elements of P by induction on |u| so
that the following conditions are satisfied:

(i) for all u, v ∈ 2<N with |u| = |v|, |pu| = |pv|;
(ii) for all u ∈ 2<N, Φ0(pu) ⊑ pua0 and Φ1(pu) ⊑ pua1;
(iii) for every u ∈ 2<N, there is i ∈ dom(pu) such that i + |u| ∈ dom(pu) and

pu(i) ̸= pu(i+ |u|).
To begin the definition, let dom(p∅) = {0} and p∅(0) = 0. In general suppose all pu
where |u| ≤ n have been defined. We first define qua0, qua1 to satisfy the conditions
(ii) and (iii). For this let i ∈ dom(Φ0(pu)) so that i + n + 1 ̸∈ dom(Φ0(pu)). Let
qua0 ⊒ Φ0(pu) be such that qua0(i + n + 1) ̸= Φ0(pu)(i). Then define qua1 ⊒
Φ1(pu) similarly. After all qv where |v| = n + 1 have been defined this way let
l = max{|qv| : |v| = n + 1} and define puai so that |puai| = l, quai ⊆ puai and
Φi(pu) ⊑ puai. This finishes the definition of (pu)u∈2<N .

Now for α ∈ 2N we let xα =
∪

n∈N pα�n. We claim that each xα is a 2-coloring
on Z. To verify this let s ∈ Z. Let n = |s| and u = α � n. Let i ∈ dom(pu) such
that i + n ∈ dom(pu) and pu(i) ̸= pu(i + n). Let T = [0, 2|pu|]. Now let g ∈ Z be
arbitrary. Then noting that pu ⊑ xα, there is q ⊆ xα with g ∈ dom(q) and q ∼ pu
or q ∼ p̄u. Letting j to be the least integer greater than g with j ̸∈ dom(q), we
have that xα(i + j + 1

2 (|pu| − 1)) ̸= xα(i + n + j + 1
2 (|pu| − 1)). Thus if we let

t = i+ j+ 1
2 (|pu|− 1)− g ∈ T (if s > 0) or t = i+n+ j+ 1

2 (|pu|− 1) ∈ T (if s < 0),
we must have that xα(g + t) ̸= xα(g + s+ t). Note that the set T only depends on
s and not on α, since |pu| only depends on |u| by property (i). This shows that the
set {xα : α ∈ 2N} satisfies Definition 3.2.5 (i).

Finally, suppose α, β ∈ 2N with α(n) ̸= β(n). Let u = α � n and v = β � n.
Without loss of generality assume ua0 ⊆ α and va1 ⊆ β. Then Φ0(pu) ⊑ pua0 ⊑ xα
and Φ1(pv) ⊑ pva1 ⊑ xβ . By Lemma 3.3.1, xα⊥xβ . Moreover, the proof of
Lemma 3.3.1 shows that the witnessing set can be taken as {in : 0 ≤ i ≤ 7}, which
depends only on n and not on α and β. This shows that the set {xα : α ∈ 2N}
satisfies Definition 3.2.5 (ii). �

We remark that, using Lemma 2.4.5, it is easy to check that all 2-colorings
constructed in the above proof are minimal. By an obvious modification of the
above proof, we have the following corollary.

Corollary 3.3.3. Let U be any given open subset of 2Z. Then there is a
perfect set of pairwise orthogonal minimal 2-colorings in U .

The following corollary follows immediately from Theorem 3.2.6.
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Corollary 3.3.4. Let G be a countable group. If Z E G, then G has the
uniform 2-coloring property. In particular, for any countable group G, G × Z has
the uniform 2-coloring property.

Before closing this section we briefly turn to a curious question about con-
structing 2-colorings on Z that are orthogonal to their conjugates. Note that our
construction above does not produce 2-colorings on Z orthogonal to their own con-
jugates. One needs a slightly different construction to achieve this.

For any x ∈ 2Z let x ∈ 2Z be defined by x(n) = 1− x(n) for all n ∈ Z. If x is a
2-coloring then so is x̄. For any x ∈ 2Z we also define x′ ∈ 2Z as follows:

x′(n) =

{
x(n/3), if 3 | n,
0, otherwise.

The following facts are easy to see. For any x ∈ 2Z, x′⊥x′, since x′ does not contain
two consecutive 1s. Also, if x is a 2-coloring on Z, then so is x′. This is because x′

blocks 3n for any n ̸= 0, and therefore it blocks n for all n ̸= 0 by Corollary 2.2.6.
Using Lemma 2.4.5 it is clear that x is minimal iff x is minimal iff x′ is minimal.
Finally if x, y ∈ 2Z, then x⊥ y iff x⊥ y iff x′⊥ y′.

Thus we have the following corollary.

Corollary 3.3.5. There is a perfect set X of pairwise orthogonal minimal
2-colorings on Z such that for any x ∈ X, x⊥x.

One can also modify the construction in an obvious way to obtain such families
of 2-colorings inside any given open set.

3.4. 2-Colorings on nonabelian free groups

In this section we show that all nonabelian free groups have the uniform 2-
coloring property. We will need the following observation.

Definition 3.4.1. Two elements x0, x1 ∈ 2Z are positively orthogonal, denoted
x0⊥+x1, if there is a finite T ⊆ N such that

∀g0, g1 ∈ Z ∃t ∈ T x0(g0 + t) ̸= x1(g1 + t).

Lemma 3.4.2. For x0, x1 ∈ 2Z, if x0⊥x1 then x0⊥+x1.

Proof. This is similar to the proof of Lemma 2.6.5. Let T ⊆ Z witness x0⊥x1.
Let m be the least element of T . Then |m|+ T ⊆ N witnesses x0⊥x1 as well. �

We are now ready to consider free groups. Let Fn be the free group with n
generators, where n ≥ 2 is an integer. For notational uniformity we use Fω to
denote the free group with countably infinitely many generators, where ω denotes
the first infinite ordinal. We will combine the two cases by considering Fn with n
generators, where 2 ≤ n ≤ ω.

Fix 2 ≤ n ≤ ω. For any x ∈ 2Z, we define x∗ ∈ 2Fn by x∗(w) = x(|w|), where
|w| is the length of the reduced word w.

Theorem 3.4.3. Let 2 ≤ n ≤ ω. If x is a 2-coloring on Z, then x∗ is a
2-coloring on Fn. In addition, for x0, x1 ∈ 2Z, if x0⊥x1, then x

∗
0⊥x∗1.
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Proof. Let A = {am : m < n} be a generating set of elements of Fn. Let
s ∈ Fn with s ̸= 1Fn . For each integer i ∈ [−2|s|, 2|s|] with i ̸= 0, let Li ⊆ N be a
finite set such that for any j ∈ Z there is l ∈ Li with x(j + l) ̸= x(j + i+ l). Let

T = {t ∈ Fn : ∃i, i′ ∈ [−|s|, |s|] |t| ∈ Li + i′}.
We check that for any g ∈ Fn there is t ∈ T such that x∗(gt) ̸= x∗(gst). For this
let g ∈ Fn. We consider two cases. Case 1: |g| ̸= |gs|. In this case let i = |gs| − |g|.
Then 0 < |i| ≤ |s|. Let l ∈ Li ⊆ N be such that x(|g| + l) ̸= x(|g| + i + l). There
is t with |t| = l such that |gt| = |g| + l and |gst| = |gs| + l. Now t ∈ T (with
i′ = 0) and x∗(gt) = x(|g| + l) ̸= x(|g| + i + l) = x(|gs| + l) = x∗(gst). Case 2:
|g| = |gs|. Then from the structure of the free group we get u, v ∈ Fn such that
s = u−1v, |s| = 2|u| = 2|v| and |gu−1| = |g| − |u|. Note that |gu−1| ̸= |gu−1vu−1|
and their difference i ≤ |s|. Thus by a similar construction as that in Case 1 there
is t0 with |t0| ∈ Li such that x∗(gu−1t0) ̸= x∗(gu−1vu−1t0). Now let t = u−1t0,
then x∗(gt) ̸= x∗(gst) and t ∈ T with i′ = |t| − |t0| ≤ |u−1| ≤ |s|. This finishes the
proof that x∗ is a 2-coloring on Fn.

Now suppose x0⊥x1. Then by Lemmas 2.6.5 and 3.4.2 x0 and x1 are positively
orthogonal unidirectional 2-colorings on Z. Let L ⊆ N be such that for any j0, j1 ∈ Z
there is l ∈ L with x0(j0 + l) ̸= x1(j1 + l). Let a0, a1 ∈ A be arbitrary and

T = {ali, a
−l
i : i = 0, 1, l ∈ L}. Let g0, g1 ∈ Fn be arbitrary. Let j0 = |g0| and

j1 = |g1|. Let l ∈ L be such that x0(j0 + l) ̸= x1(j1 + l). Then there is t ∈ T such
that |t| = l, |g0t| = |g0| + |t| and |g1t| = |g1| + |t|. Then x∗0(g0t) = x0(|g0| + |t|) =
x0(j0 + l) ̸= x1(j1 + l) = x1(|g1|+ |t|) = x∗1(g1t). This shows that x

∗
0⊥x∗1. �

Theorem 3.4.4. For any 1 ≤ n ≤ ω the free group Fn has the uniform 2-
coloring property.

Proof. Let {xα : α ∈ 2N} be a collection of 2-colorings on Z witnessing the
uniform 2-coloring property for Z from Theorem 3.3.2. Then for 2 ≤ n ≤ ω, the
collection {x∗α : α ∈ 2N} witnesses the uniform 2-coloring property for Fn. This is
because, by the above proof, the set T witnessing that x∗α blocks s depends on s only
and does not depend on α; in addition, if the set L witnessing the orthogonality
of xα and xβ depends only on the index n where α(n) ̸= β(n), then the set T
witnessing the orthogonality of x∗α and x∗β depends only on n. �

Since the free groups have the ACP (Corollary 2.5.9 (ii)), we have the following
immediate corollary.

Corollary 3.4.5. Let 2 ≤ n ≤ ω. Let U be any given open subset of 2Fn .
Then there is a perfect set of pairwise orthogonal 2-colorings in U .

We also have the following immediate corollary from Theorem 3.2.6.

Corollary 3.4.6. Let G be a countable group. If for some 1 ≤ n ≤ ω, FnEG,
then G has the uniform 2-coloring property.

Note that the definition of x∗ makes sense even for n = 1. And in this case the
proofs of the theorems still work and give another collection witnessing the uniform
2-coloring property for Z.

Moreover, when only restrictions of 2-colorings on the semigroup N are consid-
ered, we obtain a collection of 2-colorings on N witnessing the uniform 2-coloring
property for N. Thus in particular, N has the uniform 2-coloring property.
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Finally we remark that if x is a 2-coloring on Z, the 2-coloring x∗ is actually a
two-sided 2-coloring. This is because, the dual definition of x∗ would be the same
for right actions of Fn and the dualized proof of Theorem 3.4.3 would show that x∗

is a right 2-coloring.
Before closing this section we give a construction of a 2-coloring on Fn, n > 1,

that is not a two-sided 2-coloring.

Theorem 3.4.7. For n > 1 there exists a 2-coloring on Fn that is not a right
2-coloring.

Proof. It suffices to construct a 2-coloring on Fn that is right-periodic. Fix
n > 1. Let a be one of the generators of Fn, and let F be the free subgroup
generated by the other n − 1 generators. Let x0 ⊥x1 ∈ 2F be 2-colorings on F
(they can be obtained by Theorem 3.4.4). Let y ∈ 2Z be any 2-coloring on Z, and
y∗ be the word-length 2-coloring of Fn (Theorem 3.4.3).

We now construct a 2-coloring z on Fn so that z(1Fn) = 0 and z(wa) = z(w)
for all w ∈ Fn. To define such a z it is clearly sufficient to define the values of
z(w) for all nonempty words w ∈ Fn that do not end in a or a−1. Such a word
can be uniquely written as w = u0a

p0u1a
p1 . . . uk, where k ≥ 0, u0, . . . , uk ∈ F ,

p0, . . . , pk−1 ∈ Z− {0} and u1, . . . , uk ̸= 1F if k > 0. Let w1 = wu−1
k . We define z

by

z(w) = xy∗(w1)(uk).

z is clearly right-periodic, hence is not a right 2-coloring.
We verify that z is a 2-coloring. Fix a nonidentity s ∈ Fn. Let T0 be a finite

subset of F so that for any h, h′ ∈ F there is t ∈ T0 such that x0(ht) ̸= x1(h
′t). Let

M = max{|u| : u ∈ T0}. Let N be a large enough positive integer so that for any
0 < k ≤ |s| and for any m ∈ Z, there is 0 < l ≤ N such that y(m+ l) ̸= y(m+k+ l).
Such N exists since y is unidirectional (Lemma 2.6.5). Let

T = {t ∈ Fn : |t| ≤ 2|s|+N +M}.

We claim that T witnesses that z blocks s. Let g ∈ Fn. First notice that
there is s′ ∈ Fn with |s′| ≤ |s| such that |gs′| ̸= |gss′|. In fact, there is such an s′

among the initial segments of s. Then note that there is a generator b of Fn (not
necessarily distinct from a) so that |gs′bϵ| = |gs′|+1 and |gss′bϵ| = |gss′|+1 for some
ϵ ∈ {−1, 1}. Thus for t0 = s′bϵ we have that |t0| ≤ 2|s| and |gt0| ̸= |gst0|. Next we
consider t1 = t0a

k where 0 < |k| ≤ N . There is such a k so that |t1| = |t0|+ |k| and
y∗(gt1) ̸= y∗(gst1). Let i = y∗(gt1) and i′ = y∗(gst1). Then by the orthogonality
of x0 and x1 there is t = t1u for some nonidentity u ∈ F such that

z(gt) = xi(u) ̸= xi′(u) = z(gst).

Obviously |t| ≤ 2|s|+N +M . �

3.5. 2-Colorings on solvable groups

In this section we establish the uniform 2-coloring property for all countably
infinite solvable groups. We first do this for all countably infinite abelian groups.

If an abelian group contains at least one element of infinite order then we are
done by Corollary 3.3.4. Thus we only need to deal with countably infinite abelian
torsion groups here. There are two concrete situations we need to discuss before
coming back to the general argument.
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The first situation concerns a direct sum of infinitely many finite groups. Let
H0,H1, . . . , Hn, . . . be nontrivial finite groups and H = ⊕nHn. We show that H
has the uniform 2-coloring property.

Lemma 3.5.1. Let π ∈ 2N be such that 0, 1 ̸∈ [π]. For any h ∈ H define

cπ(h) =

{
0, if h = 1H ,
π(n), if h ̸= 1H and n ∈ N is the least such that hn ̸= 1Hn .

Then cπ is a 2-coloring on H. Moreover, if π0 ̸= π1 and 0, 1 ̸∈ [π0], [π1], then
cπ0⊥ cπ1 .

Proof. First it is easily seen that 0, 1 ̸∈ [π] iff there is b ∈ N such that for any
n ∈ N there is m < b with π(n) ̸= π(n +m). We will use this equivalence below
without elaboration.

Let s ∈ H with s ̸= 1H . Let ns be the least n such that sn ̸= 1Hn . Let
T = ⊕n≤ns+bHn. Now suppose h ∈ H is arbitrary. Let t0 = ⊕n≤nsh

−1
n . Then

for all n ≤ ns, (ht0)n = 1Hn . Similarly, for all n < ns, (hst0)n = hnsn(t0)n =
hnh

−1
n = 1Hn . However, (hst0)ns = hnssnsh

−1
ns

̸= 1Hns
. Note that for any t1 ∈ H

with (t1)n = 1Hn for all n ≤ ns, cπ(hst0t1) = cπ(hst0). Now if cπ(ht0) ̸= cπ(hst0)
we are done since t0 ∈ T . Suppose cπ(ht0) = cπ(hst0). By the assumption on
π there is m < b such that π(ns + 1) ̸= π(ns + 1 + m). We consider two cases.
Case 1: π(ns + 1) ̸= cπ(ht0). In this case let kns+1 ∈ Hns+1 be any nonidentity
element and let t1 = kns+1. Then ns + 1 is the least n so that (ht0t1)n ̸= 1Hn .
Hence cπ(ht0t1) = π(ns + 1) ̸= cπ(hst0) = cπ(hst0t1). Thus t = t0t1 is as required.
Case 2: π(ns + 1 + m) ̸= cπ(ht0). Let t1 = ⊕ns+1≤n<ns+1+mh

−1
n ⊕ kns+1+m

where kns+1+m ∈ Hns+1+m is an arbitrary element ̸= h−1
ns+1+m. Then cπ(ht0t1) =

π(ns + 1 + m) ̸= cπ(hst0) = cπ(hst0t1). Note that ns + 1 + m ≤ ns + b, thus
t = t0t1 ∈ T is as required. This shows that cπ is a 2-coloring.

Now suppose π0 ̸= π1 and 0, 1 ̸∈ [π0], [π1], and let the witness be b0 and b1. Let
b2 be the least n such that π0(n) ̸= π1(n). Let b = b0 + b1 + b2 and T = ⊕n≤bHn.
Then we claim that for any g0, g1 ∈ H there is t ∈ T such that cπ0(g0t) ̸= cπ1(g1t).
Let g0, g1 ∈ H. We consider two cases. Case 1: (g0)i = (g1)i for all i ≤ b2. Then
let t ∈ ⊕n≤b2Hn ⊆ T be such that (g0t)i = 1Hi for all i < b2 and (g0t)b2 ̸= 1Hb2

.

Then the same is true for g1t, and thus cπ0(g0t) = π0(b2) ̸= π1(b2) = cπ1(g1t). Case
2: (g0)i ̸= (g1)i for some i ≤ b2. Then let t0 ∈ ⊕n≤b2Hn ⊆ T be such that for
some i ≤ b2, (g0t0)i = 1Hi ̸= (g1t0)i and for all j < i, (g0t0)j = 1Hj = (g1t0)j .
If cπ0(g0t0) ̸= cπ1(g1t0) there is nothing more to prove. Otherwise, note that
cπ1

(g1t0) = π1(i) for the above mentioned i ≤ b2 and cπ0
(g0t0) = π0(k) for some

k > i. Since 0, 1 ̸∈ [π0], there is m < b0 such that π0(k) ̸= π0(k + m). Thus
there is t1 ∈ ⊕k≤n≤k+mHn ⊆ T such that cπ0(g0t0t1) = π0(k + m). But then
cπ1(g1t0t1) = π1(i) ̸= π0(k + m) = cπ0(g0t0t1), so t = t0t1 is as required. This
completes the proof of the lemma. �

Theorem 3.5.2. Let H0,H1, . . . ,Hn, . . . be nontrivial finite groups and H =
⊕nHn. Then H has the uniform 2-coloring property.

Proof. Let {xα : α ∈ 2N} be the collection of 2-colorings on Z constructed

in the proof of Theorem 3.3.2. Then each πα = xα � N satisfies 0, 1 ̸∈ [πα].
By the proof of the above lemma, for any s ∈ H with s ̸= 1H , the witnessing

set T for the blocking of s by cπα only depends on s and not on α. This shows that
the collection {cπα : α ∈ 2N} satisfies Definition 3.2.5 (i).
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To check that {cπα : α ∈ 2N} satisfies Definition 3.2.5 (ii), we let An ⊆ N be
given by Theorem 3.3.2 such that for all α, β ∈ 2N with α(n) ̸= β(n), we have

∀g0, g1 ∈ Z ∃a ∈ An xα(g0 + a) ̸= β(g1 + a).

Note that we could take An ⊆ N because of Lemma 3.4.2. Let bn = maxAn. Then
in particular for any α, β as above, there is some m < bn such that xα(m) ̸= xβ(m).
By the proof of the above lemma, if we let Tn = ⊕m≤bn+8Hm, then

∀h0, h1 ∈ H ∃t ∈ Tn cπα(h0t) ̸= cπβ
(h1t).

Since Tn does not depend on α and β, our proof is complete. �

Next we consider the quasicyclic group Z(p∞) for any prime p.

Theorem 3.5.3. Let p be a prime number. Then Z(p∞) has the uniform 2-
coloring property.

Proof. Every element g of Z(p∞) can be expressed as

γ(a0, . . . , aN−1) =
a0
p

+
a1
p2

+
a2
p3

+ · · ·+ aN−1

pN

for some N ≥ 0 and 0 ≤ an < p for n = 0, . . . , N−1. For notational convenience we
denote g(n) = an for n = 0, . . . , N −1, and more generally, for n ≥ N , let g(n) = 0.
Now for g ∈ Z(p∞) let ng be the least n such that g(ng) ̸= 0. Then similar to the
proof of Lemma 3.5.2, we have the following claim.

Let π ∈ 2N be such that 0, 1 ̸∈ [π]. For any g ∈ Z(p∞) define
cπ(g) = π(ng). Then cπ is a 2-coloring on Z(p∞). Moreover, if

π0 ̸= π1 and 0, 1 ̸∈ [π0], [π1], then cπ0⊥ cπ1 .

The proof is also similar. In fact, let s ∈ Z(p∞) so that s ̸= 0. Let T = {t ∈ Z(p∞) :
t(n) = 0 for all n > ns + b}. Then for all g ∈ Z(p∞), let t0 = −γ(g � (ns + 1)).
We have that ng+t0 > ns. Thus for any t1 with nt1 > ns, cπ(g + s + t0 + t1) =
cπ(g + s + t0), whereas for some such t1 with nt1 ≤ ns + b, we can arrange that
cπ(g+t0+t1) ̸= cπ(g+s+t0). Hence if we let t = t0+t1 then cπ(g+t) ̸= cπ(g+s+t).

The rest of the proof is similar to that of Theorem 3.5.2. �

Now we are ready to establish the uniform 2-coloring property for all countably
infinite abelian groups. As noted before we only need to deal with the torsion case.
Also recall that any abelian group can be written as the direct sum of its maximal
divisible subgroup and a reduced subgroup. In the case of a divisible group there
is at least one prime p such that the quasicyclic group Z(p∞) is contained in the
group.

Theorem 3.5.4. Let G be a countably infinite abelian group. Then G has the
uniform 2-coloring property.

Proof. Assume that G is a torsion group. If G has a nontrivial divisible
subgroup then there is some prime p such that Z(p∞) E G. In this case we are
done by the preceding theorem and Theorem 3.2.6. Suppose G is reduced. We
consider two cases. Case 1: There are infinitely many prime p for which there
exist elements of order p. In this case let p0, p1, . . . , pn, . . . be distinct prime
numbers and g0, g1, . . . , gn, . . . be nonzero elements so that pngn = 0. Then
H = ⟨g0, g1, . . . , gn, . . . ⟩ is isomorphic to the direct sum ⊕nZpn . Since H E G,
by Theorem 3.5.2 and Theorem 3.2.6 we have that G has the uniform 2-coloring
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property. Case 2: There are only finitely many primes p so that G has a nontrivial
p-component. Let Gp be the p-component of G, i.e., the subgroup of all elements
of G whose order is a power of p. Let p0, . . . , pn be all primes such that Gpi is
nontrivial. Then G = ⊕i≤nGpi . Thus at least one of Gpi is infinite. Fix such
a p. Since we assume that G is reduced, we claim that there are infinitely many
elements in Gp with order p. In fact, define a partial order < defined on Gp by
h < g iff there is k ≥ 1 such that pkh = g. Then since Gp is reduced, < is a
wellfounded tree on Gp, i.e., there is no infinite <-descending sequence in Gp. If
there are only finitely many elements of order p in Gp, then the tree is finite split-
ting. For this, just note that if g0, . . . , gn, . . . are infinitely many distinct elements
with pg0 = pg1 = · · · = pgn = . . . , then for any n ≥ 1, p(g0 − gn) = 0, and thus
g0−g1, . . . , g0−gn, . . . are infinitely many distinct elements of order p. It follows by
König’s lemma that a finite splitting wellfounded tree is finite, and thus Gp would
be finite if there are only finitely many elements of order p.

Finally, suppose there are infinitely many elements of order p in Gp. We define
by induction a sequence hn of elements in Gp as follows. Let h0 be any nonzero
element of order p in Gp. In general, if h0, . . . , hn have been defined, then note that
⟨h0, . . . , hn⟩ is isomorphic to Zn+1

p , hence finite, and let hn+1 be any nonzero ele-
ment of order p not in ⟨h0, . . . , hn⟩. Our assumption guarantees that this construc-
tion will not stop at any finite stage. Also, when the infinite sequence h0, . . . , hn, . . .
is defined, we have that ⟨h0, . . . , hn, . . . ⟩ is isomorphic to the direct sum ⊕nZp. Now
by Theorem 3.5.2 and Theorem 3.2.6, G has the uniform 2-coloring property, and
our theorem is proved. �

Finally we expand the result to all countably infinite solvable groups.

Theorem 3.5.5. Let G be a countably infinite solvable group. Then G has the
uniform 2-coloring property.

Proof. Suppose G has rank n ≥ 1 and its derived series are as follows:

GDG′ DG′′ D · · ·DG(n) = {1G}.

Then for each i < n, G(i)/G(i+1) is abelian. Let n0 be the smallest such that G(n0) is
finite. Then 0 < n0 ≤ n. By Theorem 3.2.6 it suffices to show that G(n0−1) has the
uniform 2-coloring property. By assumption, G(n0−1)/G(n0) is an infinite abelian
group, thus it has the uniform 2-coloring property by Theorem 3.5.4. If n0 = n then
we have that G(n0−1) ∼= G(n0−1)/G(n0) and we are done. If n0 < n, we must have
that |G(n0)| > 2, since otherwise G(n0−1) is in fact abelian; thus by Lemma 2.3.5
G(n0) has the (2, 2)-coloring property. Let y0 and y1 be orthogonal 2-colorings
on G(n0). Let {zα : α ∈ 2N} be a collection of 2-colorings on G(n0−1)/G(n0)

witnessing its uniform 2-coloring property. Using the construction in the proof of
Theorem 3.2.4 to define a collection of 2-colorings on G(n0−1). It can be easily
verified that the resulting 2-colorings witness the uniform 2-coloring property for
G(n0−1). �

3.6. 2-Colorings on residually finite groups

In this short section we present a final method of constructing 2-colorings
through algebraic methods. We show how to construct a 2-coloring on any count-
able residually finite group.
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Theorem 3.6.1. If G is a countable residually finite group, then G has the
coloring property.

Proof. If G is finite then it clearly has the coloring property. So suppose
that G is countably infinite. Let (Kn)n∈N be a decreasing sequence of finite index
normal subgroups of G with

∩
Kn = {1G}. Such a sequence exists by the definition

of residual finiteness. Define x ∈ 2G by setting x(g) = n mod 2 where n satisfies
g ∈ Kn −Kn+1 (and define x(1G) arbitrarily). We claim that x is a 2-coloring on
G. Fix a nonidentity s ∈ G and let n satisfy s ∈ Kn −Kn+1. Let T0 be a set of
representatives for the cosets of Kn+1 in G, let T1 be a set of representatives for the
cosets of Kn+3 in Kn+1, and let T = T0T1. Let g ∈ G be arbitrary. Since s ̸∈ Kn+1,
g and gs are not in the same coset of Kn+1. Consequently, by considering the group
G/Kn+1 we see that there is t0 ∈ T0 with gt0 ∈ Kn+1 and gst0 ̸∈ Kn+1. Notice
that if m satisfies gst0 ∈ Km −Km+1, then m < n + 1. By considering the group
Kn+1/Kn+3, we see that there are t1, t2 ∈ T1 ⊂ Kn+1 with gt0t1 ∈ Kn+1−Kn+2 and
gt0t2 ∈ Kn+2−Kn+3. So clearly x(gt0t1) ̸= x(gt0t2). Also, since gst0 ∈ Km−Km+1

and the sequence (Kr)r∈N is decreasing, we have gst0t1, gst0t2 ∈ Km − Km+1 as
well (since t1, t2 ∈ Kn+1 ⊂ Km+1). So x(gst0t1) = x(gst0t2). It follows that either
x(gt0t1) ̸= x(gst0t1) or else x(gt0t2) ̸= x(gst0t2). Since t0t1, t0t2 ∈ T , we conclude
that x is a 2-coloring on G. �

Corollary 3.6.2. All finitely generated abelian groups, all finitely generated
nilpotent groups, all polycyclic groups, all countable (real or complex) linear groups,
and all countable nonabelian free groups admit a 2-coloring.

Proof. All of these groups are residually finite. �
The discovery of the above construction occurred very late in the developement

of this paper. In effect, we did not investigate if one can use constructions similar to
the one above to establish that residually finite groups have the uniform 2-coloring
property. Of course, we do prove in Section 6.1 that every countably infinite group
has the uniform 2-coloring property. It may be nice though if the methods of
this section could show this fact directly for residually finite groups. We leave the
resolution of this question to interested readers.



CHAPTER 4

Marker Structures and Tilings

In this chapter we will introduce a general notion of marker structures on
countable groups and study some of their general properties. As an immediate
application of this notion we give in Section 4.2 another proof that all abelian
groups admit a 2-coloring, and in fact the proof will be generalized to establish
that all FC groups admit a 2-coloring. The concept of marker region will be one
of the main tools we use for our main results in future chapters. In the remainder
of this chapter we then introduce and study the related notion of a ccc group. We
will show that ccc groups include, among others, all nilpotent groups, all polycyclic
groups, all residually finite groups, all locally finite groups, and all groups which
are free products of nontrivial groups. The results of this chapter are relatively
independent and will not be needed for the rest of the paper.

4.1. Marker structures on groups

We introduce the general notion of a marker structure on a countable group
G, and introduce also several specializations of this notion. This point of view
is crucial for the main results of this paper to appear in the following chapters.
In Chapter 3 we gave certain more algebraic arguments which showed that every
countable solvable group has a 2-coloring, in fact, we showed this in a strong form
already (c.f. Theorem 3.5.5). However, we have not been able to push the methods
used in those proofs further. In particular, we have not been able to use them to
show that every countable group G admits a 2-coloring. For this we seem to need
arguments involving a certain more geometric nature, which leads to the concept
of a marker structure. The concept of marker structures on various types of groups
is certainly not new to this paper, and indeed has been a central notion in ergodic
theory and the theory of equivalence relations for a long time. In particular, it
plays a key role in most hyperfiniteness proofs. The theorem of Weiss (c.f. [DJK]
[JKL]) that all of the Borel actions of the group Zn are hyperfinite uses these
concepts in the proof. Recall a Borel equivalence relation on a Polish space is
hyperfinite if it can be written as an increasing union of finite Borel equivalence
relations. The more recent proof of Gao and Jackson [GJ] that all Borel actions of
any countable abelian group are also hyperfinite makes use of even better marker
structures on these groups. Indeed, the best known results on the hyperfiniteness
problem (determining which groups have only hyperfinite Borel actions) involve
carefully examining the nature of the marker structures that can be put on such
groups. Although this is an interesting connection, the arguments of this paper do
not require familiarity with the notion or theory of hyperfinite equivalence relations.

In the main results of this paper the existence of certain carefully controlled
marker structures is also of central importance. However, for many of our results
the point of view is somewhat different. We are often interested now in what marker
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structure can be put on arbitrary countable groups. Of course, as we restrict the
class of groups, we expect marker structures with better properties. The point we
wish to emphasize is that there is a common thread between many of these other
arguments (such as hyperfiniteness proofs) and the arguments of this paper, and this
is what we abstract into the notion of a marker structure. Various specializations
of this notion result in interesting concepts which have been studied on their own,
such as the class of MT groups defined independently by Chou [Ch] and Weiss [W]
in their study of monotileable amenable groups. Although the marker structures
we use in our main results can be put on any group, it is nonetheless interesting to
ask exactly which types of structures can be put on various groups. For example,
we will introduce the concept of a ccc tiling of a group. Some very basic questions
about which groups admit such marker structures remain open.

We next give the general notion of a marker structure and various specializa-
tions of the concept. We first use this concept to give a completely different proof
that all of the abelian, and then all of the FC groups admit a 2-coloring. The proofs
of this section have a decidedly more geometric flavor than the previous arguments;
this seems to be inherent in the concept of a marker structure. Part of the reason
for presenting these proofs is that they foreshadow the more involved arguments
necessary for general groups. Indeed, the short proofs for abelian and FC groups to
follow can be seen as a rough outline of the procedure for general groups, with some
of the key technical difficulties removed. We then introduce the strongest notion
of marker structure which seems relevant for the type of constructions one might
do along these lines, and this leads to the notion of a ccc tiling. Again, we will not
prove these exist on arbitrary groups (nor do we need to for our main results), but
it becomes an interesting independent question as to when these exist. As we said
above, this is likely related to other questions such as the hyperfiniteness problem.

We point out two technical distinctions before giving the actual definitions.
First, for the kinds of arguments we do we are mainly interested in not a single
marker structure (defined below), but a sequence of such structures. This is gener-
ally also the case in arguments from ergodic theory as well as hyperfiniteness theory.
Second, for the results of this paper we are interested in the marker structures on
the groups themselves as opposed to on some Polish space on which the groups act.
This is in contrast to many of the arguments in ergodic theory and descriptive set
theory where marker arguments occur. In putting marker structures on the groups
themselves, there is no issue of definability that enters in as in the Polish space case.
Thus it becomes easier, at least in theory, to put such structures on the group. So,
the inability to put a type of marker structure on a group puts an upper-bound
on what one can do with the equivalence relation defined by a Borel action of the
group (at least if the action of the group is free). Again, this gives an independent
interest to questions about marker structures on groups.

Definition 4.1.1. Let G be a countable group. A marker structure on G is a
pair (∆,R) where ∆ ⊆ G, R ⊆ P(G) satisfying:

(1) R is a pairwise disjoint collection.
(2) For every R ∈ R, |∆ ∩R| = 1.
(3) Every δ ∈ ∆ lies in some R ∈ R.
(4) The set

∪
δ∈∆ δ

−1Rδ is finite, where Rδ denotes the unique R ∈ R with
δ ∈ R.
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We call the elements δ ∈ ∆ the marker points, and the sets R ∈ R the marker
regions.

The definition of marker structure in Definition 4.1.1 is quite general. It en-
compasses all of the marker constructions of this paper as well as all of the known
hyperfiniteness proofs. For the constructions of this paper, however, we are usu-
ally interested in marker structures with additional properties. The next definition
records some of these additional properties,

Definition 4.1.2. A marker structure (∆,R) is regular if there is a single
(necessarily finite) F ⊆ G such that for all δ ∈ ∆ we have δ−1Rδ = F , where Rδ is
the unique element of R which contains δ. A marker structure (∆,R) is centered
if 1G ∈ ∆. A marker structure (∆,R) is total if G =

∪
R. A marker structure is a

tiling if it is regular and total.

In the case of a regular marker structure (∆,R), we usually present the marker
structure as (∆, F ), where F is the common value of δ−1Rδ for δ ∈ ∆. Thus, the
marker regions are the sets of the form R = δF for some δ ∈ ∆. Note that for a
regular marker structure (∆, F ) we necessarily have 1G ∈ F since 1G = δ−1δ and
δ ∈ Rδ. Conversely, given a ∆ ⊆ G and a finite F ⊆ G with 1G ∈ F , if we set
R = {δF : δ ∈ ∆}, then (∆,R) is a regular marker structure iff whenever δ1 ̸= δ2
are in ∆, then δ1F ∩ δ2F = ∅. Notice that this is stronger than just requiring that
{δF : δ ∈ ∆} forms a pairwise disjoint collection (since the latter condition allows
for the possibility that δ1F = δ2F for some δ1 ̸= δ2 in ∆).

In the case of a tiling, the δF = δ(δ−1Rδ) = Rδ partition the group G, where
again F is the common value of δ−1Rδ. In fact, a regular marker structure (∆, F )
is a tiling iff

∪
δ∈∆ δF = G. We call F the tile for the tiling R. In particular, we

usually also present tilings as (∆, F ), where F is the tile. Total marker structures
occur in hyperfiniteness proofs, but for most of the main results of this paper we
must work with marker structures which are not total. Nevertheless, we establish
certain strong tiling properties for classes of groups in this chapter.

In the main arguments of this paper, and also in hyperfiniteness proofs, one
needs to consider not just a single marker structure, but a sequence (∆n,Rn) of
marker structures. We introduce some more terminology for such sequences.

Definition 4.1.3. A sequence of marker structures (∆n,Rn) is coherent if for
k ≤ n and marker regions Rk ∈ Rk, Rn ∈ Rn, we have Rk ∩ Rn ̸= ∅ implies
Rk ⊆ Rn. A sequence of marker structures (∆n,Rn) is cofinal if for every finite
A ⊆

∪
n

∪
Rn there is an n ∈ N such that for all m ≥ n we have A ⊆ Rm for some

Rm ∈ Rm. A sequence of marker structures (∆n,Rn) is centered if for each n the
marker structure (∆n,Rn) is centered (that is, 1G ∈ ∆n for all n).

As with single marker structures, we usually present sequences (∆n,Rn) of
regular marker structures as (∆n, Fn) where Fn is the common value of δ−1Rδ for
δ ∈ ∆n and Rδ the unique R ∈ Rn containing δ.

Note that a sequence of tilings (∆n, Fn) is coherent iff every nth level marker
region δnFn is contained in a (unique) n+1st level marker region δn+1Fn+1. Also,
if (∆n, Fn) is a coherent sequence of tilings then each n + 1st level marker region
δn+1Fn+1 is a disjoint union of nth level marker regions δFn, for some finite set
of δ ∈ ∆n. Finally, note that for a sequence of total marker structures (∆n,Rn),
being cofinal is just saying that for every finite A ⊆ G, for large enough n we have
that A is contained in a single nth level marker region Rn ∈ Rn. Moreover, a
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sequence of centered regular marker structures (∆n, Fn) is cofinal iff every finite
A ⊆

∪
n

∪
Rn (where Rn = {δFn : δ ∈ ∆n}) is contained in Fn for large enough

n. This is because we may assume A contains 1G, and each Fn contains 1G for a
centered tiling. In particular, a sequence (∆n, Fn) of centered tilings is cofinal iff∪

n Fn = G.
The next definition gives a name to groups admitting the strongest form of

tilings we will consider.

Definition 4.1.4. A countable group G is a ccc group if G has a coherent,
cofinal, centered sequence of tilings (∆n, Fn).

The significance of ccc tilings is that they are in some sense the most highly
controlled marker structure we can get on a group. It is easy to see that various
simple groups such as Z or Zn are ccc groups. The general situation, however, is
not clear, which leads to the following question.

Question 4.1.5. Which groups are ccc groups?

Recall from [Ch] and [W] the concept of MT groups defined independently by
Chou andWeiss. A countable group is called anMT group if it admits cofinal tilings.
Chou and Weiss independently proved that the class of MT groups is closed under
group extensions and that all countable residually finite groups and all countable
solvable groups are MT. Chou further proved that any free product of nontrivial
groups is MT. Chou and Weiss raised the following question.

Question 4.1.6 (Chou [Ch], Weiss [W]). Which groups are MT groups?

The above questions are important for several reasons. The results of this
paper depend heavily on being able to construct sufficiently good marker regions
for a general group. We suspect that in future applications of these methods, it may
become important to identify even better classes of marker regions for groups (or
some special families of groups). Aside from the applications to the current paper,
these general questions also arise in other considerations. For example, suppose G
is a countable group acting in a Borel way on a standard Borel space X. Recall the
equivalence relation E on X generated by the action is said to be hyperfinite if E is
the increasing union of finite Borel sub-equivalence relations En on X. That is, E
is hyperfinite if we can find (Borel) marker regions on X whose equivalence classes
union to all of X. Here the marker regions are on the Polish space X, and not the
group G. However, marker regions R for X, assuming the action of G on X is free,
easily induce marker regions for G by simply fixing a particular equivalence class
[x] and considering the relation g ∼ h iff (g · x)R (h · x). The other direction does
not go through, so having marker regions with certain properties on a group G is
in general a weaker assertion that having marker regions with these properties on
X. The two questions, though, are certainly related, and having the regions on G
is a necessary condition for having them on X.

We will consider the question of which groups are ccc groups later in this
chapter. For now we note the simple observation that the centeredness requirement
is mainly for convenience as it can always be achieved.

Proposition 4.1.7. Every tiling (∆, F ) of a group G has a presentation as a
centered tiling. That is, there is a centered tiling (∆′, F ′) having the same marker
regions (i.e., {δF : δ ∈ ∆} = {δ′F ′ : δ′ ∈ ∆′}). In particular, if G admits a coher-
ent, cofinal sequence of tilings, then G is a ccc group.
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Proof. Suppose (∆, F ) is a tiling for G. Let δ ∈ ∆ be such that 1G ∈ δF .
Let ∆′ = ∆δ−1 and F ′ = δF . This clearly works. �

4.2. 2-Colorings on abelian and FC groups by markers

In this section we use the notion of marker structure to give a proof that
all abelian groups admit a 2-coloring. This proof is quite different from that of
Theorem 3.5.4. This rather simple proof foreshadows the proof for general groups
to be given in Chapters 5 and 6, and will serve to motivate some of the later
constructions. We then extend the argument slightly to show that every FC group
also admits a 2-coloring (the definition of an FC group is given below). This result
does not seem to follow from the methods of the previous chapters. It will also
show some of the difficulties associated with the group being nonabelian, and will
give further motivation for the general constructions later.

We remark that we use multiplicative notation throughout, even when the
group is abelian.

We will first introduce some notation. For any graph Γ let V (Γ) and E(Γ)
denote the vertices and edges of Γ respectively. For any two graphs Γ1 and Γ2 let
Γ1 ∪ Γ2 = (V (Γ1) ∪ V (Γ2), E(Γ1) ∪ E(Γ2)).

Theorem 4.2.1. If G is a countable abelian group then G has a 2-coloring.

Proof. When G is finite this is clear, so we may assume G is countably infinite
and let 1G = g0, g1, . . . , gn, . . . be an enumeration of the elements of G.

We begin by constructing a sequence (Fn)n∈N+ of finite subsets of G. First
choose F1 such that |F1| ≥ 3 and for some a1 ∈ F1, a1g1 ∈ F1. We will continue
the construction inductively and assume that F1, F2, . . . , Fk−1 have been defined
for some k > 1. Choose any λ1, λ2, λ3 ∈ G with λiFk−1F

−1
k−1 ∩ λjFk−1F

−1
k−1 = ∅

for i ̸= j i, j ∈ {1, 2, 3} and choose a finite Fk ⊆ G such that

{λ1, λ2, λ3, gkλ1, gkλ2, gkλ3}F 2
k−1F

−1
k−1 ⊆ Fk.

Now, for each n ∈ N fix ∆n ⊆ G such that {γFn : γ ∈ ∆n} is a collection
of maximally disjoint translates of Fn. Thus, we have defined a sequence (∆n, Fn)
of regular marker structures on G. Note that this sequence is neither coherent nor
cofinal.

We claim that for every n > 1 and γ ∈ ∆n there exist distinct z1, z2, z3 ∈ ∆n−1

with {zi, zign}Fn−1 ⊆ γFn for each i ∈ {1, 2, 3}. By construction there exist
λ1, λ2, λ3 ∈ G such that for i, j ∈ {1, 2, 3} with i ̸= j, λiFn−1F

−1
n−1∩λjFn−1F

−1
n−1 =

∅ and {λi, λign}F 2
n−1F

−1
n−1 ⊆ Fn. Since the ∆n−1-translates of Fn−1 are maxi-

mally disjoint, for some z1 ∈ ∆n−1, z1Fn−1 ∩ γλ1Fn−1 ̸= ∅ and therefore z1 ∈
γλ1Fn−1F

−1
n−1. Similarly we find there exists z2 ∈ ∆n−1 ∩ γλ2Fn−1F

−1
n−1 and

z3 ∈ ∆n−1 ∩ γλ3Fn−1F
−1
n−1. Since λiFn−1F

−1
n−1 ∩ λjFn−1F

−1
n−1 = ∅ for i ̸= j i, j ∈

{1, 2, 3}, z1, z2, and z3 must be distinct. Finally, for i ∈ {1, 2, 3}, {zi, zign}Fn−1 ⊆
{γλi, γλign}F 2

n−1F
−1
n−1 ⊆ γFn.

We will now create an increasing sequence of graphs (Γn)n∈N which we will use
to construct a 2-coloring on G. By construction there exists a1 ∈ F1 with a1g1 ∈ F1.
Define Γ1 to be the graph with edge set the set of all (undirected) edges between
γa1 and γa1g1 for γ ∈ ∆1. We will write this as

∪
γ∈∆1

{(γa1, γa1g1)}. Note that
since the ∆1-translates of F1 are disjoint and a1, a1g1 ∈ F1, Γ1 is composed of an
infinite number of disconnected components, each of which contains only one edge.
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γFn

z1Fn−1

z1∈∆n−1

z1gnFn−1

z1gn>

z3Fn−1

z3∈∆n−1

z3gnFn−1

z3gn>

z2Fn−1

z2∈∆n−1

z2gnFn−1

z2gn> · · · · · ·

Figure 4.1. The proof of Theorem 4.2.1.

On this note it is clear that Γ1 has no cycles. Additionally since |F1| ≥ 3, for all
γ ∈ ∆1 we have |(γF1)− V (Γ1)| ≥ 1.

We will continue the construction inductively and assume that for some k > 1
Γ1,Γ2, . . . ,Γk−1 have been defined such that

(i) Γk−1 has no cycles;
(ii) For all γ ∈ ∆k−1, |(γFk−1)− V (Γk−1)| ≥ 1;
(iii) For all i < k and γ ∈ ∆i there exists a ∈ Fi such that {γa, γagi} ⊆

V (Γk−1) and (γa, γagi) ∈ E(Γk−1).

We know that for any γ ∈ ∆k there exist distinct z1, z2, z3 ∈ ∆k−1 with
{zi, zigk}Fk−1 ⊆ γFk for i ∈ {1, 2, 3}. Therefore for every γ ∈ ∆k, |(γFk) −
V (Γk−1)| ≥ 3 and there exists aγk ∈ Fk such that γaγk ∈ γFk−V (Γk−1) and γa

γ
kgk ∈

γFk. We then define Γk to be Γk−1 together with the edges in
∪

γ∈∆k
{(γaγk , γa

γ
kgk)}.

Since in each ∆k-translate of Fk at most two vertices are being appended to Γk−1

in constructing Γk, we see that for all γ ∈ ∆k that |γFk−V (Γk)| ≥ 1. Additionally,
as Γk−1 has no cycles and for each γ ∈ ∆k we have aγk ̸∈ V (Γk−1), Γk cannot have
any cycles either. Figure 4.1 illustrates our construction.

We let Γ =
∪

n∈N+ Γn and claim that Γ has no cycles. Towards a contradiction
suppose Γ has a cycle. Then the cycle would traverse a finite number of edges, and
therefore for some sufficiently large n ∈ N Γn would contain this cycle. But this is
a contradiction since Γn has no cycles. Since Γ has no cycles it can be 2-colored in
the graph theoretic sense, that is, any two vertices joined by an edge have different
colors. Let µ : V (Γ) → 2 be a 2-coloring of Γ and let c : G → 2 be any function
such that for all g ∈ V (Γ) c(g) = µ(g). We will now show c is a 2-coloring on
G. Let gi be given, let T = F 2

i F
−1
i , and let g ∈ G be arbitrary. Since the ∆i-

translates of Fi are maximally disjoint there exists f1 ∈ Fi such that gf1 ∈ ∆iFi.
It follows there exists f2 ∈ F−1

i with γ = gf1f2 ∈ ∆i. Finally, there exists a ∈ Fi

such that {γa, γagi} ⊆ V (Γi) ⊆ V (Γ) and (γa, γagi) ∈ E(Γi) ⊆ E(Γ). Therefore
c(gf1f2a) = c(γa) = µ(γa) ̸= µ(γagi) = c(γagi) = c(gf1f2agi). This completes the
proof as f1f2a ∈ F 2

i F
−1
i = T . �
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We now extend the previous argument to FC groups (see Definition 2.5.8).

Theorem 4.2.2. If G is a countable FC group then G has a 2-coloring.

Proof. When G is finite this is clear, so we may assume G is countably infinite
and let 1G = g0, g1, . . . , gn, . . . be an enumeration of the elements of G. For each
n ∈ N let Cn denote the finite conjugacy class containing gn.

We begin by constructing a sequence (Fn)n∈N+ of finite subsets of G. First
choose F1 such that |F1| ≥ |C1|+ 2 and for some a1 ∈ F1 we have a1C1 ⊆ F1. We
will continue the construction inductively and assume that F1, F2, . . . , Fk−1 have
been defined for some k > 1. Let m = |Ck| and choose any λ1, λ2, . . . , λm+1 ∈ G
such that for i, j ∈ {1, 2, . . . ,m+ 1} with i ̸= j

(4.1) λiFk−1F
−1
k−1 ∩ λjFk−1F

−1
k−1 = ∅,

(4.2) λiFk−1F
−1
k−1Fk−1Ck ∩ λjFk−1F

−1
k−1Fk−1 = ∅, and

(4.3) λiFk−1F
−1
k−1Fk−1Ck ∩ λjFk−1F

−1
k−1Fk−1Ck = ∅.

Finally choose a finite Fk ⊆ G such that for all i ∈ {1, 2, . . . ,m+ 1}

(4.4) λiFk−1F
−1
k−1Fk−1 ∪ λiFk−1F

−1
k−1Fk−1Ck ⊆ Fk.

Now, for each n ∈ N+ fix ∆n ⊆ G such that {γFn | γ ∈ ∆n} is a maximally
disjoint collection of translates of Fn. Thus, we have defined a sequence (∆n, Fn)
of regular marker structures on G.

We claim that for every n ∈ N+ and γ ∈ ∆n there exist distinct elements
z1, z2, . . . , zm+1 ∈ ∆n−1 where m = |Cn| such that for each i, j ∈ {1, 2, . . . ,m+ 1}
with i ̸= j

(4.5) ziFn−1Cn ∩ zjFn−1 = ∅,

(4.6) ziFn−1Cn ∩ zjFn−1Cn = ∅, and

(4.7) ziFn−1 ∪ ziFn−1Cn ⊆ γFn.

By construction there exist λ1, λ2, . . . , λm+1 ∈ G satisfying (4.1) through (4.4).
Since the ∆n−1-translates of Fn−1 are maximally disjoint, for some z1 ∈ ∆n−1

z1Fn−1 ∩ γλ1Fn−1 ̸= ∅ and therefore z1 ∈ γλ1Fn−1F
−1
n−1. Similarly we find there

exists zi ∈ ∆n−1 ∩ γλiFn−1F
−1
n−1 for each i ∈ {2, 3, . . . ,m + 1}. It follows that for

each i, j ∈ {1, 2, . . . ,m+1} with i ̸= j that zi and zj are distinct since λiFn−1F
−1
n−1∩

λjFn−1F
−1
n−1 = ∅. Finally, for i ∈ {1, 2, . . . ,m + 1}, ziFn−1 ⊆ γλiFn−1F

−1
n−1Fn−1

and ziFn−1Cn ⊆ γλiFn−1F
−1
n−1Fn−1Cn, so properties (4.5) through (4.7) follow

from λ1, λ2, . . . , λm+1 satisfying (4.2) through (4.4).
We will now create an increasing sequence of graphs (Γn)n∈N+ which we will use

to construct a 2-coloring on G. By construction there exists a1 ∈ F1 with a1C1 ⊆
F1. Define Γ1 to be the graph with (undirected) edges

∪
γ∈∆1

∪
h∈ C1

{(γa1, γha1)}.
Note that γha1 = γa1a

−1
1 ha1 ∈ γa1C1 ⊆ γF1 and since the ∆1-translates of F1 are

disjoint, Γ1 is composed of an infinite number of disconnected components. It is
clear from the construction that Γ1 has no cycles. Additionally since |F1| ≥ |C1|+2,
for all γ ∈ ∆1 we have |γF1 − V (Γ1)| ≥ 1.

We will continue the construction inductively and assume that for some k > 1
Γ1,Γ2, . . . ,Γk−1 have been defined such that
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γFn

z1Fn−1

z1

>
z1h1

1
z1h2

- z1h3

· · ·j
z1hm

ziFn−1

zi

>
zih1

1
zih2

- zih3

· · ·j
zihm

· · · · · ·

Figure 4.2. The proof of Theorem 4.2.2.

(i) Γk−1 has no cycles;
(ii) For all γ ∈ ∆k−1, |γFk−1 − V (Γk−1)| ≥ 1;
(iii) For all i < k, γ ∈ ∆i, and h ∈ Ci there exists a ∈ Fi such that {γa, γha} ⊆

V (Γk−1) and (γa, γha) ∈ E(Γk−1).

Enumerate the members of Ck as h1, h2, . . . , hm. We know that for each γ ∈ ∆k

there exist distinct zγ1 , z
γ
2 , . . . , z

γ
m+1 ∈ ∆k−1 satisfying (4.5) through (4.7). For each

i ∈ {1, 2, . . . ,m} and each γ ∈ ∆k fix aγi ∈ Fk−1 such that zγi a
γ
i ̸∈ V (Γk−1). Then

define Γk to be the graph Γk−1 together with the edges between the points zγi a
γ
i

and γhiγ
−1zγi a

γ
i . That is, we set

E(Γk) = E(Γk−1) ∪
∪

γ∈∆k

∪
1≤i≤m

{(zγi a
γ
i , γhiγ

−1zγi a
γ
i )}.

Since γhiγ
−1zγi a

γ
i = zγi a

γ
i ((z

γ
i a

γ
i )

−1γhiγ
−1zγi a

γ
i ) ∈ zγi Fk−1Ck, it follows from the

definition of the zγi ’s that

zγ1a
γ
1 , γh1γ

−1zγ1a
γ
1 , z

γ
2a

γ
2 , γh2γ

−1zγ2a
γ
2 , . . . , z

γ
ma

γ
m, γhmγ

−1zγma
γ
m

are all distinct and lie in γFk for each γ ∈ ∆k. Since Γk−1 has no cycles and for each
γ ∈ ∆k and i ∈ {1, 2, . . . ,m} zγi a

γ
i ̸∈ V (Γk−1) it follows that Γk has no cycles either.

Additionally for each γ ∈ ∆k and i ∈ {1, 2, . . . ,m} zγi a
γ
i , γhiγ

−1zia
γ
i ̸∈ zm+1Fk−1

by (4.5) therefore |γFk − V (Γk)| ≥ 1. The third requirement on the induction
follows as well when we set a = γ−1zγi a

γ
i . Figure 4.2 illustrates our construction.

We let Γ =
∪

n∈N+ Γn. As before, Γ has no cycles and so can be 2-colored in
the graph theoretic sense. Let µ : V (Γ) → 2 be a 2-coloring of Γ and let c : G → 2
be any function such that for all g ∈ V (Γ) c(g) = µ(g). We will now show c is a
2-coloring on G. Let gi be given, let T = FiF

−1
i Fi, and let g ∈ G be arbitrary.

Since the ∆i-translates of Fi are maximally disjoint there exists f1 ∈ Fi such that
gf1 ∈ ∆iFi. It follows there exists f2 ∈ F−1

i with γ = gf1f2 ∈ ∆i. Then we have
ggif1f2 = γ(f1f2)

−1gi(f1f2) = γh for some h ∈ Ci. Finally, by construction there
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exists a ∈ Fi such that {γa, γha} ⊆ V (Γi) ⊆ V (Γ) and (γa, γha) ∈ E(Γi) ⊆ E(Γ).
Therefore c(gf1f2a) = c(γa) = µ(γa) ̸= µ(γha) = c(γha) = c(ggif1f2a). This
completes the proof as f1f2a ∈ FiF

−1
i Fi = T . �

4.3. Some properties of ccc groups

In the remainder of this chapter we study ccc groups. In this section we first
establish some basic properties of ccc groups. Recall that a countable group G is
a ccc group if it has a sequence of tilings (∆n, Fn) which are coherent, cofinal, and
centered. As we noted in Proposition 4.1.7 there is no loss of generality in assuming
centeredness.

We first prove a general lemma which shows that starting from a ccc tiling
(∆n, Fn) of the group G we may modify it to get another ccc tiling (∆̃n, Fn) (using
the same tiles Fn) with some additional uniformity properties. Recall that in a ccc
tiling (∆n, Fn), every Fn is a finite disjoint union of translates δFn−1 for δ ∈ ∆n−1

(since Fn = 1GFn is one of the sets in the partition corresponding to (∆n, Fn)).

Lemma 4.3.1. Let (∆n, Fn) be a ccc tiling of the group G. Then there is a

ccc tiling (∆̃n, Fn) of G satisfying the following. For each n, let ∆̃n
n−1 = {δ ∈

∆̃n−1 : δFn−1 ⊆ Fn}. Then

(1) ∆̃n =
∪

m>n ∆̃
m
m−1∆̃

m−1
m−2 · · · ∆̃n+1

n ;

(2) Fn = ∆̃n
n−1∆̃

n−1
n−2 · · · ∆̃1

0F0;

(3) ∆̃n+1 ⊆ ∆̃n.

Proof. Let ∆n
n−1 = {δ ∈ ∆n−1 : δFn−1 ⊆ Fn}. So, ∆n

n−1 is a finite subset of

∆n−1. For m > n define ∆m
n = ∆m

m−1∆
m−1
m−2 · · ·∆n+1

n . Note that by centeredness

that ∆m
n ⊆ ∆m+1

n . Set ∆̃n =
∪

m>n ∆
m
n . Since 1G ∈ ∆n−1 and Fn ⊆ Fn+1, we

have 1G ∈ ∆n+1
n and thus 1G ∈ ∆̃n for each n. Since we have not changed the Fn,

we still have
∪

i Fi = G and so the (∆̃n, Fn) are centered and cofinal.

To see that (∆̃n, Fn) is a tiling, we first show that the distinct translates of Fn

by ∆̃n are disjoint. Suppose δFn ∩ ηFn ̸= ∅ with δ, η ∈ ∆̃n. Say δ = δmm−1 · · · δn+1
n ,

η = ηmm−1 · · · ηn+1
n where δi+1

i , ηi+1
i ∈ ∆i+1

i (we may assume a common value
for m by centeredness). By an immediate induction on i we have that for all

i > n that ∆̃i
nFn = Fi. In particular, δm−1

m−2 · · · δn+1
n Fn ⊆ Fm−1 and similarly

ηm−1
m−2 · · · ηn+1

n Fn ⊆ Fm−1. By definition, the distinct ∆m
m−1 translates of Fm−1 are

disjoint, and so δmm−1 = ηmm−1. Continuing in this manner gives that δi+1
i = ηi+1

i

for all i. Thus, the two translates of Fn are the same. We next show that the
∆̃n translates of Fn cover G. This follows from Fm = ∆̃m

n Fn and the fact that

G =
∪

m Fm. So, G =
∪

m ∆m
n Fn =

∪
∆̃nFn.

To see the tilings (∆̃n, Fn) are coherent, consider δFn for δ ∈ ∆̃n. Say δ =
δmm−1 · · · δn+1

n where again δi+1
i ∈ ∆i. Since Fn = ∆n

n−1Fn−1 we have δFn =∪
δnn−1∈∆n

n−1
δmm−1 · · · δn+1

n δnn−1Fn−1. Each element δmm−1 · · · δn+1
n δnn−1 lies in ∆̃n−1,

and this is a disjoint union as we already showed. This shows the tilings are
coherent.

Finally, note that the sets ˜̃∆n defined starting from the ccc tiling (∆̃n, Fn) are

the same as the sets ∆̃n. This is because the corresponding sets ∆̃i+1
i and ∆i+1

i are
equal. This in turn follows from the fact that we use the same sets Fi+1, Fi in these

definitions and that Fi+1 = ∆i+1
i Fi which shows that ∆̃i+1

i = ∆i+1
i as ∆i+1

i ⊆ ∆̃i.
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The second claim of the lemma is a particular case of Fn = ∆̃n
kFk which was

noted above, using k = 0. The third claim is immediate by centeredness since
δmm−1 · · · δn+2

n+1 = δmm−1 · · · δn+2
n+11G ∈ ∆̃n as 1G ∈ ∆n+1

n . �

Note that the tilings constructed in Lemma 4.3.1 have the following uniformity
property. For any i < n, any γ1, γ2 ∈ ∆n, and for any g ∈ Fn, we have γ1g ∈ ∆i

iff γ2g ∈ ∆i. This is because γFn ∩ ∆i = γ∆n
n−1∆

n−1
n−2 · · ·∆

i+1
i for any γ ∈ ∆n,

which follows easily from the properties of Lemma 4.3.1. This uniformity will be an
important ingredient for blueprints, which will be defined and studied in the next
chapter (c.f. Definition 5.1.2).

In the rest of this section we show that the class of ccc groups is closed under
taking direct products, more generally direct sums, and finite index extensions.

The next basic lemma is used in the proof of Theorem 4.4.1. We will prove an
extension of it also in Lemma 4.3.3.

Lemma 4.3.2. Suppose G, H are ccc groups, and let (∆n, Fn), (∆
′
n, F

′
n) be ccc

tilings for G, H respectively. Then (∆n ×∆′
n, Fn × F ′

n) is a ccc tiling for G×H.

Proof. For fixed n, every element of g can be written uniquely in the form
δfn where δ ∈ ∆n and f ∈ Fn, and likewise every element of H can be written
uniquely as δ′f ′ for δ′ ∈ ∆′

n, f
′ ∈ F ′

n. So, (g, h) can be written uniquely as
(δ, δ′) · (f, f ′) where (δ, δ′) ∈ ∆×∆′ and (f, f ′) ∈ Fn × F ′

n. This shows that every
(∆n ×∆′

n, Fn × F ′
n) is a tiling of G ×H. Since each δnFn (δn ∈ ∆n) is contained

in some δn+1Fn+1 (δn+1 ∈ ∆n+1), and likewise for H, it follows immediately that
every (δn, δ

′
n) · (Fn × F ′

n) is contained in some (δn+1, δ
′
n+1) · (Fn+1 × F ′

n+1) and
so our tilings on G × H are coherent. The cofinality of the G × H tilings follows
from that of the G, H tilings, and centeredness follows immediately from 1G ∈ ∆n,
1H ∈ ∆′

n and so (1G, 1H) ∈ ∆n ×∆′
n. �

Of course, Lemma 4.3.2 holds also in the case where a group G̃ is the “internal”
product of subgroups G and H with the appropriate change of notation.

Lemma 4.3.3. Suppose G =
∑

iGi where each Gi is a ccc group. Then G is a
ccc group.

Proof. Let (∆i
n, F

i
n) be a ccc tiling for Gi. Let Fn = F 1

nF
2
n · · ·Fn

n . Let
∆n = ∆1

n · · ·∆n
n ·Hn where Hn =

∑∞
i=n+1Gi. Clearly 1G ∈ ∆n for each n. Fix an

n and we show (∆n, Fn) is a tiling of G. Every g ∈ G can be written in the form
g = g1 · · · gnh where h ∈ Hn. Then

g = (δ1nf
1
n) · · · (δnnfnn )h

= (δ1n · · · δnn)(f1n · · · fnn )h,

where δin ∈ ∆i
n and f in ∈ F i

n. Since Hn commutes with G1, . . . , Gn, we have
g = (δ1n · · · δnnh)(f1n · · · fnn ) ∈ ∆nFn. So, the ∆n translates of Fn cover G.

Suppose next that δFn ∩ ηFn ̸= ∅, where δ, η ∈ ∆n. So, letting δ = δ1n · · · δnnh,
η = η1n · · · ηnnh′ where δin, ηin ∈ ∆i

n, h, h
′ ∈ Hn, we have

δ1n · · · δnnhf1n · · · fnn = η1n · · · ηnnh′k1n · · · knn,
where f in, k

i
n ∈ F i

n. Rearranging this gives
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(δ1nf
1
n) · · · (δnnfnn )h = (η1nk

1
n) · · · (ηnnknn)h′.

Since G is a direct sum of
∑n

i=1Gi and Hn we must have h = h′, and then
δinf

i
n = ηink

i
n for all i = 1, . . . , n. Since (∆i

n, F
i
n) is a tiling of Gi this gives δ

i
n = ηin

and f in = kin. In particular, δ = η. So, (∆n, Fn) is a tiling of G.
Finally, consider a translate T = δFn+1 of Fn+1 where δ ∈ ∆n+1. Then

T = δ1n+1 · · · δnn+1δ
n+1
n+1hFn+1, where h ∈ Hn+1. We have:

T = δ1n+1 · · · δnn+1δ
n+1
n+1hF

1
n+1 · · ·Fn

n+1F
n+1
n+1

= (δ1n+1F
1
n+1) · · · (δnn+1F

n
n+1)(δ

n+1
n+1F

n+1
n+1 )h

=
∪

δ1∈A1

· · ·
∪

δn∈An

∪
an+1∈δn+1

n+1F
n+1
n+1

(δ1F
1
n) · · · (δnFn

n )an+1h

=
∪

δ1∈A1

· · ·
∪

δn∈An

∪
an+1∈δn+1

n+1F
n+1
n+1

(δ1n · · · δnnan+1h)F
1
n · · ·Fn

n

For some finite sets Ai ⊆ ∆i
n. This shows that T is a (disjoint) union of translates

of Fn by elements of ∆n. �

Lemma 4.3.4. Suppose G has a finite index subgroup H which is a ccc group.
Then G is a ccc group.

Proof. Let (∆n, Fn) be a ccc tiling for H and let Hx1,Hx2, . . . , Hxm be the
distinct right cosets of H in G, where x1 = e. Let F ′

n =
∪m

i=1 Fnxi. We claim that
(∆n, F

′
n) is a ccc tiling of G. For each n, every g ∈ G is of the form g = hxi for some

h ∈ H, and thus of the form g = δnfnxi where δn ∈ ∆n and fn ∈ Fn. So, g ∈ δnF
′
n.

So, the ∆n translates of the F ′
n cover G. Suppose next that δ1nF

′
n ∩ δ2nF

′
n ̸= ∅,

where δ1n, δ
2
n ∈ ∆n. Then, δ1nf

1
nxi = δ2nf

2
nxj for some f1n, f

2
n ∈ Fn. By disjointness

of the distinct cosets we have i = j, and therefore δ1nf
1
n = δ2nf

2
n. Since (∆n, Fn) is a

tiling, it follows that δ1n = δ2n (and f1n = f2n). Thus, the distinct translates of F ′
n by

∆n are disjoint. So, each (∆n, Fn) is a tiling of G. By assumption, 1G = 1H ∈ ∆n

for each n. It is also easy to see that they are cofinal.
Finally, to show coherence consider a translate T = δn+1F

′
n+1, where δn+1 ∈

∆n+1. So, T =
∪m

i=1 δn+1Fn+1xi. Let A ⊆ ∆n be finite such that δn+1Fn+1 =∪
δ∈A δFn. So, T =

∪
δ∈A

∪m
i=1 δFnxi =

∪
δ∈A δF

′
n. So, each ∆n+1 translate of

F ′
n+1 is a (disjoint by above) union of ∆n translates of F ′

n. �

4.4. Abelian, nilpotent, and polycyclic groups are ccc

In this section we show that all abelian, nilpotent, and polycyclic groups are
ccc.

Theorem 4.4.1. Every countable abelian group is a ccc group.

Proof. Let G = {1G = g0, g1, . . . } be abelian. Suppose that for i ≤ m we
have constructed tilings (∆i

n, F
i
n) satisfying the following:

(1) Each (∆i
n, F

i
n) is a ccc tiling of Gi = ⟨g0, . . . , gi⟩.

(2) If i < m each marker region δinF
i
n (for δin ∈ ∆i

n) is contained in a (unique)
region δi+1

n F i+1
n (for some δi+1

n ∈ ∆i+1
n ).
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We proceed to construct the ∆m+1
n , Fm+1

n . Suppose first that gm+1 has infinite
order in G/Gm. In this case, Gm+1

∼= Gm ⊕ ⟨gm+1⟩. Since ⟨gm+1⟩ ∼= Z, we may
easily get a ccc sequence of tilings (∆′

n, F
′
n) for ⟨gm+1⟩. Let Fm+1

n = Fm
n · F ′

n, and
let ∆m+1

n = ∆m
n · ∆′

n. From Lemma 4.3.2 we have that (∆m+1
n , Fm+1

n ) is a ccc
sequence of tilings of Gm+1. Property (2) is clear from the proof of Lemma 4.3.2
(since δmn F

m
n = (δmn · 1G)Fm

n ⊆ (δmn · 1G)Fm+1
n = δm+1

n Fm+1
n as δm+1

n = (δmn · 1G) ∈
∆m+1

n = ∆m
n ∆′

n since 1G ∈ ∆′
n by centeredness, and Fm+1

n = Fm
n F

′
n contains Fm

n

as 1G ∈ F ′
n by centeredness).

If gm+1 has finite order k in G/Gm, Let ∆m+1
n = ∆m

n and Fm+1
n = Fm

n ·
{g0m+1, . . . , g

k−1
m+1}. This again defines the tiling (∆m+1

n , Fm+1
n ). Clearly

∪
n F

m+1
n =

Gm+1. The coherence property that for all δm+1
n ∈ ∆m+1

n there is a δm+1
n+1 ∈ ∆m+1

n+1

with δm+1
n Fm+1

n ⊆ δm+1
n+1 F

m+1
n+1 follows immediately from the coherence property

for the tilings (∆m
n , F

m
n ). Namely, δm+1

n Fm+1
n = (δm+1

n Fm
n ){g0m+1, . . . , g

k−1
m+1} ⊆

(δm+1
n+1 F

m
n+1){g0m+1, . . . , g

k−1
m+1} = δm+1

n+1 F
m+1
n+1 , for some δm+1

n+1 ∈ ∆m+1
n+1 . Next we

show that the ∆m+1
n translates of Fm+1

n cover G. Since gkm+1 ∈ Gm, every ele-

ment x of Gm+1 is of the form x = g · gim+1 for some i < k, where g ∈ Gm. So,

x = γfgim+1 where γ ∈ ∆m
n and f ∈ Fm

n . Thus, γ ∈ ∆m+1
n and fgin+1 ∈ Fm+1

n .

To see disjointness of the translates, suppose γ1(f1g
i
m+1) = γ2(f2g

j
m+1), where

γ1, γ2 ∈ ∆m+1
n = ∆m

n and f1, f2 ∈ Fm
n (without loss of generality, i ≤ j < k). So,

gj−i
m+1 ∈ Gm. As gm+1 has order k in G/Gm, i = j. So, γ1f1 = γ2f2, and thus

γ1 = γ2 and f1 = f2. Property (2) is again clear (since g0m+1 is the identity).
We have now defined (∆m

n , F
m
n ) for all n, m which satisfy the above properties.

We may assume that each gm /∈ ⟨g0, . . . , gm−1⟩. Let km be the order of gm in
G/Gm−1 if this order is finite and otherwise km = ∞.

Claim 1. For each m, let Bm = {gim+1

m+1 g
im+2

m+2 · · · gijj : im+1 < km+1, . . . , ij <

kj}. Then Bm is a set of coset representatives for G/Gm. Also, Bm ⊇ Bm+1.

Proof. This is easily checked. �

Notice from the above construction that property (2) was actually established
in the following stronger sense: if x, y ∈ Gm and x, y are in the same marker region
δmn F

m
n , then for any i < km+1 we have that xgim+1, yg

i
m+1 are in the same region

δm+1
n Fm+1

n .
Let Fn = Fn

n and ∆n = Bn∆
n
n. This defines the sequence (∆n, Fn) for G. If

x ∈ G, then for each n, there is a γ ∈ Bn and a y ∈ Gn such that x = γy. Then
is a δ ∈ ∆n

n and f ∈ Fn
n = Fn such that y = δf . So, x = γδf and γδ ∈ ∆n.

So, the ∆n translates of Fn cover G. To see disjointness suppose γ1f1 = γ2f2
where γ1, γ2 ∈ ∆n and f1, f2 ∈ Fn. Say γ1 = b1δ1 where b1 ∈ Bn and δ1 ∈ ∆n

n.
Likewise, write γ2 = b2δ2. So, b1δ1f1 = b2δ2f2. Since δ1f1 and δ2f2 are in Gn, this
implies b1 = b2, and thus δ1 = δ2 and f1 = f2. So, each (∆n, Fn) is a tiling of G.
Suppose finally that x, y ∈ G and x, y are in the same n-level marker region for
G. Say x = bδf1, y = bδf2 where b ∈ Bn, δ ∈ ∆n

n, and f1, f2 ∈ Fn
n . So, δf1 and

δf2 are in the same n-level region for Gn. Say b = g
in+1

n+1 b
′ where b′ ∈ Bn+1. By

our observation in the first paragraph after the claim, δf1g
in+1

n+1 and δf2g
in+1

n+1 are
in the same n-level region for Gn+1 and by coherence are in the same n + 1-level

region for Gn+1. So, x = (δb′)(f1g
in+1

n+1 ) is in the same n + 1-level region for G as

y = (δb′)(f2g
in+1

n+1 ). �
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We now extend Theorem 4.4.1 to nilpotent groups. We use the following lemma,
in which Z(G) denotes the center of G.

Lemma 4.4.2. Let H ≤ Z(G) and suppose that both H and G/H are ccc groups.
Then G is a ccc group.

Proof. Let (∆′
n, F

′
n) be a ccc tiling for H and fix also a ccc tiling (∆̄n, F̄n) for

G/H. For notational convenience we assume (without loss of generality) that F̄0

and F ′
0 both consist of just the identity element of G/H and H respectively. Let

the ∆̄m
n , ∆′m

n be defined as in Lemma 4.3.1. So, ∆̄n
n−1 = {δ ∈ ∆̄n−1 : δF̄n−1 ⊆ F̄n}

and ∆̄m
n = ∆̄m

m−1∆̄
m−1
m−2 · · · ∆̄n+1

n , and likewise for the ∆′m
n . From Lemma 4.3.1 we

may assume that ∆̄n =
∪

m ∆̄m
n and ∆′

n =
∪

m ∆′m
n .

Fix coset representatives ∆n
n−1 for the elements δ

n

n−1 in ∆̄n
n−1. We may assume

that 1G ∈ ∆n
n−1 for all n. Let ∆m

n = ∆m
m−1∆

m−1
m−2 · · ·∆n+1

n , and ∆n =
∪

m>n ∆
m
n .

Thus, ∆n is a set of coset representatives for ∆̄n. Note that F̄n = ∆̄n
n−1 · · · ∆̄2

1∆̄
1
0,

and so if we let Fn = ∆n
n−1 · · ·∆2

1∆
1
0, then Fn is a set of coset representatives for

F̄n. For the group H we have also defined the finite sets ∆′n
m. From Lemma 4.3.1

we also have that F ′
n = ∆′n

n−1 · · ·∆′1
0.

We claim that (∆n∆
′
n, FnF

′
n) is a ccc tiling of G. We first show that for each n

that (∆n∆
′
n, FnF

′
n) is a tiling of G. We must show that every element g of G can

be written uniquely in the form g = dd′ff ′ where d ∈ ∆n, d
′ ∈ ∆′

n, f ∈ Fn, and
f ′ ∈ F ′

n. To see uniqueness, suppose d1d
′
1f1f

′
1 = d2d

′
2f2f

′
2. Since the d′ terms are

in H ≤ Z(G), this can be rewritten as d1f1d
′
1f

′
1 = d2f2d

′
2f

′
2. In G/H this becomes

d1f1 = d2f2. This implies that in G/H that d1 = d2 and f1 = f2 since (∆̄n, F̄n)
is a tiling of G/H. Since the distinct points of ∆n and Fn are in distinct cosets
by H, it follows that d1 = d2 and f1 = f2. We therefore have that d′1f

′
1 = d′2f

′
2.

Since (∆̄′
n, F̄

′
n) is a tiling of H we have d′1 = d′2 and f ′1 = f ′2. To show existence,

let g ∈ G. Let d ∈ ∆n, f ∈ Fn be such that g = df in G/H, that is, g = dfh where
h ∈ H. Since (∆′

n, F
′
n) is a tiling of H, we may write h = d′f ′ where d′ ∈ ∆′

n and
f ′ ∈ F ′

n. So, g = dfd′f ′ = dd′ff ′ where dd′ ∈ ∆n∆
′
n and ff ′ ∈ FnF

′
n.

The tiling are clearly centered as 1G ∈ ∆n, 1G ∈ ∆′
n and so 1G ∈ ∆n∆

′
n. Also,

the tilings are easily cofinal since each of the tilings on G/H and on H are. To
show coherence, consider an n level tile, which is of the form T = dd′FnF

′
n, where

d ∈ ∆n, d
′ ∈ ∆′

n. We have Fn =
∪

δ∈∆n
n−1

δFn−1 and F ′
n =

∪
δ′∈∆′n

n−1
δ′F ′

n−1. So,

T =
∪

δ∈∆n
n−1

∪
δ′∈∆′n

n−1

dd′δFn−1δ
′F ′

n−1

=
∪

δ∈∆n
n−1

∪
δ′∈∆′n

n−1

dδd′δ′Fn−1F
′
n−1.

This shows that T is a union of translates of Fn−1F
′
n−1 by elements of ∆n−1∆

′
n−1

(note that ∆n∆
n
n−1 ⊆ ∆n−1) and we are done. �

Theorem 4.4.3. Every countable nilpotent group is a ccc group.

Proof. This follows immediately by an induction on the nilpotency rank of G
using Lemma 4.4.2. �

A closer scrutiny of the proof of Lemma 4.4.2 gives us the following more general
fact. It will be useful when the subgroup H is no longer abelian.
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Lemma 4.4.4. Let G be a countable group, H ≤ G, and ZG(H) be the centralizer
of H in G, i.e., ZG(H) = {g ∈ G : gh = hg for all h ∈ H}. If G = ZG(H)H and
both H and G/H are ccc groups, then G is a ccc group.

Proof. Note that the assumption G = ZG(H)H implies that H E G. The
proof of Lemma 4.4.2 can be repeated verbatim, except when picking the coset
representatives for ∆n

n−1, we require them to be chosen from the set ZG(H); this is
possible since G = ZG(H)H. �

We next extend Theorem 4.4.1 to a class of solvable groups. Unfortunately
we are unable to extend the result to all solvable groups, but we must restrict to
those with finitely generated quotients in the derived series. We recall the following
definition.

Definition 4.4.5. A countable group G is said to be polycyclic if G has a finite
derived series G = G0 DG1 D · · ·DGk = {1G}, where Gi+1 = (Gi)′ = [Gi, Gi], and
each quotient group Gi−1/Gi is finitely generated.

Being polycyclic is equivalent to having a subnormal series G = G0 DG1 · · ·D
Gm = {1G} (i.e., each Gi+1 is a normal subgroup of Gi) with all quotient groups
Gi+1/Gi cyclic.

The collection of polycyclic groups include some finitely generated groups which
are not of polynomial growth, and therefore not virtually nilpotent (by Wolf [Wo]).
Thus Lemma 4.3.4 and Theorem 4.4.3 do not prove that polycyclic groups are ccc.
On the other hand, all polycyclic groups are residually finite, and we will prove
in the next section that all residually finite groups are ccc. Here we present a
direct proof of the ccc property for a class of solvable groups containing the class of
polycyclic groups. We hope that this proof may be useful in future generalizations
of this result to solvable groups.

Theorem 4.4.6. If G is a countable solvable group and [G,G] is polycyclic,
then G is a ccc group. In particular, if G is polycyclic then G is a ccc group.

Proof. Every polycyclic group is countable, and subgroups of polycyclic groups
are polycyclic. So the second sentence in the statement of the theorem follows from
the first. So we prove the first sentence. We first show the following simple fact
about finitely generated abelian groups which we will need for the proof.

Lemma 4.4.7. Every finitely generated abelian group A has a ccc tiling (∆n, Fn)
satisfying:

(1) Each ∆n is a subgroup of A.
(2) Each ∆n is invariant under any automorphism of A.
(3) Each (∆n, Fn) satisfies the property of Lemma 4.3.1, that is,

∆n =
∪

m>n

∆m
m−1∆

m−1
m−2 · · ·∆n+1

n ,

where the ∆i
i−1 are as in Lemma 4.3.1.

Proof. Write A = Zk ⊕ F , where F is a finite subgroup. Let m > 1 be such
that Fm = {e}. Let ∆n = Amn

, for all n ≥ 1. Clearly, (1) and (2) are satisfied. Let

Fn = {(zi11 , z
i2
2 , . . . , z

ik
k , f) : 0 ≤ i1, . . . ik < mn, f ∈ F}, where (z1, . . . , zk) generates

Zk. Easily, (∆n, Fn) is a ccc tiling of A. Property (3) is easily checked. �
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Consider the derived series of G, G = G0 D G1 D · · · D Gk = {1G}, where
Gi = (Gi−1)′ = [Gi−1, Gi−1]. By assumption, for each i > 1 the quotient group
Gi−1/Gi is finitely generated. For each quotient group Gi−1/Gi, fix a ccc tiling
(∆̄i

n, F̄
i
n) satisfying clause (3) (this can always be done by Lemma 4.3.1 and Theo-

rem 4.4.1). Additionally, for i > 1 require this ccc tiling to be as in Lemma 4.4.7. As
in Lemma 4.3.1, we let (∆̄i)nn−1 ⊆ ∆̄i

n−1 be finite such that F̄ i
n is the disjoint union

of translates of F̄ i
n−1 by the elements of (∆̄i)nn−1. We choose coset representatives

(∆i)nn−1 ⊆ Gi−1 for (∆̄i)nn−1 in Gi−1/Gi. Let ∆i
n =

∪
m>n(∆

i)mm−1 · · · (∆i)n+1
n .

Let F i
n = (∆i)nn−1 · · · (∆i)10. Then, the Gi cosets of the (∆i

n, F
i
n) also give a rep-

resentation of the given tilings. Note that the Gi cosets of the elements of F i
n are

exactly the elements of the given sets F̄ i
n. Similarly, from property (3) we have that

the Gi cosets of the elements in ∆i
n are exactly the elements of ∆̄i

n.
We summarize some of the properties of these sets.

(4) ∆i
n+1 ⊆ ∆i

n for all n.

(5) ∆i
n = ∆i

n+1(∆
i)n+1

n .

(6) F i
n ⊆ F i

n+1.

(7) For i > 1, ∆̄i
n is a subgroups of Gi−1/Gi and is invariant under every

automorphism of Gi−1/Gi.

Let now

Fn = [(∆1)nn−1 · · · (∆k)nn−1][(∆
1)n−1

n−2 · · · (∆k)n−1
n−2] · · · [(∆1)10 · · · (∆k)10]

∆n =
∪

m>n

[(∆1)mm−1 · · · (∆k)mm−1)] · · · [(∆1)n+1
n · · · (∆k)n+1

n ]

We show that (∆n, Fn) is a ccc tiling for G.
By definition, Fn+1 is a union of translates of Fn, namely by points of the set

(∆1)nn−1 · · · (∆k)nn−1. We show that these translates are disjoint. More generally,
suppose m > n and

(δ1m · · · δkm)(δ1m−1 · · · δkm−1) · · · (δ11 · · · δk1 ) = (ρ1m · · · ρkm)(ρ1m−1 · · · ρkm−1) · · · (ρ11 · · · ρk1)
(4.8)

where δij , ρ
i
j ∈ (∆i)jj−1. We show that δij = ρij , that is, all the corresponding terms

in the two expressions above are equal.

Lemma 4.4.8. For any δ1m, . . . , δ
k
m, . . . , δ

1
1 , . . . δ

k
1 in G we have:

(δ1mδ
2
m · · · δkm)(δ1m−1δ

2
m−1 · · · δkm−1) · · · (δ11δ21 · · · δk1 )

= (δ1mδ
1
m−1 · · · δ11)

· (δ2m
δ1m−1···δ

1
1δ2m−1

δ1m−2···δ
1
1 · · · δ21)

· (δ3m
δ1m−1···δ

1
1δ

2
m−1

δ1m−2···δ11 δ2m−2
δ1m−3···δ11 ···δ21 · · · )

· · ·

= (δ1m
c1m · · · δ11

c11)(δ2m
c2m · · · δ21

c21) · · · (δkm
ckm · · · δk1

ck1 )
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where c1m = 1G for all m, and (inductively on i)

cij = δ1j−1 · · · δ11δ2j−1
c2j−1 · · · δ21

c21 · · · δi−1
j−1

ci−1
j−1 · · · δi−1

1

ci−1
1 .

Proof. Repeatedly use the identity xy = yxy. First move all the terms
δ1m, δ

1
m−1, . . . , δ

1
1 to the left of the equation. Then move all of the terms δ2m,

δ2m−1, . . . , δ
2
1 to the left to immediately follow these terms (the terms δ2j have

actually become δ2j
δ1j−1···δ

1
1 = δ2j

c2j from the first step). Continuing in this manner
gives the above equation. �

Apply now Lemma 4.4.8 to both sides of equation 4.8. This gives:

(δ1m · · · δ11)(δ2m
cm2 · · · δ21

c21) · · · (δkm
ckm · · · δk1

ck1 )

= (ρ1m · · · ρ11)(ρ2m
e2m · · · ρ21

e21) · · · (ρkm
ekm · · · ρk1

ek1 ).

(4.9)

where the eij are defined as the cij using the ρ’s instead of the δ’s.

Considering this equation in G0/G1 gives δ
1

m · · · δ11 = ρ1m · · · ρ11. Since the sets ∆̄
satisfy (3) we have that δ

1

m · · · δ12 ∈ ∆̄1
1, and also ρ1m · · · ρ12 ∈ ∆̄1

1. Since δ
1

1, ρ
1
1 ∈ F̄ 1

1 ,

it follows that δ
1

1 = ρ11 and δ
1

m · · · δ21 = ρ1m · · · ρ12. Continuing, we get that δ
1

j = ρ1j
for all j = 1, . . . ,m. It then follows that δ1j = ρ1j for all j as well.

From this and the above equation we then have that

(δ2m
c2m · · · δ21

c21) · · · (δkm
ckm · · · δk1

ck1 ) = (ρ2m
c2m · · · ρ21

c21) · · · (ρkm
ckm · · · ρk1

ck1 ).

More generally, suppose that after i− 1 steps we have show that

δ1m = ρ1m, . . . , δ
1
1 = ρ11

...

δi−1
m = ρi−1

m , . . . δi−1
1 = ρi−1

1 .

In particular, from the equation for cim we see that cℓj = eℓj for all 1 ≤ j ≤ m
and all ℓ ≤ i. From equation (4.9) we therefore have:

(δim
cim · · · δi1

ci1) · · · (δkm
ckm · · · δk1

ck1 ) = (ρim
cim · · · ρi1

ci1) · · · (ρkm
ekm · · · ρk1

ek1 ).

Considering this equation in Gi−1/Gi gives:

δ
i

m

cim · · · δi1
ci1

= ρim
cim · · · ρi1

ci1 .

Conjugating both sides by (ci1)
−1 gives:

δ
i

m

cim(ci1)
−1

· · · δi2
ci2(c

i
1)

−1

δ
i

1 = ρim
cim(ci1)

−1

· · · ρi2
ci2(c

i
1)

−1

ρi1.

From properties (4) and (7) of the ∆̄ sets we have that δ
i

m

cim(ci1)
−1

· · · δi2
ci2(c

i
1)

−1

and

ρim
cim(ci1)

−1

· · · ρi2
ci2(c

i
1)

−1

are in ∆̄i
1. Since δ

i

1 and ρi1 are in F̄ i
1, and the distinct ∆̄i

1

translates of F̄ i
1 are disjoint, it follows that δ

i

1 = ρi1 and δ
i

m

cim(ci1)
−1

· · · δi2
ci2(c

i
1)

−1

=
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ρim
cim(ci1)

−1

· · · ρi2
ci2(c

i
1)

−1

. Continuing in this manner yields δ
i

j = ρij for all j =

1, . . . ,m. It follows that δij = ρij for all j = 1, . . . ,m.
Starting from equation 4.8 we have shown that all the corresponding terms on

the two sides of the equation are equal, that is δij = ρij for all i = 1, . . . , k and
j = 1, . . . ,m. From this we have the following.

Lemma 4.4.9. For each n, the ∆n translates of Fn are disjoint. Also, each
translate of Fn by an element of ∆n is a disjoint union of translates of Fn−1 by
elements of ∆n−1.

Proof. Suppose x ∈ δFn ∩ ρFn ̸= ∅, where δ, ρ ∈ ∆n. By definition of ∆n we
have that

δ = (δ1m · · · δkm) · · · (δ1n+1 · · · δkn+1)

ρ = (ρ1m · · · ρkm) · · · (ρ1n+1 · · · ρkn+1)

where δij , ρ
i
j ∈ (∆i)jj−1 and we may assume a common value of m > n for both

equations since 1G ∈ (∆i)jj−1 for all i and j. Then from the definition of Fn we
have that x can be written as:

x = (δ1m · · · δkm) · · · (δ1n+1 · · · δkn+1)(δ
1
n · · · δkn)(δ11 · · · δk1 )

= (ρ1m · · · ρkm) · · · (ρ1n+1 · · · ρkn+1)(ρ
1
n · · · ρkn)(ρ11 · · · ρk1)

All of the corresponding terms of both expressions are equal, and in particular
δ = ρ.

To see the second claim, note that by definition

Fn = (∆1)nn−1 · · · (∆k)nn−1Fn−1.

So, Fn =
∪
{(δ1n · · · δkn)Fn−1 : δ

i
n ∈ (∆i)nn−1}. Since δ1n · · · δkn ∈ ∆n−1, the first claim

shows that these translates of Fn−1 are disjoint. �

The next lemma show that the ∆n translates of Fn cover G.

Lemma 4.4.10. For every n and every g ∈ G, we may write g in the form
g = (δ1m · · · δkm) · · · (δ1n+1 · · · δkn+1)f , where f = (δ1n · · · δkn) · · · (δ11 · · · δk1 ) ∈ Fn, for
some m > n.

Proof. Fix n and g ∈ G. Every element x of a quotient Gi−1/Gi can be
written in the form x = ρim · · · ρi1 for some m = m(x) (which depends on x), where

ρij ∈ (∆̄i)jj−1, From this and the fact that the identity element is in all the (∆̄i)
j
j−1

it follows that we may write g as:

g = (δ1m1
δ1m1−1 · · · δ11)g1

where g1 ∈ G1. This defines the δ1j for j ≤ m1. For convenience in the following

argument, we set δ1j = 1G for j > m1. Note from the definition of the cij that

c2j is now defined for all j. Recall that c2j = δ1j−1 · · · δ11 . Thus, c2j = c2p for all

j, p ≥ m1 + 1. That is, the c2j are eventually constant.
Assume in general that we have defined

δ1m1
, . . . , δ11 , δ

2
m2
, . . . , δ21 , . . . , δ

ℓ−1
mℓ−1

, . . . , δℓ−1
1
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with

g = (δ1m1
, . . . , δ11)(δ

2
m2

c2m2 , . . . , δ21
c21), · · · (δℓ−1

mℓ−1

cℓ−1
mℓ−1 , . . . , δℓ−1

1

cℓ−1
1 )gℓ

where gℓ ∈ Gℓ and all the δij lie in (∆i)jj−1. Again for convenience set δij = 1G for

j > mi, for i = 1, . . . , ℓ − 1. Note that cij is defined for i = 1, . . . , ℓ − 1 and all

j. Also, inspecting the formula for cij shows that for all i = 1, . . . , ℓ − 1 that cij is

eventually constant for large enough j. Let us call this eventual value ci∞. To finish
the inductive step in the proof of the lemma it suffices to show that in the quotient
group Gℓ/Gℓ+1 the (arbitrary) element gℓ ∈ Gℓ/Gℓ+1 can be written in the form

gℓ = δ
ℓ

m

cℓm
· · · δℓ1

cℓ1

for some m, where as usual δℓj ∈ (∆ℓ)jj−1. For the rest of the proof we work

in the quotient group Gℓ/Gℓ+1 and we suppress writing the bars in the notation.
Conjugating by (cℓ∞)−1, it suffices to show that an arbitrary element of the quotient

group h = gℓ
(cℓ∞)−1

can be written in the form

h = δℓm
dℓ
m · · · δℓ1

dℓ
1

where the dℓj = 1Gℓ/Gℓ+1
for large enough j, say for j > j0. To begin, write

h(d
ℓ
1)

−1

= yδℓ1 for some δℓ1 ∈ (∆ℓ)10 and y ∈ ∆ℓ
1. We can do this since the ∆ℓ

1

translates of F ℓ
1 cover Gℓ/Gℓ+1 (and recall F ℓ

1 = (∆ℓ)10). Conjugating this gives

h = zδℓ1
dℓ
1 where z = yd

ℓ
1 ∈ ∆ℓ

1 by the invariance of ∆ℓ
1 under automorphisms.

For the next step, since z(d
ℓ
2)

−1 ∈ ∆ℓ
1 we may write it as z(d

ℓ
2)

−1

= wδℓ2 for some

δℓ2 ∈ (∆ℓ)21 and w ∈ ∆ℓ
2. Conjugating gives z = uδℓ2

dℓ
2 . So, g = uδℓ2

dℓ
2δℓ1

dℓ
1 where

u ∈ ∆ℓ
2. Continuing in this manner we may write g as g = vδℓj0

dℓ
j0 · · · δℓ1

dℓ
1 , where

v ∈ ∆ℓ
j0
. By the property of Lemma 4.3.1 of the ∆ℓ

j , v is of the form v = δℓm · · · δℓj0+1

for some large enough m. Therefore, g = (δℓm · · · δℓj0+1)(δ
ℓ
j0

dℓ
j0 · · · δℓ1

dℓ
1) and we are

done (since dℓj = 1Gℓ/Gℓ+1
for j > j0). �

This completes the proof of Lemma 4.4.10 and of Theorem 4.4.6. �

The above method of proof does not immediately extend to solvable groups.
The obstacle is that the statement of Lemma 4.4.7 does not hold for abelian groups
in general. If G =

⊕∞
i=1 Z is the infinite direct sum of copies of Z, then it is easy

to check that the only sets ∆ ⊆ G which are invariant under all automorphisms are
the sets Gn. However, aside from the trivial case n = 1, none of these sets can be
the set of center points for a tiling of G as G/Gn is not finite.

We close this section with the following open question.

Question 4.4.11. Is every countable solvable group a ccc group?

4.5. Residually finite and locally finite groups and free products are ccc

Recall the following definition for residually finite groups.

Definition 4.5.1. A group G is residually finite if the intersection of all finite
index normal subgroups of G is trivial.
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Theorem 4.5.2. If G is a countably infinite residually finite group, then G is
ccc.

Proof. Fix a strictly decreasing sequence G = H0 ≥ H1 ≥ · · · of finite index
normal subgroups of G with

∩
n∈NHn = {1G}. Now fix an enumeration g0, g1, . . .

of the nonidentity group elements of G in a manner such that gi ̸∈ Hi+1.
We will now construct, for each i ∈ N, a complete set ∆i+1

i of coset represen-

tatives for the right cosets of Hi+1 inside of Hi. In other words, Hi = Hi+1∆
i+1
i ,

and Hi+1λ1 ∩ Hi+1λ2 = ∅ for distinct λ1, λ2 ∈ ∆i+1
i . The sets ∆i+1

i will have
some additional properties and must be constructed inductively. Let ∆1

0 be a com-
plete set of coset representatives for the right cosets of H1 inside of H0 such that
1G, g0 ∈ ∆1

0. Now suppose that ∆1
0 through ∆k+1

k have been defined. An easy
inductive argument shows that

Hk+1∆
k+1
k ∆k

k−1 · · ·∆1
0 = G.

Notice also that |∆i+1
i | = [Hi : Hi+1] and

|∆k+1
k ∆k

k−1 · · ·∆1
0| = [G : Hk+1] < [G : Hk+2].

Therefore

Hk+2∆
k+1
k ∆k

k−1 · · ·∆1
0 ̸= G.

Find the least j ∈ N such that

gj ̸∈ Hk+2∆
k+1
k ∆k

k−1 · · ·∆1
0.

Since Hk+1∆
k+1
k ∆k

k−1 · · ·∆1
0 = G, we can find γ ∈ ∆k+1

k ∆k
k−1 · · ·∆1

0 such that

gj ∈ Hk+1γ. Finally, let ∆k+2
k+1 be a complete set of coset representatives for the

right cosets of Hk+2 inside of Hk+1 such that 1G, gjγ
−1 ∈ ∆k+2

k+1. This completes

the construction of the sets ∆i+1
i . Notice that each ∆i+1

i is finite.
Now define F0 = {1G}, ∆0 = G, and for n > 0

Fn = ∆n
n−1∆

n−1
n−2 · · ·∆1

0,

∆n = Hn.

We claim that (∆n, Fn)n∈N is a ccc sequence of tilings of G. Since Hi = Hi+1∆
i+1
i ,

by induction we easily have ∆nFn = H0 = G. So the ∆n-translates of Fn cover G.
If h, h′ ∈ Hn, λi, λ

′
i ∈ ∆i+1

i and

hλn−1λn−2 · · ·λ0 = h′λ′n−1λ
′
n−2 · · ·λ′0

then after viewing this equation in G/H1 we see that λ0 = λ′0 (equality in G/H1

and hence equality in G). After canceling λ0 and λ′0 from both sides and viewing
the new equation in G/H2, we see that λ1 = λ′1. Continuing in this manner we find
that λi = λ′i for each 0 ≤ i < n and h = h′. Therefore the ∆n-translates of Fn are
disjoint. We conclude that for each n ∈ N (∆n, Fn) is a tiling of G.

Clearly 1G ∈ Hn = ∆n, so the tilings are centered. Coherency is also clear
since for n > 1 and h ∈ Hn we have

hFn = h∆n
n−1Fn−1

and h∆n
n−1 ⊆ Hn−1 = ∆n−1.

All that remains is to check cofinality. Notice that Fn ⊆ Fn+1 since 1G ∈ ∆n+1
n ,

and also notice 1G ∈ F0. So we only have to show that for every j ∈ N there is
n ∈ N with gj ∈ Fn. Towards a contradiction, suppose the sequence of tilings is not
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cofinal. Let j ∈ N be least such that gj ̸∈ Fn for all n ∈ N. Let k ∈ N be such that

gi ∈ Fk for all i < j (k = 0 if j = 0). By the way the sets ∆i+1
i were constructed,

we must have for all n > k

gj ∈ Hn+1Fn = ∆n+1Fn

(otherwise for some γ ∈ Fn, gjγ
−1 ∈ ∆n+1

n and gj ∈ Fn+1). Let γ ∈ ∆k be such
that gj ∈ γFk. We have gj ∈ ∆k+1Fk, so there is σ ∈ ∆k+1 with gj ∈ σFk. As
∆k+1 = Hk+1 ⊆ Hk = ∆k, we have that σ ∈ ∆k. Then gj ∈ γFk ∩ σFk. Therefore
σ = γ and γ ∈ ∆k+1. Repeating this argument, we find that γ ∈ ∆n for all n ≥ k.
Thus

γ ∈
∩
n≥k

∆n =
∩
n≥k

Hn = {1G}.

Now we have gj ∈ γFk = Fk, a contradiction. We conclude that the sequence of
tiles are cofinal. �

By a theorem of Gruenberg (c.f. [M]) free products of residually finite groups
are residually finite, hence they are also ccc by Theorem 4.5.2. All finitely generated
nilpotent groups and all polycyclic groups are residually finite. Hence Theorem 4.5.2
proves again that these groups are ccc. Also, all free groups are residually finite,
hence are ccc also by Theorem 4.5.2. Finally, by the theorem of Gruenberg men-
tioned above, free products of finite groups are residually finite, and hence are also
ccc.

Now we show that countable locally finite groups are ccc groups.

Theorem 4.5.3. If G is a countably infinite locally finite group then G is a ccc
group.

Proof. Fix an increasing sequence A0 ⊆ A1 ⊆ · · · of finite subsets of G with
G =

∪
n∈NAn. For each n ∈ N set Fn = ⟨An⟩. Then we have G =

∪
n∈N Fn,

and since G is locally finite each Fn is finite. For each n ≥ 1 let ∆n
n−1 be a

complete set of coset representatives for the left cosets of Fn−1 in Fn. In other
words, Fn = ∆n

n−1Fn−1 and δFn−1 ∩ δ′Fn−1 = ∅ for δ ̸= δ′ ∈ ∆n
n−1. We further

require that 1G ∈ ∆n
n−1 for all n ≥ 1. Now we set

∆n =
∪

m>n

∆m
m−1∆

m−1
m−2 · · ·∆n+1

n .

Notice that the members of the above union are increasing since 1G is in each ∆k+1
k .

We claim that (∆n, Fn)n∈N is a ccc sequence of tilings of G.
Clearly Fn+1 = ∆n+1

n Fn, and it easily follows by induction that

∆m
m−1∆

m−1
m−2 · · ·∆n+1

n Fn = ∆m
m−1Fm−1 = Fm.

Therefore

∆nFn =
∪

m>n

∆m
m−1∆

m−1
m−2 · · ·∆n+1

n Fn =
∪

m>n

Fm =
∪
m∈N

Fm = G.

By definition we have that the ∆n+1
n -translates of Fn are disjoint and are contained

in Fn+1. Since the ∆
n+2
n+1-translates of Fn+1 are disjoint (and contained in Fn+2), it

follows that the ∆n+2
n+1∆

n+1
n -translates of Fn are disjoint (and contained in Fn+2).

Inductively assume that the ∆m−1
m−2∆

m−2
m−3 · · ·∆n+1

n -translates of Fn are disjoint and
contained in Fm−1. Since the ∆m

m−1-translates of Fm−1 are disjoint and contained

in Fm, it follows that the ∆m
m−1∆

m−1
m−2 · · ·∆n+1

n -translates of Fn are disjoint and
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contained in Fm. So by induction and by the definition of ∆n, it follows that the
∆n-translates of Fn are disjoint. Thus (∆n, Fn) is a tiling of G for each n ∈ N. If
γ ∈ ∆n+1 then

γFn+1 = γ∆n+1
n Fn.

Since γ ∈ ∆n+1, there is m > n with

γ ∈ ∆m
m−1∆

m−1
m−2 · · ·∆

n+2
n+1

and therefore γ∆n+1
n ⊆ ∆n. Thus, every ∆n+1-translate of Fn+1 is the union of

∆n-translates of Fn. So (∆n, Fn)n∈N is a coherent sequence of tilings of G. Since

1G is in each ∆k+1
k , we have 1G ∈ ∆n for all n ∈ N. Also, G =

∪
n∈N Fn. Thus

(∆n, Fn)n∈N is a ccc sequence of tilings of G and G is a ccc group. �

In the rest of this section we consider arbitrary countable free products of
nontrivial countable groups and show that they are ccc. We give a proof that is
combinatorial by nature, unlike the algebraic construction in the proof of Theo-
rem 4.5.2. To illustrate the combinatorial argument, we will first give a direct
proof that all free groups are ccc.

Recall that, for n ≥ 2 an integer, Fn denotes the free group on n generators,
and Fω the free group on countably infinitely many generators.

Theorem 4.5.4. Every free group Fn or Fω is a ccc group.

Before turning to the proof of Theorem 4.5.4 we fix some notation. If G = Fn

or G = Fω is a free group, let T be the Cayley graph which in this case is a tree.
Recall that if G = Fn then the nodes of the graph are the elements of G and two
elements y and z of G are linked by an edge if either y = zxi or y = z(xi)

−1, where
x1, . . . xn are the generators of G. Every node has degree 2n (∞ if G = Fω). We
view T as a rooted tree with root node corresponding to the identity element 1G of
G. For x ∈ G we let the depth of x be the distance from x to 1G in T , and denote
it by d(x). This, of course, is just the length of x when expressed as a reduced
word in the generators. This also can be thought of as the depth of x as a node in
the rooted tree T . The children of a node x ∈ G are the nodes adjacent to x with
depth d(x) + 1. For x ̸= 1G, the parent of x is the unique node adjacent to x with
depth d(x)− 1. The root node 1G has 2n children and no parent, every other node
has one parent and 2n − 1 children. We say S ⊆ T is a subtree if 1G ∈ S and S
is closed under the parent relation, that is, if x ∈ S and y is a parent of x, then
y ∈ S. Viewing T as a rooted tree as above, this corresponds to the usual notion of
subtree of a tree. We will identify G and T , and so speak of subtrees of G as well.

The following simple lemma is the main point.

Lemma 4.5.5. Let S ⊆ G be a subtree of the free group G, Then G can be tiled
by copies of S.

Proof. Let M be a maximal pairwise disjoint collection of translates of S
subject to the condition that M

.
=
∪
M is a subtree of T . It suffices to show that

M = T . If not, let z ∈ T −M have minimal depth. Clearly z ̸= 1G, and so the
unique parent y of z is in M . We must have z = yxi or z = y(xi)

−1 for some
generator xi, and where y, when written as a reduced word, does not end in the
term canceling this last term. Suppose to be specific z = yxi, the other case being
similar. Let k be such that (x−1

i )k ∈ S but (x−1
i )k+1 /∈ S. Let w = z · (xi)k. Note

that w is in reduced form as written. Consider M′ = M∪ {wS}. We claim that
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M′ is still pairwise disjoint and M ′ .=
∪
M′ is still a tree, which then contradicts

the maximality of M.
An element h of wS is of the form z(xi)

ks, where s ∈ S. Note that s cannot
begin with (x−1

i )k+1 as otherwise, since S is a tree, (x−1
i )k+1 would be in S. Since

z also ends with xi, it follows that the reduced form for h is of the form h = zu
for some (possibly empty) word u. So, h is a descendant of z, and since z /∈ M , it
follows that h /∈M as well. So, wS ∩M = ∅.

Note that the path from w to y lies entirely in M ′ since (x−1
i )ℓ ∈ S for all

ℓ ≤ k. So, if h ∈ wS lies on this branch, then any initial segment of h lies in M ′. If
h is not on this path, then h is of the form h = y · xi · (xi)k · (x−1

i )−ℓu where ℓ ≤ k,

u does not start with x−1
i , and (x−1

i )−ℓu ∈ S. Any initial segment h′ of h is either

on the path from w to z or else is of the form h′ = y · xi · (xi)k · · · (x−1
i )−ℓu′ where

u′ is an initial segment of u. In the latter case, (x−1
i )−ℓ · u′ ∈ S′ as S is a tree, and

so h′ ∈ wS ⊆M ′. �

Proof of Theorem 4.5.4. Let G be a free group, and T the corresponding
tree as above. Let g0, g1, . . . enumerate G. Let S0 ⊆ T be an arbitrary subtree of T .
Suppose after step i the subtree Si of T has been defined with S0 ⊆ S1 ⊆ · · · ⊆ Si.
Suppose also that each Sj for j = 1, . . . , i is a disjoint union of Sj−1 and another
translate wj−1Sj−1 of Sj−1.

To define Si+1, let gi be least in the enumeration such that gi /∈ Si but the
parent of gi is in Si. Let wi be the element constructed in the proof of Lemma 4.5.5
using S = Si and z = gi. So, Si and wiSi are disjoint, gi ∈ wiSi, and Si ∪wiSi is a
subtree of T . We then let Si+1 = Si ∪ wiSi. This finishes the inductive definition
of Si and wi.

From the definition of gi it follows easily that G =
∪

i Si. This in turn
gives our ccc tiling of G. Namely, the i-th level tiling will be (∆i, Si) where

∆i =
∪

m>i ∆
m
m−1∆

m−1
m−2 · · ·∆

i+1
i where ∆j

j−1 = {1G, wj−1}. Note that Sm =

∆m
m−1Sm−1 = · · · = ∆m

m−1∆
m
m−1 · · ·∆i+1

i Si. Thus, G = ∆iSi and the ∆i trans-
lates of Si are pairwise disjoint, so (∆i, Si) is a tiling of G. Clearly 1G ∈ ∆i

as 1G ∈ ∆i+1
i . Also, the tilings are coherent since every δSi+1, for δ ∈ ∆i+1

is of the form δmm−1δ
m−1
m−2 · · · δ

i+2
i+1Si+1, where δ

j
j−1 ∈ ∆j

j−1. This is then equal to

δmm−1δ
m−1
m−2 · · · δ

i+2
i+1∆

i+1
i Si, which is the disjoint union of δmm−1δ

m−1
m−2 · · · δ

i+2
i+1Si and

δmm−1δ
m−1
m−2 · · · δ

i+2
i+1wiSi. Thus, the sequence (∆i, Si) gives a ccc tiling of G. �

We now turn to free products. Recall the following definition.

Definition 4.5.6. Let G = {Gi}i∈I be a collection of groups. We assume the
Gi are pairwise disjoint as sets. The free product ∗G = ∗iGi of the collection is the
group with generators

∪
iGi and relations g · h = k for all g, h, k in some common

Gi with g · h = k in Gi.

If all but one group G in G are trivial (i.e., contain only one element), then we
say that G is trivial and the free product ∗G is just isomorphic to G. In this case,
∗G is ccc iff G is. If G is nontrivial, the next theorem says that ∗G always is a ccc
group.

Theorem 4.5.7. If G is a countable nontrivial collection of countable groups,
then the free product ∗G is a ccc group.
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Proof. To ease notation we consider the case where G = {G,H} with both
G and H nontrivial, and we denote the free product in this case by G ∗ H. The
general case is entirely similar.

We first consider the case that one of the groups, say G, is infinite. Every
nonidentity element x of G ∗H can be written uniquely in the form g1h1g2h2 · · · ki
or h1g1h2g2 · · · ki where the gi, hi are nonidentity elements of G, H respectively,
and ki is in G or H depending on whether the word length is odd or even. We
denote the word length of x by lh(x). When l ≤ lh(x) we use x � l to denote the
initial segment of x of word length l.

If F ⊆ G ∗ H, we say x ∈ G ∗ H is a G-tail (with respect to F ) if x is not
the identity, x ends with a term ki ∈ G, and x is the unique element of F which
extends x � (lh(x)− 1). We likewise define the notion of an H-tail. We say F is a
tree if 1 ∈ F and any initial segment of an element of F (when written in one of
the above two forms) is also an element of F .

The next lemma says that we may create as many new tails as we like.

Lemma 4.5.8. Suppose F ⊆ G ∗H is a finite tree with at least one G-tail and
one H-tail. Then for any k ∈ N, there is an F ′ ⊆ G ∗H satisfying the following.

(1) F ′ ⊇ F is a finite tree.
(2) F ′ is a disjoint union of translates δF of F .
(3) F ′ has at least k many G-tails and at least k many H-tails.

Proof. Let A ⊆ G be the set of all g ∈ G such that some x ∈ F , when written
in its reduced form, begins with g. Since F is finite, so is A. Let g1, . . . , gk ∈ G
be such that giA ∩ A = ∅ and giA ∩ gjA = ∅ for all i ̸= j. We can do this as
A is finite and G is infinite. Consider the collection of translates F, g1F, · · · , gkF .
Since giA ∩ gjA = ∅ for all i ̸= j, it follows that for any elements fi, fj ∈ F
that gifi and gjfj begin with different elements of G and so are not equal. So,
giF ∩ gjF = ∅. Similarly, F ∩ giF = ∅ for all i. Since F is a tree, it is easy to see
that F ∪g1F ∪· · ·∪gkF is also a tree (note that each gi is in this union as 1G ∈ F ).
Finally, each giF has at least one G-tail and at least one H-tail since F does (if
say g1h1 . . . gk is a G-tail in F , then easily gig1h1 . . . gk is a G-tail in giF ). �

Turning to the proof of Theorem 4.5.7, let z0, z1, . . . enumerate G∗H. Assume
inductively we have constructed F0 ⊆ F1 ⊆ · · · ⊆ Fn satisfying:

(1) Each Fi is a finite tree.
(2) Each Fi+1 is a disjoint union of translates δFi of Fi.
(3) Each Fi has at least one G-tail and one H-tail.

To construct Fn+1, Let z be the least element of G ∗ H (in the enumeration
z0, z1, . . . ) such that z /∈ Fn but y

.
= z � (lh(z)− 1) ∈ Fn. Say to be specific z = yg

where g ∈ G (the case z = yh is similar). From Lemma 4.5.8 we may assume that
Fn has at least 2 G-tails and at least 2 H-tails. Let t ∈ Fn be an H-tail relative
to Fn. Consider the translate zt−1Fn. Since t ends with an H term, t−1 begins
with an H term, so zt−1 is in reduced form. Since t ∈ Fn, z ∈ zt−1Fn. Since t is
the unique element of Fn which extends t � (lh(t) − 1), every element of zt−1Fm

when written in reduced form is of the form zu for some possibly empty term u.
Since Fn is a tree, none of these elements can be in Fn. So, zt−1Fn ∩ Fn = ∅.
We set Fn+1 = Fn ∪ zt−1Fn. To see that Fn+1 is a tree, first note that the path
from z to zt−1 lies entirely in Fn+1 This is because every element of this path is
of the form zt−1v where v is an initial segment of t, and hence lies in Fn. Every
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element of zt−1Fn not on this path is of the form x = zt−1uw where uw ∈ Fn and
u is the maximal initial segment of uw which cancels an end segment of t−1. That
is, the reduced form for x is x = zsw where s is an initial segment of t−1. So, an
initial segment of x is either on the path from z to zt−1 or else it is of the form
zsw′ = zt−1uw′ where w′ is an initial segment of w. Since Fn is a tree, uw′ ∈ Fn,
and so in either case we have x ∈ zt−1Fn ⊆ Fn+1. This shows Fn+1 is a tree.

Finally, Fn+1 has at most one fewer tail than Fn. Namely, every G- or H-tail
of Fn except possibly y is still a tail of Fn+1. So, Fn+1 satisfies all of our inductive
assumptions and also contains z. As in previous arguments, this gives a ccc set
of tilings for G ∗ H. Namely, (∆n, Fn), where ∆n =

∪
m>n ∆

m
m−1∆

m−1
m−2 · · ·∆n+1

n ,

where ∆i+1
i is the finite set such that Fi+1 = ∆i+1

i Fi and the ∆i+1
i translates of Fi

are pairwise disjoint.
The case where both G and H are finite follows from Theorem 4.5.2, since

G ∗H is residually finite. But here we point out that the above argument can be
easily modified to give a direct proof also, as follows. We modify assumption (3)
of the Fn to now be that each Fn has at least two G-tails and two H-tails. Note
that we may always start with a finite subtree F0 of G∗H with at least two G tails
and at least two H tails except in the case where both G and H have size 2. For
the group Z2 ∗Z2 it is easy to directly construct a ccc tiling. For example, one can
let Fn be the set of size 3n consisting of all reduced words of length ≤ (3n − 1)/2.
Easily Fn+1 is a disjoint union of three translates of Fn (in fact, this group has an
index two subgroup isomorphic to Z and is also polycyclic, so both Lemma 3.1.1
and Theorem 4.4.6 apply). To get Fn+1, as in the above proof let z be the least
element of G ∗ H such that z /∈ Fn but y

.
= z � (lh(z) − 1) ∈ Fn. Consider the

case z = yg where g ∈ G, the other case being similar. Let t ∈ Fn be an H-tail
relative to Fn. We again consider the translate zt−1Fn and let Fn+1 = Fn∪zt−1Fn.
The argument above shows that Fn+1 is a tree which is the union of two disjoint
translates of Fn. Also, at most one of the tails of Fn is not a tail of Fn+1. So, it
suffices to observe that Fn+1 has at least one G-tail, and also at least one H-tail,
which are not in Fn. Let z1, z2 be two H-tails of Fn. Then at least one of zt−1z1,
zt−1z2 is an H-tail of Fn+1 which is not in Fn. This is because any two distinct
tails must be incompatible (i.e., when written in reduced form neither word is an
initial segment of the other), and so at least one of z1, z2 is incompatible with t.
If, say, z1 is incompatible with t, then it is easy to check that zt−1z1 is an H-tail
of Fn+1 which is not in Fn. The argument for G-tails is similar.

This completes the proof of Theorem 4.5.7. �



CHAPTER 5

Blueprints and Fundamental Functions

This chapter is the backbone to a variety of results we prove in the rest of
this paper. In this chapter we present a powerful and customizable method for
constructing elements of 2G with special properties. The concept of a blueprint,
a special sequence of regular marker structures, is introduced in the first section.
Blueprints simply organize the group theoretic structure of the group G and allows
one to carry out sophisticated constructions of elements of 2G. In our case, all of
these constructions stem from one main construction which appears in the second
section. In the third section, it is shown that every countably infinite group admits
a blueprint. Finally, in the fourth section we study the growth rate of blueprints
and how this impacts the main construction. This entire chapter is very abstract
and simply develops tools for later use. It may initially be difficult to appreciate,
understand, and see the motivation for what we do in this chapter, however the
reader will be greatly rewarded in the next chapter.

5.1. Blueprints

Fundamental functions were originally developed for constructing 2-colorings
on arbitrary groups and therefore they have their roots in the methods appearing
in Section 4.2. Section 4.2 is not a prerequisite, but it would certainly aid in
understanding on an intuitive level what our course of approach is. In this section,
we study countable groups themselves under the notion of a blueprint. Blueprints
are sequences of regular marker structures which have much more structure than
those constructed in Section 4.2. Blueprints have enough structure to allow us to
create partial functions on G with very nice properties. This construction appears
in the next section and is easily used in the next chapter to construct a 2-coloring.
Our first definition will be central to our studies for the rest of the paper.

Definition 5.1.1. Let G be a group and let A,B,∆ ⊆ G. We say that the
∆-translates of A are maximally disjoint within B if the following properties hold:

(i) for all γ, ψ ∈ ∆, if γ ̸= ψ then γA ∩ ψA = ∅;
(ii) for every g ∈ G, if gA ⊆ B then there exists γ ∈ ∆ with gA ∩ γA ̸= ∅.

When property (i) holds we say that the ∆-translates of A are disjoint. Further-
more, we say that the ∆-translates of A are contained and maximally disjoint within
B if the ∆-translates of A are maximally disjoint within B and ∆A ⊆ B.

Notice that in the definition above we were referring to the left translates of A
by ∆ but never explicitly used the term left translates. Throughout the rest of this
paper when we use the word translate(s) it will be understood that we are referring
to left translate(s). When referring to right translates we will explicitly write out
“right-translate(s)”. Note that in the definition above there is no restriction on ∆

77
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being nonempty. So at times it may be that the ∅-translates of A are contained
and maximally disjoint within B.

Definition 5.1.2. Let G be a countably infinite group. A blueprint is a se-
quence (∆n, Fn)n∈N of regular marker structures satisfying the following conditions:

(i) (disjoint) for every n ∈ N and distinct γ, ψ ∈ ∆n, γFn ∩ ψFn = ∅;
(ii) (dense) for every n ∈ N there is a finite Bn ⊆ G with ∆nBn = G;
(iii) (coherent) for k ≤ n, γ ∈ ∆n, and ψ ∈ ∆k, ψFk ∩ γFn ̸= ∅ ⇐⇒ ψFk ⊆

γFn;
(iv) (uniform) for k < n and γ, σ ∈ ∆n, γ

−1(∆k ∩ γFn) = σ−1(∆k ∩ σFn);
(v) (growth) for every n > 0 and γ ∈ ∆n, there are distinct ψ1, ψ2, ψ3 ∈ ∆n−1

with ψiFn−1 ⊆ γFn for each i = 1, 2, 3.

If a sequence (∆n, Fn)n∈N satisfies all requirements for being a blueprint except for
(ii), then it is called a pre-blueprint. Furthermore, a (pre-)blueprint (∆n, Fn)n∈N is

(1) maximally disjoint if the ∆n-translates of Fn are maximally disjoint within
G;

(2) centered if 1G ∈ ∆n for every n ∈ N;
(3) directed if for every k ∈ N and ψ1, ψ2 ∈ ∆k there is n > k and γ ∈ ∆n

with ψ1Fk ∪ ψ2Fk ⊆ γFn.

F1

α1F0

α1=a1
β1F0

β1=b1

γ1F0

γ1

λF0

λ

λF0

λ

λF0

λ

· · · · · ·

1G

Figure 5.1. The composition of F1. In the figure λ denotes a
generic element of Λ1 (see Remark 5.1.3). All the solid points
form the set D1

0. The position of 1G in F1 can be arbitrary.

Remark 5.1.3. In the context of Borel equivalence relations, properties (i)
and (ii) of the above definition are commonly referred to as the marker property,
however this term will not be used in this paper. Recall that if (∆, F ) is a regular
marker structure, then necessarily 1G ∈ F . So any pre-blueprint (∆n, Fn)n∈N must
have 1G ∈ Fn for every n ∈ N. The set γ−1(∆k ∩ γFn) appearing in (iv) will be
denoted by Dn

k (as the set only depends on n and k). Thus, γDn
k = ∆k∩γFn for all

γ ∈ ∆n. Clause (iv) of the above definition may seem mysterious at first, but all it
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F2

α2F1

a2

· · ·
α2

β2F1

b2

· · ·
β2

γ2F1

· · ·
γ2

λF1

· · ·
λ

λF1

· · ·
λ

· · · · · ·

×
1G

Figure 5.2. The composition of F2. In the figure λ denotes a
generic element of Λ2. All the circled points form the set D2

1. All
the solid points form the set D2

0. The position of 1G in F2 can be
arbitrary. For details of each translates of F1 see Figure 5.1.

says is that ∆k meets each ∆n-translate of Fn in the same manner (the intersection
being a left translate of Dn

k ). With this thought, note that the growth property is
equivalent to |Dn

n−1| ≥ 3. For our purposes we will have to distinguish three distinct
members from Dn

n−1. Thus, whenever discussing a pre-blueprint (∆n, Fn)n∈N the
symbols αn, βn, γn will be reserved to denote three distinct elements of Dn

n−1 (for
each n > 0). The following symbols will also have a reserved meaning:

Λn = Dn
n−1 − {αn, βn, γn};

a0 = b0 = 1G;

an = αnαn−1 · · ·α1 (for n ≥ 1);
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bn = βnβn−1 · · ·β1 (for n ≥ 1).

See Figures 5.1 and 5.2 for an illustration of what blueprints generally look like.

Pre-blueprints are not difficult to construct. The notation involved in the
construction may be cumbersome, but the conceptual idea is relatively simple.
Pre-blueprints can be constructed one step at a time, with each Fn being a union
of translates of Fk’s for k < n. All of the blueprints we construct will have this
property, namely Fn =

∪
k<nD

n
kFk. This simple construction of pre-blueprints will

be presented in detail in the third section.
The fact that every countably infinite group admits a blueprint is quite nontriv-

ial and is postponed to the third section of this chapter. The reason for postponing
this is two-fold. First, the construction of a blueprint is rather technical and the
reader may value the proof more after having seen why blueprints are important.
Second, our construction will show that a very strong type of blueprint exists, in
particular one that is maximally disjoint, centered, and directed. The constructed
blueprint will have many nice properties and we don’t want the reader to have
an oversimplified view of blueprints when going through proofs involving arbitrary
blueprints.

The purpose of this section is to bring to light some of the useful properties
of pre-blueprints. Many of these properties will be vital in the next section. The
following lemma consists of direct consequences of the definition of pre-blueprints.
These facts will be used with high frequency throughout the rest of the paper.

Lemma 5.1.4. Let G be a countably infinite group, and let (∆n, Fn)n∈N be a
pre-blueprint. Then

(i) ∆nD
n
k ⊆ ∆k, for all k < n;

(ii) Dn
kFk ⊆ Fn for all k < n;

(iii) λ1Fk ∩ λ2Fk = ∅ for all k < n and distinct λ1, λ2 ∈ Dn
k ;

(iv) Dn
mD

m
k ⊆ Dn

k for all k < m < n;
(v) Dn

k ̸= ∅ for all k < n;
(vi) ∆kf ∩ γFn = γDn

k f = (∆k ∩ γFn)f , for all k < n, γ ∈ ∆n, and f ∈ Fk;
(vii) γf ∈ ∆kB ⇐⇒ σf ∈ ∆kB, for all k < n, γ, σ ∈ ∆n, f ∈ Fn, and B ⊆ Fk;
(viii) both (∆nan)n∈N and (∆nbn)n∈N are decreasing sequences;
(ix) an, bn ∈ Fn for all n ∈ N;
(x) an ̸= bn for all n ≥ 1;
(xi) ∆nan ∩∆kbk = ∅ for all n, k > 0;
(xii) for n > k ∈ N

∆nD
n
n−1an−1 ∩∆kFk ⊆ ∆kak

and

∆nD
n
n−1bn−1 ∩∆kFk ⊆ ∆kbk;

(xiii) for n > k ∈ N

∆nD
n
n−1an−1 ∩∆kD

k
k−1ak−1

⊆ ∆kαkak−1 = ∆kak

and

∆nD
n
n−1bn−1 ∩∆kD

k
k−1bk−1

⊆ ∆kβkbk−1 = ∆kbk.
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Proof. (i). Let γ ∈ ∆n and λ ∈ Dn
k . Then

γλ ∈ γDn
k = ∆k ∩ γFn ⊆ ∆k.

(ii). Pick any γ ∈ ∆n and λ ∈ Dn
k . Then γλ ∈ γDn

k = ∆k ∩ γFn. So γλ ∈ γFn

and γλ ∈ ∆k. By definition, 1G ∈ Fk, so that γλFk ∩ γFn ̸= ∅. By the coherent
property of pre-blueprints, this gives γλFk ⊆ γFn. Now cancel γ.

(iii). Pick any γ ∈ ∆n. Then γλ1 and γλ2 are distinct elements of ∆k by (i).
The claim now follows from the disjoint property of pre-blueprints.

(iv). Pick ψ ∈ Dn
m and λ ∈ Dm

k . Let γ ∈ ∆n be arbitrary. By (i) γψ ∈ ∆m

and hence γψλ ∈ ∆k. As 1G ∈ Fk, by (ii) we have

γψλ ∈ γψλFk ⊆ γψFm ⊆ γFn.

Thus, γψλ ∈ ∆k ∩ γFn = γDn
k .

(v). By the growth property of pre-blueprints, Dn
n−1 ̸= ∅. Now suppose

Dn
k+1 ̸= ∅. As Dk+1

k ̸= ∅, we have ∅ ̸= Dn
k+1D

k+1
k ⊆ Dn

k by (iv).
(vi). The second equality is clear from the definition of Dn

k . We verify the
first equality. Let ψ ∈ ∆k be such that ψf ∈ γFn. Then ψFk ∩ γFn ̸= ∅, so
by the coherent property of pre-blueprints ψFk ⊆ γFn. By definition, 1G ∈ Fk,
so ψ ∈ γFn. It follows ψ ∈ ∆k ∩ γFn = γDn

k and hence ψf ∈ γDn
k f . On the

other hand, γDn
k ⊆ ∆k by (i). Hence γDn

k f ⊆ ∆kf . Also, by (ii) Dn
k f ⊆ Fn. So

γDn
k f ⊆ γFn. Thus we have γDn

k f ⊆ ∆kf ∩ γFn.
(vii). By (vi) we have

γf ∈ ∆kB ⇐⇒ γf ∈ ∆kB ∩ γFn ⇐⇒ γf ∈ γDn
kB ⇐⇒ f ∈ Dn

kB

⇐⇒ σf ∈ σDn
kB ⇐⇒ σf ∈ ∆kB ∩ σFn ⇐⇒ σf ∈ ∆kB.

(viii). By (i), ∆nan = ∆nαnan−1 ⊆ ∆n−1an−1. The same argument applies to
∆nbn.

(ix). By definition a0 = 1G ∈ F0. If we assume an−1 ∈ Fn−1, then by (ii)

an = αnan−1 ∈ αnFn−1 ⊆ Fn.

By induction, and by a similar argument, we have an, bn ∈ Fn for all n ∈ N.
(x). From (ix) we have that an = αnan−1 ∈ αnFn−1. Similarly, bn ∈ βnFn−1.

The claim then follows from (iii) since αn ̸= βn.
(xi). Suppose 0 < k ≤ n. Since ak ̸= bk ∈ Fk, and since the ∆k-translates of

Fk are disjoint, from (viii) we have

∆nan ∩∆kbk ⊆ ∆kak ∩∆kbk = ∅.

The case 0 < n ≤ k is identical.
(xii) and (xiii). ∆nD

n
n−1 ⊆ ∆n−1 by (i). So by (viii)

∆nD
n
n−1an−1 ⊆ ∆n−1an−1 ⊆ ∆kak.

This gives us (xii) and part of (xiii). The equality at the end of (xiii) follows from
the definition of ak. The argument for (bn)n∈N is identical. �

Hopefully the proof of the previous lemma helps demonstrate to the reader the
important role of the coherent and uniform properties of pre-blueprints.

The next lemma consists of properties of stronger types of pre-blueprints.

Lemma 5.1.5. Let G be a countably infinite group and let (∆n, Fn)n∈N be a
pre-blueprint.
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(i) If the pre-blueprint is centered, then (Fn)n∈N is an increasing sequence
and (∆n)n∈N is a decreasing sequence.

(ii) If the pre-blueprint is maximally disjoint, then it is a blueprint and for all
n ∈ N, ∆nFnF

−1
n = G.

(iii) If the pre-blueprint is directed, then for any r(1), r(2), . . . , r(m) and ψ1 ∈
∆r(1), . . . , ψm ∈ ∆r(m), there is n ∈ N and γ ∈ ∆n so that for every
1 ≤ i ≤ m ψiFr(i) ⊆ γFn.

(iv) If the pre-blueprint is directed and centered, then for any r(1), r(2), . . .,
r(m) and ψ1 ∈ ∆r(1), . . . , ψm ∈ ∆r(m), there is n ∈ N so that for every
1 ≤ i ≤ m ψiFr(i) ⊆ Fn.

(v) If n > k ≥ t, σ ∈ ∆n, A ⊆ G is finite, ∆t ∩AFkFtFtF
−1
t ⊆ σDn

t , and the
∆t-translates of Ft are maximally disjoint, then for all γ ∈ ∆n

∆k ∩ γσ−1A = γσ−1(∆k ∩A) ⊆ γDn
k ;

(vi) If the pre-blueprint is a directed blueprint and the ∆0-translates of F0 are
maximally disjoint, then it is minimal in the following sense: for every
finite A ⊆ G and N ∈ N there is a finite set T ⊆ G so that for any g ∈ G

∃t ∈ T ∀0 ≤ k ≤ N gt(∆k ∩A) = ∆k ∩ gtA.

(vii) If the pre-blueprint is directed, then∣∣∣∣∣∩
n∈N

∆n

∣∣∣∣∣ ,
∣∣∣∣∣∩
n∈N

∆nan

∣∣∣∣∣ ,
∣∣∣∣∣∩
n∈N

∆nbn

∣∣∣∣∣ ≤ 1.

(viii) If the pre-blueprint is directed, centered, and for infinitely many n and
infinitely many k αn ̸= 1G ̸= βk, then∩

n∈N

∆nan =
∩
n∈N

∆nbn = ∅.

Proof. (i). By definition, 1G ∈ Fn for each n ∈ N. Thus Fn ∩ Fn+1 ̸= ∅. If
the pre-blueprint is centered, then 1G ∈ ∆n ∩∆n+1, so it follows from the coherent
property of pre-blueprints that Fn ⊆ Fn+1. By (i) of Lemma 5.1.4, ∆n+1D

n+1
n ⊆

∆n. However, 1G ∈ ∆n ∩ 1GFn+1 = 1GD
n+1
n , so ∆n+1 ⊆ ∆n.

(ii). Suppose the pre-blueprint is maximally disjoint, and let g ∈ G. Then the
∆n-translates of Fn are maximally disjoint within G, so gFn ∩∆nFn ̸= ∅. Hence
there is f1, f2 ∈ Fn and γ ∈ ∆n with gf1 = γf2. It follows g = γf2f

−1
1 ∈ ∆nFnF

−1
n .

So the dense property is satisfied and the pre-blueprint is a blueprint.
(iii). It suffices to prove the claim for the maximal elements with respect to

inclusion among {ψiFr(i) : 1 ≤ i ≤ m}. By the coherent property, distinct maximal
members of this collection are disjoint. So without loss of generality we may assume
ψiFr(i) ∩ ψjFr(j) = ∅ for i ̸= j. Also, without loss of generality we may assume

r(1) ≤ r(2) ≤ · · · ≤ r(m). For each i > 1 pick λi ∈ D
r(i)
r(1). Then ψiλi ∈ ∆r(1) for

each i > 1. For each i > 1 pick n(i) and σi ∈ ∆n(i) with

ψ1Fr(1) ∪ ψiλiFr(1) ⊆ σiFn(i).

So for i, j > 1 we have

ψ1Fr(1) ⊆ σiFn(i) ∩ σjFn(j).

Thus, by the coherent property of pre-blueprints, it must be that one of σiFn(i)

and σjFn(j) contains the other. If σFn is the largest member of the σiFn(i)’s with
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respect to containment, then we have

ψ1Fr(1) ∪ ψ2λ2Fr(1) ∪ · · · ∪ ψmλmFr(1) ⊆ σFn.

As ψiλiFr(1) ⊆ ψiFr(i) for each i > 1, we have that each ψiFr(i) meets σFn non-
trivially. Since the ψiFr(i)’s are pairwise disjoint, none of them can contain σFn.
Thus by the coherent property σFn must contain each ψiFr(i).

(iv). By (iii) there is n ∈ N and γ ∈ ∆n with ψiFr(i) ⊆ γFn. So it will be
enough to show γFn ⊆ Fm for some m ∈ N. As 1G ∈ ∆n, the pre-blueprint being
directed implies there is m ∈ N and σ ∈ ∆m with γFn ∪ Fn ⊆ σFm. By (i), this
gives Fm ∩ σFm ̸= ∅. Since 1G ∈ ∆m, by the disjoint property of pre-blueprints
we must have σ = 1G.

(v). Fix γ ∈ ∆n. We have

(∆k ∩A)Dk
t ⊆ (∆kD

k
t ) ∩ (ADk

t ) ⊆ ∆t ∩AFkFtFtF
−1
t

⊆ σDn
t ⊆ σFn.

So if ψ ∈ ∆k∩A then ψFk∩σFn ̸= ∅ and by the coherent property of pre-blueprints
it follows that ψ ∈ σDn

k . So ∆k ∩A ⊆ σDn
k . Therefore

γσ−1(∆k ∩A) ⊆ γσ−1σDn
k ⊆ γDn

k ⊆ ∆k.

Also γσ−1(∆k ∩A) ⊆ γσ−1A. Thus

γσ−1(∆k ∩A) ⊆ ∆k ∩ (γσ−1A).

To show the reverse inclusion, pick λ ∈ ∆k ∩ (γσ−1A). Fix any δ ∈ Dk
t . Then

σγ−1λδ ∈ AFt so σγ
−1λδFt ⊆ AFtFt. Notice that the ∆t∩AFkFtFtF

−1
t -translates

of Ft are maximally disjoint within AFtFt (though not necessarily contained in
AFtFt; see Definition 5.1.1). So there is ψ ∈ ∆t ∩AFkFtFtF

−1
t with

ψFt ∩ σγ−1λδFt ̸= ∅.
However, ψ ∈ σDn

t , so γσ
−1ψ ∈ ∆t, λδ ∈ ∆t, and

γσ−1ψFt ∩ λδFt ̸= ∅.
Therefore λδ = γσ−1ψ. Since ψ ∈ σDn

t ⊆ σFn, we have γσ−1ψ ∈ γFn. Thus
λδ ∈ γFn so λFk ∩ γFn ̸= ∅. By the coherency property of blueprints, we have
that λFk ⊆ γFn and λ ∈ γDn

k . It follows that σγ
−1λ ∈ σDn

k ⊆ ∆k. Thus

σγ−1λ ∈ ∆k ∩A
and therefore

λ ∈ γσ−1(∆k ∩A).
(vi). Let A ⊆ G be finite and let N ∈ N. For each 0 ≤ k ≤ N let Ck =

∆0 ∩AFkF0F0F
−1
0 . By (iii) there is n ∈ N and σ ∈ ∆n with CkF0 ⊆ σFn for every

0 ≤ k ≤ N . In particular, Ck ⊆ σDn
0 . Since we are assuming (∆nFn)n∈N is a

blueprint, there is a finite B ⊆ G with ∆nB = G. Set T = B−1σ−1 and let g ∈ G
be arbitrary. Since ∆nB = G, there is b ∈ B−1 with gb = γ ∈ ∆n. We will show
that the stated condition is satisfied for t = bσ−1 ∈ T . So gt = γσ−1. This follows
from (v): for 0 ≤ k ≤ N we have

γσ−1(∆k ∩A) = ∆k ∩ (γσ−1A).

We conclude that the blueprint satisfies the stated minimal condition.
(vii). Let (fn)n∈N be a sequence such that fn ∈ Fn for all n ∈ N. We show that∣∣∩

n∈N ∆nfn
∣∣ ≤ 1. Suppose g, h ∈

∩
n∈N ∆nfn. Then g, h ∈ ∆0f0 ⊆ ∆0F0. If our
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pre-blueprint is directed, then there is n > 0 and γ ∈ ∆n with g, h ∈ γFn. However,
g, h ∈ ∆nfn, so there are σ1, σ2 ∈ ∆n with g = σ1fn and h = σ2fn. By conclusion
(ix) of Lemma 5.1.4 σ1Fn ∩ γFn ̸= ∅. By the disjoint property of pre-blueprints,
we must have σ1 = γ and similarly σ2 = γ. Thus σ1 = σ2 and it follows g = h.

(viii). Assume that our pre-blueprint is centered and directed. Suppose g ∈∩
n∈N ∆nan. We will show αn = 1G for all but finitely many n ∈ N. We have

g ∈ ∆0a0 = ∆0 and 1G ∈ ∆0. Hence there is n > 0 and γ ∈ ∆n with g, 1G ∈ γFn.
As 1G ∈ ∆n and 1GFn∩γFn ⊇ {1G} ≠ ∅, we must have γ = 1G. Thus g ∈ Fn. By
(i), (Fm)m∈N is an increasing sequence, so g ∈ Fm for all m ≥ n. Fix m ≥ n and let
σ ∈ ∆m+1 be such that g = σam+1. As am+1 ∈ Fm+1, we have σFm+1 ∩ Fm+1 ⊇
{g} ≠ ∅. We then must have σ = 1G. So g = am+1 = αm+1am ∈ αm+1Fm. Then
g ∈ Fm ∩ αm+1Fm so αm+1 = 1G. The case of ∩∆nbn is similar, so this completes
the proof. �

Note that (iii) reveals why the word “directed” was chosen. Consider the set
C = {γFn : n ∈ N ∧ γ ∈ ∆n} with the partial ordering

ψFk ≺ γFn ⇐⇒ k ≤ n ∧ ψFk ⊆ γFn.

Conclusion (iii) says that if the pre-blueprint (∆n, Fn)n∈N is directed, then this
partially ordered set is a directed set.

The importance of clause (v) will be better appreciated after the next section.
This is because the behavior fundamental functions (partial functions on G con-
structed in the next section) will be highly dependent on the sets (∆n)n∈N. Knowing
how subsets A ⊆ G intersect ∆k will be very useful. Clause (v) should also be rec-
ognized as being closely related to the uniform property of pre-blueprints. If we set
A = σFn and ignore the assumptions of this clause, then we see that the conclusion
is precisely the uniform property appearing in the definition of pre-blueprints.

We point out that the minimal property mentioned in (vi) actually does relate
to the minimality of a certain dynamical system. Fix N ∈ N, and define x : G →
2N+1 so that for g, h ∈ G

x(g) = x(h) ⇐⇒ (∀0 ≤ k ≤ N g ∈ ∆k ⇔ h ∈ ∆k).

Then one can check via Lemma 2.4.5 that x is minimal if and only if the pre-
blueprint satisfies the stated minimal condition for N .

5.2. Fundamental functions

Now we will get to see how pre-blueprints are used in constructing well behaved
partial functions on G. As the reader will see, one reason sequences of marker
structures are useful is that it endows organization to the group which allows one
to work with the group at the small scale at first and step by step work at larger
and larger scales tweaking what has been done previously. Of course, different
types of sequences of marker structures are needed for different constructions. Pre-
blueprints seem to be precisely the type needed in the main construction of this
section. We will construct a partial function on G, and the important feature of the
constructed function is that one will be able to recognize the structure of the pre-
blueprint from the behavior of the function alone. In other words, the organization
endowed to the group by this sequence of marker structures, the pre-blueprint, will
essentially become an intrinsic feature of the partial function. The members of ∆n

for each n > 0 will be identifiable using what we call a membership test.
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Definition 5.2.1. Let G be a group, c ∈ 2⊆G, and ∆ ⊆ G. We say c admits
a ∆ membership test if there is a finite V ⊆ G and S ⊆ 2V so that ∆V ⊆ dom(c)
and for all x ∈ 2G with x ⊇ c

g ∈ ∆ ⇐⇒ (g−1 · x) � V ∈ S.

The set V is called a test region and the elements of S are called test functions. If
S can be taken to be a singleton, we may say that c admits a simple ∆ membership
test. In this case, if S = {f} then for all x ∈ 2G with x ⊇ c

g ∈ ∆ ⇐⇒ ∀v ∈ V x(gv) = f(v).

Equivalently, c admits a ∆ membership test if there is a finite V ⊆ G satisfying
∆V ⊆ dom(c) and with the property that for any g ̸∈ ∆ and γ ∈ ∆, there is v ∈ V
with gv ∈ dom(c) and c(gv) ̸= c(γv). This equivalent characterization is not used
in this paper and so we do not include a proof.

In the upcoming theorem, we will create a single function with a simple ∆n

membership test for each n > 0. The membership test will be constructed induc-
tively; the membership test of ∆n+1 will be reliant on the membership test for
∆n. Establishing the base case of the induction seems to be achieved most easily
through the use of a locally recognizable function.

Definition 5.2.2. Let G be a group, let A ⊆ G be finite with 1G ∈ A, and let
R : A→ 2. We call R locally recognizable if for every 1G ̸= a ∈ A there is b ∈ A so
that ab ∈ A and R(ab) ̸= R(b). R is called trivial if |{a ∈ A : R(a) = R(1G)}| = 1.

The lemma below gives an equivalent characterization of locally recognizable
functions. The property used in the definition above is the easiest to verify, while
the property given in the lemma below is the most useful property in terms of
applications.

Lemma 5.2.3. Let G be a group, let A ⊆ G be finite with 1G ∈ A, and let
R : A → 2. The function R is locally recognizable if and only if for every x ∈ 2G

with x � A = R
∀a ∈ A (∀b ∈ A x(ab) = x(b) =⇒ a = 1G).

Proof. (⇒). Suppose R is locally recognizable. If 1G ̸= a ∈ A, then by
definition there is b ∈ A with ab ∈ A and R(ab) ̸= R(b). So if x ∈ 2G satisfies
x � A = R, then x(ab) ̸= x(b).

(⇐). Assume thatR has the property stated above. Let a ∈ A and suppose that
for every b ∈ A either ab ̸∈ A or else R(ab) = R(b). It suffices to show a = 1G. We
may define R′ : A∪ aA→ 2 by requiring R′ to extend R and satisfy R′(ab) = R(b)
for every b ∈ A. Then R′ is well defined. If x ∈ 2G is any extension of R′, then
x(ab) = x(b) for every b ∈ A. Thus, by assumption this implies a = 1G. �

Every group with more than two elements admits a nontrivial locally recogniz-
able function. If G contains a nonidentity g with g2 ̸= 1G, then set A = {1G, g, g2}
and define R(1G) = R(g) = 1 and R(g2) = 0. If every element of G has order
two, then pick distinct nonidentity g, h ∈ G, set A = {1G, g, h, gh}, and define
R(1G) = R(g) = R(h) = 1 and R(gh) = 0 (keep in mind hg = gh as G must be
abelian). Also note that if R : A → 2 is locally recognizable and B ⊇ A, then
R′ : B → 2 is locally recognizable, where

R′(b) =

{
R(b) if b ∈ A

1−R(1G) if b ∈ B −A
.
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Thus, nontrivial locally recognizable functions exist on a large multitude of domains.
More advanced examples of locally recognizable functions will be presented in the
next chapter where we will see that they are useful for more than just creating a
membership test.

Definition 5.2.4. Let (∆n, Fn)n∈N be a pre-blueprint. A set A ⊆ G is said to
be m-uniform with respect to this pre-blueprint if

∀n ≥ m ∀γ, σ ∈ ∆n γ
−1(A ∩ γFn) = σ−1(A ∩ σFn).

A partial function c ∈ 2⊆G is said to be m-uniform with respect to (∆n, Fn)n∈N
if each of the three sets dom(c), c−1(0), and c−1(1) are m-uniform with respect to
(∆n, Fn)n∈N.

The uniform property of pre-blueprints asserts that for every k ∈ N ∆k is
k-uniform relative to (∆n, Fn)n∈N.

We are now ready for the construction. It may help to recall some of the fixed
notation related to pre-blueprints (αn, βn, γn, an, bn, D

n
k , Λn) before continuing.

Theorem 5.2.5. Let G be a countably infinite group, let (∆n, Fn)n∈N be a pre-
blueprint, and let R : F0 → 2 be a nontrivial locally recognizable function. Then
there exists a function c ∈ 2⊆G with the following properties:

(i) c(γγ1f) = R(f) for all γ ∈ ∆1 and f ∈ F0;
(ii) c admits a simple ∆n membership test with test region a subset of γnFn−1

for each n ≥ 1;
(iii) G− dom(c) is the disjoint union

∪
n≥1 ∆nΛnbn−1;

(iv) c(g) = 1−R(1G) for all g ∈ G−∆1(γ1F0 ∪D1
0);

(v) (γFn−{γbn})∩dom(c) = γ(Fn−{bn}−
∪

1≤k≤nD
n
kΛkbk−1) for all n ≥ 1

and γ ∈ ∆n;
(vi) c(γf) = c(σf) for all n ≥ 1, γ, σ ∈ ∆n, and

f ∈ Fn − {an, bn} −
∪

1≤k≤n

Dn
kΛkbk−1;

(vii) for all n ≥ 1 c � (G−∆n{an, bn}) is n-uniform.

Proof. We wish to construct a sequence of functions (cn)n≥1 satisfying for
each n ≥ 1:

(1) dom(cn) = G−∆nan −∆nbn −
∪

1≤k≤n ∆kΛkbk−1

(2) cn+1 ⊇ cn;
(3) cn admits a simple ∆n membership test with test region a subset of

γnFn−1.

Let us first dwell for a moment on (1). Condition (1) is consistent with condition
(2) because ∆nan and ∆nbn are decreasing sequences and ∆n+1Λn+1bn ⊆ ∆nbn
(conclusions (i) and (viii) of Lemma 5.1.4). By conclusions (xi) and (xii) of Lemma
5.1.4, we have ∆nan is disjoint from ∆nbn∪

∪
1≤k≤n ∆kΛkbk−1. Therefore for n > 1

we desire dom(cn) to be

dom(cn−1) ∪ (∆n−1an−1 −∆nan) ∪ (∆n−1bn−1 −∆n[Λn ∪ {βn}]bn−1).

It is important to note that these unions are disjoint. This tells us that given
cn−1, we can define cn ⊇ cn−1 to have whichever values on ∆n−1an−1 −∆nan and
∆n−1bn−1 −∆n[Λn ∪ {βn}]bn−1 without worry of a contradiction between the two
or with cn−1.
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F1

α1F0

a1
β1F0

b1

γ1F0

γ1

λF0

λ

λF0

λ

λF0

λ

· · · · · ·

1G

Figure 5.3. An illustration of the set γ1F0 ∪ D1
0, the shaded

area together with all the highlighted (circled-solid) points in the
figure. Compare with Figure 5.1.

Define

c1 : (G−∆1a1 −∆1b1 −∆1Λ1) → {0, 1}

by

c1(g) =

{
R(f) if g = γγ1f where γ ∈ ∆1 and f ∈ F0

1−R(1G) otherwise

for g ∈ dom(c1). The function c1 satisfies (1) since b0 = 1G. Notice that the set
referred to in (iv), G−∆1(γ1F0∪D1

0), is a subset of the domain of c1. Clearly each
element of this set is mapped to 1− R(1G) by c1. So as long as the final function
c extends c1 clause (iv) will be satisfied. See Figures 5.3 and 5.4 for an illustration
of the set G−∆1(γ1F0 ∪D1

0).
We claim c1 satisfies (3) with test region γ1F0. Since ∆1γ1, ∆1a1, ∆1b1, and

∆1Λ1 are pairwise disjoint subsets of ∆0, we have that ∆1γ1F0 is disjoint from
∆1a1 ∪∆1b1 ∪∆1Λ1 (since 1G ∈ F0). Thus ∆1γ1F0 ⊆ dom(c1) as required.

Let x ∈ 2G be an arbitrary extension of c1. To finish verifying (3), we will
show g ∈ ∆1 if and only if for all f ∈ F0 x(gγ1f) = R(f). If γ ∈ ∆1, then
γγ1F0 ⊆ dom(c1) and hence x(γγ1f) = R(f) for all f ∈ F0. Now suppose g ∈ G
satisfies x(gγ1f) = R(f) for all f ∈ F0. Note that x(h) = c1(h) = 1 − R(1G)
for all h ∈ dom(c1) − ∆1γ1F0. As x(gγ11G) = R(1G), either gγ1 ∈ ∆1γ1F0 or
gγ1 ̸∈ dom(c1). But gγ1 cannot be in G− dom(c1) ⊆ ∆0, for then we would have

gγ1F0 − {gγ1} ⊆ dom(c1)−∆1γ1F0

and hence R = (γ−1
1 g−1 ·x) � F0 would be trivial, a contradiction. So gγ1 ∈ ∆1γ1F0.

Let γ ∈ ∆1 and a ∈ F0 be such that gγ1 = γγ1a. By construction, x(γγ1f) = R(f)
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λF1

· · ·
λ

λF1

· · ·
λ

λF1

· · ·
λ

· · · · · ·

Figure 5.4. An illustration of the set ∆1(γ1F0 ∪ D1
0). In the

figure λ denotes a generic element of ∆1. The set consists of the
shaded regions together with all highlighted (circled-solid) points.
For details of each translates of F1 see Figure 5.3.

for all f ∈ F0, and we have that for all b ∈ F0

(γ−1
1 γ−1 · x)(ab) = x(γγ1ab) = x(gγ1b) = R(b) = (γ−1

1 γ−1 · x)(b).
Now it follows from Lemma 5.2.3 that a = 1G. Thus, gγ1 = γγ1 and g = γ ∈ ∆1.

Now suppose that c1 through ck−1 have been constructed and satisfy (1)
through (3). We pointed out earlier that we desire ck to have domain

dom(ck−1) ∪ (∆k−1ak−1 −∆kak) ∪ (∆k−1bk−1 −∆k[Λk ∪ {βk}]bk−1).

We define ck to satisfy ck ⊇ ck−1 and:

ck(∆k−1ak−1 −∆k{γk, αk}ak−1) = {0};
ck(∆kγkak−1) = {1};
ck(∆kγkbk−1) = {1};
ck(∆kαkbk−1) = {0};

ck(∆k−1bk−1 −∆kD
k
k−1bk−1) = {0}.

From our earlier remarks on (1), we know ck is well defined. It is easily checked
that ck satisfies (1) and (2) (recall that ∆kak = ∆kαkak−1 and Λk = Dk

k−1 −
{αk, βk, γk}). See Figure 5.5 for an illustration of ck.

Let V ⊆ γk−1Fk−2 be the test region referred to in (3) for n = k − 1, and let
v ∈ 2V witness the membership test. Set W = γk(V ∪ {ak−1, bk−1}) and define
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γFk

γαkbk−1 0

γak ?

γαkFk−1

γbk ?

γβkak−1 0

γβkFk−1

γγkbk−1 1

γγkak−1 1

γγkFk−1

γλbk−1 ?

γλak−1 0

γλFk−1, λ ∈ Λk

· · · · · ·

Figure 5.5. The definition of ck ensures a simple membership
test for ∆k

w ∈ 2W so that w extends γk ·v and w(γkak−1) = w(γkbk−1) = 1. We claim that ck
satisfies (3) with test region W and witnessing function w. Clearly W ⊆ γkFk−1.
Let x ∈ 2G be an arbitrary extension of ck. If γ ∈ ∆k, then γγk ∈ ∆k−1 and it is
then clear from the definition of ck that x(γa) = w(a) for all a ∈W . Now suppose
g ∈ G satisfies x(ga) = w(a) for all a ∈ W . Then in particular x(gγka) = v(a) for
all a ∈ V and thus gγk ∈ ∆k−1. Also, x(gγkak−1) = w(ak−1) = 1. From how we
defined ck, we have for h ∈ G

h ∈ ∆k−1 and x(hak−1) = 1 =⇒ h ∈ ∆kγk or h ∈ ∆kαk.

However, gγk ̸∈ ∆kαk, for otherwise we would have

1 = w(γkbk−1) = x(gγkbk−1) = ck(gγkbk−1) = 0.

We conclude gγk ∈ ∆kγk and g ∈ ∆k. Thus ck satisfies (3).
Finally, take the function c′ =

∪
n≥1 cn and if necessary extend c′ arbitrarily

to
∩

n∈N ∆nan and
∩

n∈N ∆nbn to get a function c ∈ 2⊆G. Properties (i) and (iv)
clearly hold due to how c1 was defined. Property (ii) holds since c ⊇ cn for each
n ≥ 1, and property (iii) follows from (1) and conclusion (xiii) of Lemma 5.1.4 (for
the disjointness of the union). We proceed to verify properties (v), (vi), and (vii).

(v). Fix n ≥ 1 and γ ∈ ∆n. By conclusion (xii) of Lemma 5.1.4, γFn−{γbn} is
disjoint from ∆kΛkbk−1 for all k > n. Also, γbn ∈ ∆kbk = ∆kβkbk−1 for all k ≤ n
by conclusion (viii) of Lemma 5.1.4. Since ∆kβk and ∆kΛk are disjoint subsets of
∆k−1 and bk−1 ∈ Fk−1, it follows that γbn ̸∈ ∆kΛkbk−1 for k ≤ n. Thus for k ≤ n

(γFn − {γbn}) ∩∆kΛkbk−1 = ∆kΛkbk−1 ∩ γFn = γDn
kΛkbk−1

by conclusion (vi) of Lemma 5.1.4. The claim now follows from (iii).
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(vi). Fix n ≥ 1, γ, σ ∈ ∆n, and f ∈ Fn − {an, bn} −
∪

1≤k≤nD
n
kΛkbk−1.

Then by (v) γf, σf ∈ dom(c). Also, f ̸∈ {an, bn} and hence γf, σf ̸∈ ∆n{an, bn}
since the ∆n-translates of Fn are disjoint and an, bn ∈ Fn. However, dom(c) −
dom(cn) ⊆ ∆n{an, bn}, and since γf, σf ∈ dom(c) there must be a m ≤ n with
γf, σf ∈ dom(cm). Let k ≤ n be minimal with either γf or σf in dom(ck). If
k = 1, then conclusion (vii) of Lemma 5.1.4 implies that both γf, σf ∈ dom(c1)
and c(γf) = c1(γf) = c1(σf) = c(σf). Similarly, if k > 1 then, after recalling the
five equations used to define ck, conclusion (vii) of Lemma 5.1.4 again implies that
both γf, σf ∈ dom(ck) and c(γf) = ck(γf) = ck(σf) = c(σf).

(vii). For n ≥ 1 set cn = c � (G−∆n{an, bn}). Fix n ≥ 1 andm ≥ n. Let γ, ψ ∈
∆m and let f ∈ Fm. We must show γf ∈ dom(cn) if and only if ψf ∈ dom(cn)
and furthermore cn(γf) = cn(ψf) when these are defined. Since ∆n{an, bn} ⊆
G−dom(cn), we are done in the case f is am or bm (since ∆m{am, bm} ⊆ ∆n{an, bn}
by conclusion (viii) of Lemma 5.1.4). So we assume f is neither am nor bm. Then
by (v) γf ∈ dom(c) if and only if ψf ∈ dom(c), and by conclusion (vii) of Lemma
5.1.4 γf ∈ ∆n{an, bn} if and only if ψf ∈ ∆n{an, bn}. Therefore, γf ∈ dom(cn) if
and only if ψf ∈ dom(cn). Finally, by (vi) we have that cn(γf) = cn(ψf) whenever
these are defined. �

Although the previous theorem applies to pre-blueprints, we restrict ourselves
to blueprints for the following two definitions.

Definition 5.2.6. A function c ∈ 2⊆G is called canonical if for some blueprint
(∆n, Fn)n∈N and some nontrivial locally recognizable function R : F0 → 2 the
conclusions of Theorem 5.2.5 are satisfied. If we wish to emphasize the blueprint, we
say c is canonical with respect to (∆n, Fn)n∈N. To emphasize the locally recognizable
function, we say c is compatible with R.

Definition 5.2.7. Let (∆n, Fn)n∈N be a blueprint. A function c ∈ 2⊆G is
called fundamental with respect to (∆n, Fn)n∈N if some function c′ ⊆ c is canonical
with respect to (∆n, Fn)n∈N and there are sets Θn ⊆ Λn for each n ≥ 1 such that

dom(c) = G−
∪
n≥1

∆nΘnbn−1.

In this case, if R is a nontrivial locally recognizable function and c′ is compatible
with R, then we say c is compatible with R as well. We simply call c ∈ 2⊆G

fundamental if it is fundamental with respect to some blueprint.

Notice that every canonical function is fundamental: set Θn = Λn.

Remark 5.2.8. When dealing with a fundamental function c ∈ 2⊆G, the sym-
bols Θn for each n ≥ 1 will be reserved. Θn will necessarily be as to satisfy the
above definition.

Clause (v) of Theorem 5.2.5 can be adapted for fundamental functions.

Lemma 5.2.9. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-
print, and let c ∈ 2⊆G be fundamental with respect to this blueprint. Then for all
n ≥ 1 and γ ∈ ∆n

(γFn − {γbn}) ∩ dom(c) = γ

Fn − {bn} −
∪

1≤k≤n

Dn
kΘkbk−1

 .
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Proof. Fix n ≥ 1 and γ ∈ ∆n. By conclusion (xii) of Lemma 5.1.4, γFn −
{γbn} is disjoint from ∆kΘkbk−1 for all k > n. Also, γbn ∈ ∆kbk = ∆kβkbk−1 for
all k ≤ n by conclusion (viii) of Lemma 5.1.4. Since ∆kβk and ∆kΘk are disjoint
subsets of ∆k−1 and bk−1 ∈ Fk−1, it follows that γbn ̸∈ ∆kΘkbk−1 for k ≤ n. Thus
for k ≤ n

(γFn − {γbn}) ∩∆kΘkbk−1 = ∆kΘkbk−1 ∩ γFn = γDn
kΘkbk−1

by conclusion (vi) of Lemma 5.1.4. The claim now follows from the fact that

dom(c) = G−
∪
n≥1

∆nΘnbn−1.

�

5.3. Existence of blueprints

In this section we show that every countably infinite group admits a blueprint.
All of our future results in the paper rely on blueprints and therefore their existence
is vitally important. It is not difficult to construct sequences (∆n, Fn)n∈N which
are dense, nor is it difficult to construct sequences which are coherent. However,
the truth is that the key difficulty in constructing a blueprint is simultaneously
achieving the coherent property and the dense property. First we outline a simple
way to construct pre-blueprints.

Lemma 5.3.1. Let G be a countably infinite group. Let (Fn)n∈N be a sequence
of finite subsets of G, and let {δnk : n, k ∈ N, k < n} be a collection of finite subsets
of G satisfying

(i) 1G ∈ δnn−1 for each n ≥ 1;
(ii) |δnn−1| ≥ 3 for each n ≥ 1;
(iii) the δnk -translates of Fk are disjoint for all n, k ∈ N with k < n;
(iv) δnmFm ∩ δnkFk = ∅ for all m ̸= k < n;
(v) Fn =

∪
0≤k<n δ

n
kFk for all n ≥ 1.

Then there is a sequence (∆n)n∈N of subsets of G with δnk ⊆ ∆k for every n, k ∈ N
with k < n and such that (∆n, Fn)n∈N is a centered and directed pre-blueprint.

Proof. The basic idea is that setting ∆k =
∪

n>k δ
n
k nearly works, except that

we have to enlarge this set in order to satisfy the uniform property of pre-blueprints.
Since in the end we want δnk ⊆ ∆k and δnk ⊆ Fn (so δnk ⊆ ∆k ∩ Fn), in order to
achieve the uniform property it is necessary that δnk be copied wherever any δmn -
translates of Fn are located. In other words, for each n ∈ N we want to view Fn as
carrying all of the sets δnk (k < n) with it. With this mind set, we want to recognize
all of the translates of Fk which explicitly or implicitly make up a part of Fn. For
example, for k < m < n we have δmk Fk ⊆ Fm and δnmFm ⊆ Fn so δnmδ

m
k Fk ⊆ Fn.

Thus, informally we would say the δnmδ
m
k -translates of Fk are implicitly a part of Fn.

On the other hand, if for g ∈ Fn we only have gFk ⊆ Fn we would not necessarily
want to say the g-translate of Fk is a part of Fn. We will momentarily define sets
Dn

k . The choice of notation is no mistake. Later when we define the ∆n’s we will
show that the Dn

k ’s carry the usual meaning for pre-blueprints. Informally, we want
Dn

k to be the set of all g’s in Fn such that the g-translate of Fk either explicitly or
implicitly makes up a part of Fn. We now give the formal definition for this. For
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k ∈ N, define Dk
k = {1G}, Dk+1

k = δk+1
k , and in general for n > k

Dn
k = δnn−1D

n−1
k ∪ δnn−2D

n−2
k ∪ · · · ∪ δnk+1D

k+1
k ∪ δnk =

∪
k≤m<n

δnmD
m
k .

We first verify that the Dn
k ’s possess the following properties:

(1) Dn
kFk ⊆ Fn for all k, n ∈ N with k ≤ n;

(2) Dn
mD

m
k ⊆ Dn

k for all k,m, n ∈ N with k ≤ m ≤ n;
(3) the Dn

k -translates of Fk are disjoint for all k, n ∈ N with k ≤ n;

(Proof of 1). Clearly Dk
kFk = Fk. If we assume Dm

k Fk ⊆ Fm for all k ≤ m < n,
then by (v)

Dn
kFk =

∪
k≤m<n

δnmD
m
k Fk ⊆

∪
k≤m<n

δnmFm ⊆ Fn.

The claim now immediately follows from induction.
(Proof of 2). Clearly when n = m we have Dn

mD
m
k = Dn

nD
n
k = Dn

k . If we
assume Dt

mD
m
k ⊆ Dt

k for all m ≤ t < n, then

Dn
mD

m
k =

∪
m≤t<n

δnt D
t
mD

m
k ⊆

∪
m≤t<n

δnt D
t
k ⊆

∪
k≤t<n

δnt D
t
k = Dn

k .

The claim now immediately follows from induction.
(Proof of 3). The Dn

k -translates of Fk are disjoint when n = k and when
n = k + 1 (by (iii)). Assume the Dm

k translates of Fk are disjoint for all k ≤
m < n. Recall Dn

k =
∪

k≤m<n δ
n
mD

m
k . If k ≤ r < s < n, then by (iv) we have

δnr Fr∩δns Fs = ∅. It then follows from (1) that δnrD
r
kFk∩δnsDs

kFk = ∅. Additionally,
if k ≤ m < n and γ, ψ ∈ δnm are distinct, then γFm ∩ ψFm = ∅ by (iii). Again by
(1) we have γDm

k Fk ∩ ψDm
k Fk = ∅. Finally, by assumption the Dm

k -translates of
Fk are disjoint for every k ≤ m < n. So in particular, for each k ≤ m < n and
γ ∈ δnm the γDm

k -translates of Fk are disjoint. It follows that the Dn
k -translates of

Fk must be disjoint. The claim now follows from induction.
We point out that Dn

k ⊆ Dn+1
k since δn+1

n Dn
k ⊆ Dn+1

k and 1G ∈ δn+1
n by (i). For

k ∈ N we define ∆k =
∪

n≥kD
n
k . We now check that (∆n, Fn)n∈N is a pre-blueprint.

(Disjoint). Let n ∈ N and γ ̸= ψ ∈ ∆n. Then for some m > n γ, ψ ∈ Dm
n .

From (3) we then have γFn ∩ ψFn = ∅.
(Coherent). Suppose k < n, ψ ∈ ∆k, and γ ∈ ∆n satisfy ψFk ∩ γFn ̸= ∅. Let

m ≥ n be large enough so that ψ ∈ Dm
k and γ ∈ Dm

n . We will prove ψ ∈ γDn
k by

induction on m. By (1) this will give us ψFk ⊆ γFn. Clearly, if m = n then γ = 1G
and ψ ∈ Dn

k = γDn
k . Now suppose the claim is true for all n ≤ i < m. By the

definition of Dm
k and Dm

n , there are k ≤ s < m and n ≤ t < m with ψ ∈ δms D
s
k and

γ ∈ δmt D
t
n. However, if s ̸= t then by (iv) we have

ψFk ∩ γFn ⊆ δms D
s
kFk ∩ δmt Dt

nFn ⊆ δms Fs ∩ δmt Ft = ∅.
So it must be that s = t. Let λ, σ ∈ δmt be such that ψ ∈ λDt

k and γ ∈ σDt
n. If

λ ̸= σ then by (iii) we would have

ψFk ∩ γFn ⊆ λDt
kFk ∩ σDt

nFn ⊆ λFt ∩ σFt = ∅.
So we must have λ = σ. Then λ−1ψ ∈ Dt

k ⊆ ∆k, λ
−1γ ∈ Dt

n ⊆ ∆n, and λ
−1ψFk ∩

λ−1γFn ̸= ∅. By the induction hypothesis we conclude λ−1ψ ∈ λ−1γDn
k and hence

ψ ∈ γDn
k .

(Uniform). It suffices to show that ∆k ∩ γFn = γDn
k for k < n and γ ∈ ∆n. In

particular, this will show that Dn
k has its usual meaning. For sufficiently large m
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γ ∈ Dm
n so γDn

k ⊆ Dm
k ⊆ ∆k by (2). Since γDn

kFk ⊆ γFn, we have γD
n
k ⊆ ∆k∩γFn.

Conversely, if ψ ∈ ∆k ∩ γFn, then in particular ψFk ∩ γFn ̸= ∅ since 1G ∈ Fk.
Under this assumption, it was shown in the previous paragraph that ψ ∈ γDn

k .
(Growth). By (ii) |Dn

n−1| = |δnn−1| ≥ 3.
(Centered). By (i) we have 1G ∈ δn+1

n ⊆ ∆n.
(Directed). Let n, k ∈ N and let γ ∈ ∆n, ψ ∈ ∆k. Then for large enough m we

have γ ∈ Dm
n and ψ ∈ Dm

k . So by (1) γFn, ψFk ⊆ Fm = 1G · Fm. �

Notice that we provided an explicit construction of the sets (∆n)n∈N satisfying
the lemma.

The previous lemma provides one with an easy way to construct many pre-
blueprints. Once Fn−1 has been defined, one simply chooses sets δnk for 0 ≤ k < n
satisfying the assumptions of the lemma and then defines Fn =

∪
0≤k<n δ

n
kFk. In

the end one will have collections of sets satisfying the assumptions of the lemma.
Pre-blueprints are easy to construct, but a nontrivial question is how to modify

these methods to construct a blueprint. By conclusion (ii) of Lemma 5.1.5 we know
that it suffices to make each of the ∆n-translates of Fn maximally disjoint within G.
It can be seen that in the previous lemma ∆kFk ⊆

∪
n≥k Fn for every k ∈ N. Since

the Fn’s are increasing (in the construction we have) we need Fn to come close to
exhausting the entire group as n → ∞. One way to do this is to fix an increasing
sequence (Hn)n∈N with

∪
n∈NHn = G and for each n ∈ N try to construct Fn so

that it comes close to filling up all of Hn. A likely belief is that in order to make the
pre-blueprint maximally disjoint we need to not only use the Hn’s, but also when
constructing Fn the set δnn−1 should be chosen so that the δnn−1-translates of Fn−1

are contained and maximally disjoint within Hn, then δnn−2 should be chosen so
that the δnn−2-translates of Fn−2 are contained and maximally disjoint within the
space that remains, and carry this on all the way to δn0 . We refer to this approach
as the greedy algorithm. The idea might be that since ∆k is all of the explicit
and implicit translates of Fk used during the process and since these translates
were always chosen to be maximally disjoint within the available space, the ∆k-
translates of Fk should be maximally disjoint. However, this is not the case. With
the greedy algorithm, the ∆0-translates of F0 will definitely by maximally disjoint
within G, but this is not necessarily the case for the ∆n-translates of Fn for n > 0
(see Figure 5.6 for an illustration of the potential problem). In fact, the situation
can be so bad that for all finite sets A ⊆ G, ∆1A ̸= G.

This approach to constructing a blueprint is salvagable with a more careful
implementation. Choosing δnn−1 so that its translates of Fn−1 are contained and
maximally disjoint within Hn is the right thing to do, but with δnn−2 we should
be more careful. It is likely that in order for the ∆n−1-translates of Fn−1 to be
maximally disjoint, a translate of Fn−1 must be used which intersects Hn but is not
contained in it (as is the case of Figure 5.6 for n = 2). If δnn−2-translates of Fn−2

fill up too much of the “boundary” of Hn, then this will be a problem. Also, we
could have the δnn−2-translates of Fn−2 fill up a lot of the “boundary” of Fn, so the
problem could be made worse when constructing Fn+1. (Translates of Fn−2 could
again fill up the boundary of Hn+1, and just after these Fn−2’s could be translates
of Fn which therefore also have translates of Fn−2 making up their boundary. The
translates of Fn−2 could therefore fill up an even thicker portion of the boundary
of Hn+1.) So the idea is we should make sure there is a buffer between the δnn−2-
translates of Fn−2 and the complement of Hn. By similar reasoning, we should keep
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H2

λF1

λF1

γF1

γF1

H2

λF1

λF1

λF1

λF1

H3

Figure 5.6. A scenario when the greedy algorithm fails to pro-
duce a maximally disjoint family. The upper half of the figure
illustrates the construction of F2 by the greedy algorithm: first fill
H2 with a maximally disjoint family of translates of F1 (generi-
cally marked as λF1), and then fill the remaining part of H2 with
a maximally disjoint family of translates of F0 (unmarked). In the
lower half of the figure, F3 is constructed similarly, starting with
a maximally disjoint family of translates of F2 in H3 (note the
translate of F2 on the right). Apparently the resulting collection
of translates of F1 is not maximally disjoint.

the δnn−3-translates of Fn−3 away from the boundary of the region where we were
placing the δnn−2-translates of Fn−2. We put this idea in place after the following
definition.

Definition 5.3.2. Let G be a countably infinite group. A growth sequence is
a sequence (Hn)n∈N of finite subsets of G satisfying:

(i) 1G ∈ H0;
(ii)

∪
n∈NHn = G;

(iii) Hn−1(H
−1
0 H0)(H

−1
1 H1) · · · (H−1

n−1Hn−1) ⊆ Hn for each n ≥ 1;
(iv) for each n ≥ 1, if ∆ ⊆ Hn has the property that gHn−1 ∩ ∆Hn−1 ̸= ∅

whenever gHn−1 ⊆ Hn, then |∆| ≥ 3.

It is easy to construct a sequence (Hn)n∈N satisfying (i), (ii), and (iii). Condi-
tion (iv) is not difficult to satisfy either, but might not be as obvious. Condition
(iv) will be studied more in the next section.
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Theorem 5.3.3. Let G be a countably infinite group and let (Hn)n∈N be a
growth sequence. Then there is a maximally disjoint, centered, directed blueprint
(∆n, Fn)n∈N satisfying

(i) F0 = H0;
(ii) Fn ⊆ Hn for all n ≥ 1;
(iii) for all n ≥ 1 the Dn

n−1-translates of Fn−1 are contained and maximally
disjoint within Hn;

(iv) for all n ≥ 1 and 0 ≤ k < n the Dn
k -translates of Fk are maximally disjoint

within Hn−1.

Proof. Set F0 = H0 so (i) is satisfied. Suppose F0 through Fn−1 have been
constructed with each Fi ⊆ Hi. Choose δnn−1 so that 1G ∈ δnn−1 and the δnn−1-
translates of Fn−1 are contained and maximally disjoint within Hn. Note that by
the definition of a growth sequence we must have |δnn−1| ≥ 3. Once δnn−1 through
δnk+1 have been defined with 0 ≤ k < n− 1, let δnk be such that the δnk -translates of
Fk are contained and maximally disjoint within

Bn
k −

∪
k<m<n

∪
γ∈δnm

γFm = Bn
k −

∪
k<m<n

δnmFm

where

Bn
k = {g ∈ G : {g}(F−1

k+1Fk+1)(F
−1
k+2Fk+2) · · · (F−1

n−1Fn−1) ⊆ Hn}.
Note that Hn−1 ⊆ Bn

k , so B
n
k ̸= ∅. Finally, define

Fn =
∪

0≤k<n

δnkFk.

Clearly Fn ⊆ Hn. See Figure 5.7 for an illustration of the construction of Fn.
The Fn’s and δnk ’s satisfy the assumptions of Lemma 5.3.1. So if (∆n)n∈N is

as defined in the proof of that lemma, then (∆n, Fn)n∈N is a centered and directed
pre-blueprint. Clearly this pre-blueprint satisfies (i), (ii), and (iii).

The use of the Bn
k ’s is the key ingredient in this proof. Intuitively, they create

the buffer we discussed prior to this theorem. In other words, Bn
k buffers the δnk -

translates of Fk from “the boundary” of Fn. The smaller the value of k, the larger
the buffer. If a translate of Fk meets Fn, then the δnt -translates of Ft for t < k
are kept so close to the center of Fn that this translate of Fk cannot meet δnt Ft for
t < k without also meeting δnmFm for some k ≤ m < n. This is formalized in (1)
below.

We proceed to verify the following three facts.

(1) If n > k, g ∈ G, and gFk ∩ Fn ̸= ∅, then gFk ∩ δnmFm ̸= ∅ for some
k ≤ m < n;

(2) gFk ∩ Fn ̸= ∅ =⇒ gFk ∩Dn
kFk ̸= ∅ for all g ∈ G and k ≤ n;

(3) the Dn
k -translates of Fk are maximally disjoint within Bn

k for all n, k ∈ N
with k < n.

(Proof of 1). It is important to note we require m ≥ k as otherwise the claim
would be trivial. Let n > k and g ∈ G satisfy gFk ∩ Fn ̸= ∅. It suffices to show
that if gFk ∩ δnmFm = ∅ for all k < m < n then gFk ∩ δnkFk ̸= ∅ (since this will
validate the claim with m = k). As Fn =

∪
0≤t<n δ

n
t Ft, there is 0 ≤ t ≤ k with

gFk ∩ δnt Ft ̸= ∅. If t = k, then we are done. So suppose t < k. We have

gFk ⊆ δnt FtF
−1
k Fk ⊆ δnt Ft(F

−1
t+1Ft+1)(F

−1
t+2Ft+2) · · · (F−1

k Fk).
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Hn

λ0Fn−1

λ1Fn−1

λ4Fn−1

λ2Fn−1

λ3Fn−1

Bn
n−2

Bn
n−3

λ′2Fn−2

λ′1Fn−2
λ′3Fn−2

λ′4Fn−2

Figure 5.7. The construction of Fn. The figure shows the first
three steps of the construction. In the first step a maximal disjoint
family of translates of Fn−1 within Hn is selected. In the second
step a maximal disjoint family of translates of Fn−2 within the
available part of Bn

n−2 is selected. In the third step a maximal
disjoint family of translates of Fn−3 (smallest circles without labels
in the figure) within the available part of Bn

n−3 is selected. This
induction process is repeated n times.

Hence

gFk(F
−1
k+1Fk+1) · · · (F−1

n−1Fn−1) ⊆ δnt Ft(F
−1
t+1Ft+1) · · · (F−1

n−1Fn−1).

However, by definition δnt Ft ⊆ Bn
t . So the right hand side of the expression above

is contained within Hn, and therefore gFk ⊆ Bn
k . Thus

gFk ⊆ Bn
k −

∪
k<m<n

δnmFm.

It now follows from the definition of δnk that gFk ∩ δnkFk ̸= ∅. This substantiates
our claim.

(Proof of 2). Fix k ∈ N. If n = k then the claim is clear. Now assume the claim
is true for all k ≤ m < n. Let g ∈ G satisfy gFk ∩ Fn ̸= ∅. By (1) we have that
gFk ∩ δnmFm ̸= ∅ for some k ≤ m < n. Let γ ∈ δnm be such that gFk ∩ γFm ̸= ∅.
Then γ−1gFk ∩ Fm ̸= ∅, so by the induction hypothesis γ−1gFk ∩Dm

k Fk ̸= ∅. By
the definition of Dn

k we have γDm
k ⊆ δnmD

m
k ⊆ Dn

k . Thus, gFk ∩Dn
kFk ̸= ∅. The

claim now follows from induction.
(Proof of 3). Fix k < n and let g ∈ G be such that gFk ⊆ Bn

k . We must
show gFk ∩ Dn

kFk ̸= ∅. We are done if gFk ∩ δnkFk ̸= ∅ since δnk = δnkD
k
k ⊆ Dn

k .
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So suppose gFk ∩ δnkFk = ∅. Recall that in the construction of Fn we defined
δnn−1 through δnk+1 first and then chose δnk so that its translates of Fk would be
maximally disjoint within Bn

k −
∪

k<m<n δ
n
mFm. Thus we cannot have gFk ⊆ Bn

k −∪
k<m<n δ

n
mFm as this would violate the definition of δnk . Since gFk ⊆ Bn

k , we
must have gFk ∩ (

∪
k<m<n δ

n
mFm) ̸= ∅. Let k < m < n and γ ∈ δnm be such that

gFk ∩ γFm ̸= ∅. Then γ−1gFk ∩ Fm ̸= ∅ and thus γ−1gFk ∩Dm
k Fk ̸= ∅ by (2).

Now we have γDm
k ⊆ δnmD

m
k ⊆ Dn

k so that gFk ∩Dn
kFk ̸= ∅. This completes the

proof of (3).
Considering (3), we have that in particular the Dn

k -translates of Fk are max-
imally disjoint within (though likely not contained in) Hn−1 since Hn−1 ⊆ Bn

k .
This establishes (iv). Since

∪
n∈NHn = G, it follows that the ∆k-translates of Fk

are maximally disjoint within G. By clause (ii) of Lemma 5.1.5, (∆n, Fn)n∈N is a
maximally disjoint blueprint. �

The previous theorem motivates the following definition.

Definition 5.3.4. Let (∆n, Fn)n∈N be a blueprint and let (Hn)n∈N be a growth
sequence. We say the blueprint (∆n, Fn)n∈N is guided by the growth sequence
(Hn)n∈N if the numbered clauses of Theorem 5.3.3 are satisfied. Specifically, if:

(i) F0 = H0;
(ii) Fn ⊆ Hn for all n ≥ 1;
(iii) for all n ≥ 1 the Dn

n−1-translates of Fn−1 are contained and maximally
disjoint within Hn;

(iv) for all n ≥ 1 and 0 ≤ k < n the Dn
k -translates of Fk are maximally disjoint

within Hn−1.

Notice that the blueprint in the previous definition is not required to be cen-
tered, maximally disjoint, nor directed. However, we do have the following.

Lemma 5.3.5. Let G be a countably infinite group and let (∆n, Fn)n∈N be a
blueprint guided by a growth sequence (Hn)n∈N. Then

(i) If (∆n, Fn)n∈N is centered, then it is directed and maximally disjoint
within G;

(ii) Hn ⊆ Fn+2F
−1
0 for all n ∈ N;

(iii) ψFk ∩ γHn ̸= ∅ =⇒ ψFk ⊆ γHn+1 =⇒ ψFk ⊆ γFn+2, for all n ≥ k,
ψ ∈ ∆k, and γ ∈ ∆n+2;

(iv) γh ∈ ∆kB ⇐⇒ σh ∈ ∆kB, for all n ≥ k, h ∈ Hn, γ, σ ∈ ∆n+2, and
B ⊆ Fk.

Proof. (i). Since the blueprint is centered Dn
k = 1GD

n
k ⊆ ∆k by conclusion

(i) of Lemma 5.1.4. Therefore ∆k is maximally disjoint within Hn−1 for all n > k
by clause (iv) of Definition 5.3.4. Since

∪
n>kHn−1 = G by clauses (ii) and (iii) of

Definition 5.3.2, it follows that the ∆k-translates of Fk are maximally disjoint within
G. Now let ψ1, ψ2 ∈ ∆k. Then ψ1Fk ∪ ψ2Fk ⊆ Hn−1 for some n > k. So ψ1Fk

and ψ2Fk must meet Dn
kFk by clause (iv) of Definition 5.3.4. However Dn

k ⊆ ∆k,
so it must be that ψ1, ψ2 ∈ Dn

k = 1GD
n
k ⊆ 1GFn. Thus ψ1Fk ∪ ψ2Fk ⊆ 1GFn and

(∆n, Fn)n∈N is directed.
(ii). If g ∈ Hn then gF0 ⊆ HnH0 ⊆ Hn+1. So by clause (iv) of Definition 5.3.4,

gF0 ∩ Dn+2
0 F0 ̸= ∅. By conclusion (ii) of Lemma 5.1.4, Dn+2

0 F0 ⊆ Fn+2. Thus
gF0 ∩ Fn+2 ̸= ∅ and g ∈ Fn+2F

−1
0 .
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(iii). If ψFk ∩ γHn ≠ ∅ then ψFk ⊆ γHnF
−1
k Fk ⊆ γHn+1. By clause (iv)

of Definition 5.3.4, we have ψFk ∩ γDn+2
k Fk ̸= ∅. However, γDn+2

k ⊆ ∆k by

conclusion (i) of Lemma 5.1.4 and so it must be that ψ ∈ γDn+2
k . It then follows

that ψFk ⊆ γDn+2
k Fk ⊆ γFn+2 by conclusion (ii) of Lemma 5.1.4.

(iv). Suppose ψ ∈ ∆k and γh ∈ ψB. Then γh ∈ ψFk ∩ γHn, so by (iii)
ψFk ⊆ γFn+2 and hence ψ ∈ γDn+2

k . It follows σγ−1ψ ∈ σDn+2
k ⊆ ∆k and

σh = σγ−1γh ∈ σγ−1ψB ⊆ ∆kB.

�

Centered blueprints guided by a growth sequence are centered, maximally dis-
joint, directed, and on top of this the close relationship between the blueprint and
the growth sequence is quite useful as well. These blueprints are the strongest type
of blueprints which we know exist for every countably infinite group.

We end this section with a quick application of blueprints. We do not know a
proof of this theorem which does not use blueprints. The theorem therefore appears
to be nontrivial.

Theorem 5.3.6. Let G be a countable group. Then the set of minimal elements
of 2G is dense.

Proof. If G is finite then every element of 2G is minimal. So suppose G
is countably infinite and let 1G = g0, g1, g2, . . . be the enumeration of G used in
defining the metric d on 2G. Let x ∈ 2G and let ϵ > 0. Let r ∈ N be such that
2−r < ϵ, and set A = {g0, g1, . . . , gr}. Let (∆n, Fn)n∈N be a directed maximally
disjoint blueprint with A ⊆ F0 (use Theorem 5.3.3).

Define y ∈ 2G by

y(g) =

{
x(a) if γ ∈ ∆0, a ∈ A, and g = γa

0 otherwise
.

Since the ∆0-translates of F0 are disjoint and A ⊆ F0, y is well defined. Also, we
have d(x, γ−1 · y) < ϵ for any γ ∈ ∆0. It remains to show that y is minimal (in
which case γ−1 · y is minimal as well). Let B ⊆ G be finite. By conclusion (vi) of
Lemma 5.1.5 there is a finite T ⊆ G so that for any g ∈ G there is t ∈ T such that

∀b ∈ BA−1 (gtb ∈ ∆0 ⇐⇒ b ∈ ∆0).

Let g ∈ G be arbitrary, and let t ∈ T be such that gtb ∈ ∆0 if and only if b ∈ ∆0

for every b ∈ BA−1. If b ∈ B and gtb = γa for some γ ∈ ∆0 and a ∈ A, then
gtba−1 = γ ∈ ∆0. Hence ba−1 ∈ ∆0 and b ∈ ∆0a. Similarly, if b ∈ ∆0a then
gtb ∈ ∆0a. It follows that y(gtb) = y(b) for all b ∈ B. Thus y is minimal by Lemma
2.4.5. �

5.4. Growth of blueprints

We will soon see that fundamental functions are highly useful. In fact, all
forthcoming results rely on these functions. Recall that canonical functions are
only partial functions. Their “free points” are precisely ∆nΛnbn−1 for n ≥ 1. In
order for these functions to be useful, we need to be able to ensure that they have
many free points. In other words, we want to be able to make |Λn| = |Dn

n−1| − 3
large for every n ≥ 1. In this section we will achieve this goal in the best possible
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way. Specifically, we will show that each Λn can be made as large as possible
relative to the size of Fn.

Let G be a group and let A,B ⊆ G be finite with 1G ∈ A. Define

ρ(B;A) = min{|D| : D ⊆ B and ∀g ∈ B (gA ⊆ B ⇒ gA ∩DA ̸= ∅)}.

This is well defined since B is finite. We tailored the definition of ρ so that it would
have the following properties.

Lemma 5.4.1. Let A,B ⊆ G be finite with 1G ∈ A.

(i) If ∆ ⊆ B and the ∆-translates of A are contained and maximally disjoint
within B, then |∆| ≥ ρ(B;A);

(ii) If 1G ∈ A′ ⊆ A then ρ(B;A′) ≥ ρ(B;A);
(iii) If C ⊆ G is finite and CA−1A ⊆ B then ρ(B;A) ≤ ρ(B − C;A) +

ρ(CA−1A;A);

Proof. For finite A′, B′ ⊆ G with 1G ∈ A′ define

S(B′;A′) = {D : D ⊆ B′ and ∀g ∈ B′ (gA′ ⊆ B′ ⇒ gA′ ∩DA′ ̸= ∅)}.

So ρ(B′;A′) = min{|D| : D ∈ S(B′;A′)}.
(i). If g ∈ B and gA ⊆ B, then since the ∆-translates of A are maximally

disjoint within B we have gA∩∆A ̸= ∅. Since the ∆-translates of A are contained
in B and 1G ∈ A we have ∆ ⊆ B. Therefore ∆ ∈ S(B;A) so we have |∆| ≥ ρ(B;A).

(ii). Let D ∈ S(B;A′) be such that |D| = ρ(B;A′). If g ∈ B and gA ⊆ B then
gA′ ⊆ gA ⊆ B so gA′ ∩DA′ ̸= ∅. So

∅ ̸= gA′ ∩DA′ ⊆ gA ∩DA.

Therefore D ∈ S(B;A) and ρ(B;A′) = |D| ≥ ρ(B;A).
(iii). Let D1 ∈ S(B − C;A) and D2 ∈ S(CA−1A;A) be such that |D1| =

ρ(B−C;A) and |D2| = ρ(CA−1A;A). Set D = D1 ∪D2. Then D ⊆ B. Let g ∈ B
be such that gA ⊆ B. We proceed by cases. Case 1: gA ⊆ B − C. Then we must
have gA ∩ D1A ̸= ∅. In particular, gA ∩ DA ̸= ∅. Case 2: gA ∩ C ̸= ∅. Then
gA ⊆ CA−1A, so gA∩D2A ̸= ∅ and hence gA∩DA ̸= ∅. Therefore D ∈ S(B;A).
So we have

ρ(B;A) ≤ |D| ≤ ρ(B − C;A) + ρ(CA−1A;A).

�

Note that clause (iv) of Definition 5.3.2 is equivalent to ρ(Hn;Hn−1) ≥ 3.
Clauses (i) and (ii) listed in the lemmma above were implicitly used in verifying
the growth property of the blueprint constructed in Theorem 5.3.3.

Lemma 5.4.2. Let G be an infinite group, and let A,B ⊆ G be finite with
1G ∈ A. For any ϵ > 0 there exists a finite C ⊆ G containing B such that

ρ(C;A) > |C|
|A| (1− ϵ).

Proof. Let ∆ ⊆ G be countably infinite and such that the ∆-translates of
AA−1 are disjoint and ∆AA−1A ∩B = ∅. Let λ1, λ2, . . . be an enumeration of ∆.
For each n ≥ 1, define

Bn = B ∪

 ∪
1≤k≤n

λkA

 .
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Fix n ≥ 1, and let D ⊆ Bn be such that gA ∩ DA ̸= ∅ whenever g ∈ Bn with
gA ⊆ Bn. It follows that for each 1 ≤ i ≤ n there is di ∈ D with diA ∩ λiA ̸= ∅.
Then

di ∈ λiAA
−1.

Since the ∆-translates of AA−1 are disjoint, the di’s are all distinct. Additionally,
diA ∩B ⊆ ∆AA−1A ∩B = ∅ so that ρ(Bn;A)− n ≥ ρ(B;A). Therefore we have

ρ(Bn;A)
|A|
|Bn|

≥ n|A|+ ρ(B;A)|A|
n|A|+ |B|

.

Clearly as n goes to infinity the fraction on the right goes to 1. So there is n ≥ 1

with ρ(Bn;A)
|A|
|Bn| > 1− ϵ and ρ(Bn;A) >

|Bn|
|A| (1− ϵ). Setting C = Bn completes

the proof. �

Definition 5.4.3. A function f : N → N is said to have subexponential growth
if for every u > 1 there is N ∈ N so that f(n) < un for all n ≥ N . Similarly,
f : N → N is said to have polynomial growth if there are a, b, d ∈ N so that for all
n ∈ N we have f(n) ≤ a · nd + b.

Lemma 5.4.4. If f, g : N → N have subexponential growth, then their product
has subexponential growth and the function h : N → N defined by h(n) = max{f(k) :
k ≤ n} has subexponential growth.

Proof. If u > 1, then there is N ∈ N with f(n) < (
√
u)n and g(n) < (

√
u)n

for all n ≥ N . It follows f(n) · g(n) < un for all n ≥ N so f · g has subexponential
growth. If the function h is bounded, then the claim is trivial. So suppose h is not
bounded. Let u > 1 and let N ∈ N be such that f(n) < un for all n ≥ N . Since
h is not bounded, there is M > N with h(M) > h(N). It follows that for every
n ≥ M there is N < k(n) ≤ n with h(n) = f(k(n)). Thus, for n ≥ M we have
h(n) = f(k(n)) < uk(n) ≤ un. We conclude h has subexponential growth. �

Lemma 5.4.5. Let G be an infinite group, and let A,B ⊆ G be finite with
1G ∈ A. If f : N → N has subexponential growth, then there exists a finite C ⊆ G
containing B such that 2ρ(C;A) > f(|C|).

Proof. Let N ∈ N be such that 2
n

2|A| > f(n) for all n ≥ N . Let B′ ⊆ G be a
finite set containing B with |B′| ≥ N . By Lemma 5.4.2 there exists a finite C ⊆ G

containing B′ with ρ(C;A) > 1
2
|C|
|A| . Then C ⊇ B and as |C| is at least N ,

2ρ(C;A) > 2
|C|
2|A| > f(|C|).

�

Definition 5.4.6. Fix a countably infinite group G, and let P be a property
of blueprints on G. We say the blueprints with property P can have any prescribed
growth (or can have any prescribed polynomial growth) if for any sequence (pn)n≥1

of functions of subexponential growth (respectively polynomial growth) there is a
blueprint (∆n, Fn)n∈N with property P satisfying for each n ≥ 1

|Λn| ≥ log2 max(pn(|Fn|), pn(|Bn|))
where Bn is a finite set satisfying ∆nBnB

−1
n = G. Similarly, if P is a property

of fundamental (or canonical) functions, then we say the collection of fundamen-
tal (canonical) functions with property P can have any prescribed growth (or can
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have any prescribed polynomial growth) if for any sequence (pn)n≥1 of functions
of subexponential growth (respectively polynomial growth) there is a function c
fundamental (canonical) with respect to a blueprint (∆n, Fn)n∈N such that c has
property P and for each n ≥ 1

|Θn| ≥ log2 max(pn(|Fn|), pn(|Bn|))
where Bn is a finite set satisfying ∆nBnB

−1
n = G.

In the previous definition, requiring ∆nBnB
−1
n = G instead of ∆nBn = G is a

significant detail. The reason is that it is possible for |BnB
−1
n | = |Bn|2 and therefore

pn(|BnB
−1
n |) = pn(|Bn|2). However, even though pn has subexponential growth,

the function qn defined by qn(k) = pn(k
2) may not (for example pn(k) = 2

√
k).

There is nothing formally wrong with this, but this is the reason why our proofs
do not work if the above definition is changed so that ∆nBn = G.

Lemma 5.4.7. Let G be a countably infinite group. If (pn)n≥1 is a sequence of
functions of subexponential growth and 1G ∈ A ⊆ G is finite, then there exists a
growth sequence (Hn)n∈N with H0 = A and ρ(Hn;Hn−1) ≥ log2 pn(|Hn|) for all
n ≥ 1.

Proof. Fix a sequence (An)n∈N with A0 = A and
∪

n∈NAn = G. Set H0 =
A0 = A. Now assume H0 through Hn−1 have been constructed for n > 0. Apply
the previous lemma to find a finite Hn ⊆ G satisfying

Hn ⊇ An ∪Hn−1(H
−1
0 H0)(H

−1
1 H1) · · · (H−1

n−1Hn−1)

and ρ(Hn;Hn−1) ≥ max(log2 pn(|Hn|), 3). It is easily checked that (Hn)n∈N is a
growth sequence with the desired property. �

Corollary 5.4.8. Let G be a countably infinite group and let 1G ∈ A ⊆ G
be finite. The blueprints (∆n, Fn)n∈N on G which are centered, guided by a growth
sequence, and have A ⊆ F0 can have any prescribed growth. In particular, the
blueprints on G which are centered, directed, maximally disjoint, and have A ⊆ F0

can have any prescribed growth.

Proof. Let (pn)n≥1 be a sequence of functions of subexponential growth. By
Lemma 5.4.4, we may assume that each pn is nondecreasing. For n ≥ 1 and k ∈ N,
define qn(k) = 8 · pn(k). Then (qn)n≥1 is a sequence of functions of subexponential
growth. By Lemma 5.4.7 there is a growth sequence (Hn)n∈N with H0 = A and
ρ(Hn;Hn−1) ≥ log2 qn(|Hn|) for all n ≥ 1. Apply Theorem 5.3.3 to get a maximally
disjoint, centered, directed, blueprint (∆n, Fn)n∈N guided by (Hn)n∈N. Then A =
F0. Set Bn = Fn and notice that ∆nBnB

−1
n = G. Fix n ≥ 1. By clause (iii) of

Theorem 5.3.3 and by clause (i) of Lemma 5.4.1 we have

|Dn
n−1| ≥ ρ(Hn;Fn−1).

By clause (ii) of Lemma 5.4.1 we have

ρ(Hn;Fn−1) ≥ ρ(Hn;Hn−1).

Therefore

|Λn| = |Dn
n−1| − 3 ≥ −3 + log2 qn(|Hn|)

= log2 pn(|Hn|) ≥ log2 max(pn(|Fn|), pn(|Bn|)).
�
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Corollary 5.4.9. Let G be a countably infinite group, let 1G ∈ A ⊆ G be
finite, and let R : A → 2 be a locally recognizable function. The functions which
are canonical with respect to a centered blueprint guided by a growth sequence and
which are also compatible with R can have any prescribed growth. In particular, the
collection of all fundamental functions can have any prescribed growth.

Proof. If (∆n, Fn)n∈N is a blueprint and c ∈ 2⊆G is canonical with respect
to this blueprint, then for each n ≥ 1 Θn = Λn. Therefore the claim immediately
follows from Corollary 5.4.8 and Theorem 5.2.5. �



CHAPTER 6

Basic Applications of the Fundamental Method

In this chapter, we finally get to reap some of the benefits of all the hard work
which went into the previous chapter. In this chapter we present quick and easy
yet satisfying applications of the tools we have developed. This chapter places
emphasis on the wide variety of constructions, properties, and proofs which can
be created using the tools from the previous chapter. Each section focuses on a
specific object from the previous chapter and relies primarily on this object to
prove an important and nontrivial result. All of our work will be in the spirit of a
general and recurrent procedure in this paper which we refer to as the fundamental
method. The fundamental method refers to the coordinated use of functions of
subexponential growth, locally recognizable functions, blueprints, and fundamental
functions in achieving a goal of constructing certain special elements of 2G. This
chapter will be a first step in convincing the reader that the fundamental method
provides tremendous control in constructing special elements of 2G.

6.1. The uniform 2-coloring property

This section focuses on the use of functions of subexponential growth. We begin
by proving that every countably infinite group has a 2-coloring. Shortly afterwards
we strengthen this to show that all countably infinite groups have the uniform
2-coloring property.

Theorem 6.1.1. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
blueprint, and for each n ≥ 1 let Bn be finite with ∆nBnB

−1
n = G. If c ∈ 2⊆G is

fundamental with respect to this blueprint and |Θn| ≥ log2 (2|Bn|4 + 1) for each
n ≥ 1, then c can be extended to a function c′ with |Θn(c

′)| > |Θn(c)|−log2 (2|Bn|4+
1) − 1 such that every x ∈ 2G extending c′ is a 2-coloring. In particular, every
countable group has a 2-coloring.

Proof. For each i ≥ 1, define Bi : N → {0, 1} so that Bi(k) is the ith digit
from least to most significant in the binary representation of k when k ≥ 2i−1 and
Bi(k) = 0 when k < 2i−1. Also, for each n ≥ 1, let s(n) be the smallest integer
greater than or equal to log2 (2|Bn|4+1) and fix any distinct θn1 , θ

n
2 , . . . , θ

n
s(n) ∈ Θn.

Fix an enumeration s1, s2, . . . of the nonidentity elements of G. For each n ≥ 1,
let Γn be the graph with vertex set ∆n and edge relation given by

(γ, ψ) ∈ E(Γn) ⇐⇒ γ−1ψ ∈ BnB
−1
n snBnB

−1
n or ψ−1γ ∈ BnB

−1
n snBnB

−1
n

for distinct γ, ψ ∈ ∆n. Then degΓn
(γ) ≤ 2|Bn|4 for each γ ∈ ∆n. We can therefore

find, via the usual greedy algorithm, a graph-theoretic (2|Bn|4 + 1)-coloring of Γn,
say µn : ∆n → {0, 1, . . . , 2|Bn|4}.

Define c′ ⊇ c by setting

c′(γθni bn−1) = Bi(µn(γ))

103
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for each n ≥ 1, γ ∈ ∆n, and 1 ≤ i ≤ s(n). Since 2s(n) ≥ 2|Bn|4 + 1, all integers 0
through 2|Bn|4 can be written in binary using s(n) digits. Thus no information is
lost between the µn’s and c′. Setting Θn(c

′) = Θn(c) − {θn1 , . . . , θns(n)} we clearly

have that c′ is fundamental and

|Θn(c
′)| = |Θn(c)| − s(n) > |Θn(c)| − log2 (2|Bn|4 + 1)− 1.

Fix 1G ̸= s ∈ G. Then s = sn for some n ≥ 1. Let V be the test region for
the ∆n membership test admitted by c. Set T = BnB

−1
n (V ∪ Θn(c)bn−1). Now

let x ∈ 2G be an arbitrary extension of c′, and let g ∈ G be arbitrary. Since
∆nBnB

−1
n = G, there is b ∈ BnB

−1
n with gb = γ ∈ ∆n. We proceed by cases.

Case 1: gsb ̸∈ ∆n. Since x ⊇ c, gb ∈ ∆n, and gsb ̸∈ ∆n, there is v ∈ V such
that x(gbv) ̸= x(gsbv). This completes this case since bv ∈ T .

Case 2: gsb ∈ ∆n. Then

(gb)−1(gsb) = b−1sb ∈ BnB
−1
n sBnB

−1
n .

Thus (gb, gsb) ∈ E(Γn) so µn(gb) ̸= µn(gsb). Consequently, there is 1 ≤ i ≤ s(n)
with x(gbθni bn−1) ̸= x(gsbθni bn−1). This completes this case since bθni bn−1 ∈ T . We
conclude x is a 2-coloring.

Now we show that every countable group has a 2-coloring. As mentioned pre-
viously, this is immediate for finite groups. So suppose G is a countably infinite
group. Define pn(k) = 2k4 + 1 for each n ≥ 1 and k ∈ N. Then (pn)n≥1 is a
sequence of functions of subexponential growth. By Corollary 5.4.9, there is a fun-
damental function c ∈ 2⊆G with |Θn| ≥ log2 pn(|Bn|) for all n ≥ 1. Applying the
above construction leads to the conclusion that there is a 2-coloring on G. �

Notice that this proof shows that for every 1G ̸= s ∈ G there is a finite set
T ⊆ G so that for all x ∈ 2G extending c′ and all g ∈ G we have

∃t ∈ T x(gst) ̸= x(gt)

(the main point here is that T did not depend on the extension x ∈ 2G). This is
actually a general phenomenon as the following proposition shows.

Proposition 6.1.2. Let G be a countably infinite group, and let c ∈ 2⊆G have
the property that every x ∈ 2G extending c is a 2-coloring. Then

(i) for every nonidentity s ∈ G there is a finite T ⊆ G so that for all g ∈ G
there is t ∈ T with gt, gst ∈ dom(c) and c(gt) ̸= c(gst);

(ii) if E(c) = {x ∈ 2G : c ⊆ x} is the set of full extensions of c, then G · E(c)
is a free subflow of 2G.

Proof. (i). Towards a contradiction, suppose there is a nonidentity s ∈ G
such that no finite set T exists satisfying (i). First suppose that there is g ∈ G such
that for all h ∈ G c(gh) = c(gsh) whenever gh, ghs ∈ dom(c). Define x ∈ 2G by
setting x(gh) = c(gsh) when gsh ∈ dom(c), x(gsh) = c(gh) when gh ∈ dom(c), and
x(gh) = x(gsh) = 0 if gh, gsh ̸∈ dom(c). Then x is well defined and s−1 · (g−1 ·x) =
g−1 ·x. This is a contradiction since x extends c and hence must be a 2-coloring, in
particular must be aperiodic. Now suppose that for every g ∈ G there is h ∈ G with
gh, gsh ∈ dom(c) and c(gh) ̸= c(gsh). Let (An)n∈N be an increasing sequence of
finite subsets of G with

∪
n∈NAn = G. For each n ∈ N, s and An do not satisfy (i)

so there is gn ∈ G with c(gna) = c(gnsa) whenever a ∈ An and gna, gnsa ∈ dom(c).
The set {gn : n ∈ N} cannot be finite as otherwise we would be in the first case
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treated above. Therefore, since the An’s are increasing we can replace the gn’s with
a subsequence if necessary and assume that for n ̸= k ∈ N

(gnAn ∪ gnsAn) ∩ (gkAk ∪ gksAk) = ∅.

Define y ∈ 2⊆G as follows. If n ∈ N and a ∈ An, set y(gna) = c(gnsa) if gnsa ∈
dom(c) and y(gnsa) = c(gna) if gna ∈ dom(c). Then y(h) = c(h) whenever h ∈
dom(y) ∩ dom(c). So y ∪ c ∈ 2⊆G. Define x ∈ 2G by setting x(h) = (y ∪ c)(h) if
h ∈ dom(y) ∪ dom(c) and x(h) = 0 otherwise. For any h ∈ G there is n ∈ N with
h ∈ An and hence

[s−1 · (g−1
n · x)](h) = x(gnsh) = x(gnh) = (g−1

n · x)(h).

Since the action of G on 2G is continuous, it follows that if z ∈ 2G is any limit point
of (g−1

n · x)n∈N then s−1 · z = z. However, this is a contradiction since x extends c
and hence must be a 2-coloring.

(ii). Fix a nonidentity s ∈ G. Let T ⊆ G be as in (i). Let x ∈ E(c), let g ∈ G,
and let y = g · x ∈ G · E(c). Then by (i) there is t ∈ T with

y(t) = (g · x)(t) = x(g−1t) ̸= x(g−1st) = (g · x)(st) = y(st) = (s−1 · y)(t).

By considering the metric d on 2G, it follows that there is an ϵ > 0 depending only
on s such that for all y ∈ G ·E(c) d(y, s−1 · y) > ϵ. By the continuity of the action

of G on 2G it follows that if z ∈ G · E(c) then d(z, s−1 · z) ≥ ϵ. In particular,

s−1 · z ̸= z. Since s ∈ G − {1G} was arbitrary, we conclude that G · E(c) is a free
subflow. �

Proposition 6.1.3. Let G be a countably infinite group, (∆n, Fn)n∈N a blue-
print, and c ∈ 2⊆G a fundamental function with Θn ̸= ∅ for all n ≥ 1. Then c can
be extended to a function x ∈ 2G with the property that for every nonidentity s ∈ G
there are infinitely many g ∈ G with x(g) ̸= x(sg).

Proof. Fix any θn ∈ Θn for each n ≥ 1. Enumerate G−{1G} as s1, s2, . . . so
that every nonidentity group element is enumerated infinitely many times. Induc-
tively define an increasing sequence kn of natural numbers as follows. For n = 1
let k1 = 1. In general suppose km, 1 ≤ m ≤ n, have all been defined. Then let
kn+1 > kn be the least such that

θkn+1bkn+1−1, sn+1θkn+1bkn+1−1 ̸∈ {θkmbkm−1, smθkmbkm−1 : 1 ≤ m ≤ n}.

Such kn+1 exists since the set of all θnbn−1, n ≥ 1, is infinite. This finishes the
definition of all kn. As a result, the elements

θk1bk1−1, s1θk1bk1−1, θk2bk2−1, s2θk2bk2−1, . . . , θknbkn−1, snθknbkn−1, . . .

are all distinct.
Since θknbkn−1 ̸∈ dom(c) for all n ≥ 1, we can clearly extend c to an x ∈ 2G

such that for all n ≥ 1, x(snθknbkn−1) ̸= x(θknbkn−1). �

An important theorem will be drawn from the previous proposition momentar-
ily, but first we consider orthogonality.

Proposition 6.1.4. Let G be a countably infinite group, and let c ∈ 2⊆G be
fundamental with Θn ̸= ∅ for each n ≥ 1. Then for each τ ∈ 2N there is a
fundamental cτ ⊇ c with |Θn(cτ )| = |Θn(c)| − 1 for each n ≥ 1 and with the
property that if τ ̸= σ ∈ 2N, x, y ∈ 2G, x ⊇ cτ , and y ⊇ cσ, then x and y are
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orthogonal. Additionally, for each τ ∈ 2N there is xτ ∈ 2G extending cτ such that
{xτ : τ ∈ 2N} is a perfect set.

Proof. Let (∆n, Fn)n∈N be the blueprint corresponding to c. For each n ≥ 1
pick θn ∈ Θn. For τ ∈ 2N, we define cτ ⊇ c by setting

cτ (γθnbn−1) = τ(n− 1)

for each n ≥ 1 and γ ∈ ∆n. If we define xτ ⊇ cτ by letting xτ be zero on
G − dom(cτ ), then the map τ 7→ xτ is one-to-one and continuous. Therefore
{xτ : τ ∈ 2N} is a perfect set.

Let Bn be finite with ∆nBnB
−1
n = G and let Vn be the test region for the ∆n

membership test admitted by c. Set Tn = BnB
−1
n (Vn ∪ {θnbn−1}). Now suppose

τ ̸= σ ∈ 2N, and let n ≥ 1 satisfy τ(n − 1) ̸= σ(n − 1). Let x, y ∈ 2G with x ⊇ cτ
and y ⊇ cσ, and let g1, g2 ∈ G be arbitrary. We will show that there is t ∈ Tn with
x(g1t) ̸= y(g2t). There is b ∈ BnB

−1
n with g1b ∈ ∆n. We proceed by cases.

Case 1: g2b ̸∈ ∆n. Since g1b ∈ ∆n and g2b ̸∈ ∆n, there is v ∈ Vn with
x(g1bv) ̸= y(g2bv). This completes this case since bv ∈ Tn.

Case 2: g2b ∈ ∆n. Then x(g1bθnbn−1) = τ(n− 1) ̸= σ(n− 1) = y(g2bθnbn−1).
This completes this case as bθnbn−1 ∈ Tn. �

Notice that in the previous proof, the set witnessing the orthogonality, Tn,
depended only on the n ≥ 1 satisfying τ(n− 1) ̸= σ(n− 1). We will need this fact
shortly.

The fact that functions of subexponential growth are closed under multiplica-
tion together with the abstract nature of the definition of fundamental functions
allows one to easily stack constructions on top of one another, as the next three
results demonstrate.

Theorem 6.1.5. Every countably infinite group has a strong 2-coloring.

Proof. For n ≥ 1 and k ∈ N define pn(k) = 2·2k4. Then (pn)n≥1 is a sequence
of functions of subexponential growth. By Corollary 5.4.9, there is a fundamental
c ∈ 2⊆G with

|Θn| ≥ log2 (4|Bn|4 + 2) = 1 + log2 (2|Bn|4 + 1)

for each n ≥ 1, where Bn satisfies ∆nBnB
−1
n = G. Now apply Theorem 6.1.1 and

Proposition 6.1.3, in that order. �

Theorem 6.1.6. If G is a countably infinite group, then G has the uniform
2-coloring property. In particular, there is a perfect set of pairwise orthogonal 2-
colorings on G.

Proof. The proof is nearly identical to that of the previous theorem. The only
difference is to apply Theorem 6.1.1 and Proposition 6.1.4, in that order. This im-
mediately shows that there is a perfect set of pairwise orthogonal 2-colorings on G.
The collection of functions constructed, together with the comments immediately
following the proofs of Theorem 6.1.1 and Proposition 6.1.4, directly demonstrate
that G has the uniform 2-coloring property. �

Theorem 6.1.7. If G is a countably infinite group, then there is an uncountable
collection of pairwise orthogonal strong 2-colorings on G.
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Proof. Same proof as the previous two theorems, except use the functions
pn(k) = 4(2k4 + 1). At the end, apply Theorem 6.1.1, Proposition 6.1.4, and
Proposition 6.1.3, in that order. �

6.2. Density of 2-colorings

This section focuses on applications of locally recognizable functions. We begin
by revealing just how plentiful these functions are.

Proposition 6.2.1. If G is a countably infinite group, B ⊆ G is finite, and
Q : B → 2 is any function, then there exists a nontrivial locally recognizable function
R : A→ 2 extending Q.

Proof. By defining Q(1G) = 0 if necessary, we may assume 1G ∈ B. Set
B1 = B. Choose any a ̸= b ∈ G − B1 and set B2 = B1 ∪ {a, b}. Next chose any
c ∈ G − (B2B2 ∪ B2B

−1
2 ) and set B3 = B2 ∪ {c} = B1 ∪ {a, b, c}. Let A = B3B3

and define R : A→ 2 by

R(g) =


Q(g) if g ∈ B1

Q(1G) if g ∈ {a, b, c}
1−Q(1G) if g ∈ A−B3.

We claim R is a locally recognizable function (it is clearly nontrivial). Towards
a contradiction, suppose there is y ∈ 2G extending R such that for some 1G ̸= g ∈ A
y(gh) = y(h) for all h ∈ A. In particular, y(g) = y(1G) = R(1G) so g ∈ B3. We
first point out that at least one of a, b, or c is not an element of gB3. We prove this
by cases. Case 1: g ∈ B2. Then c ̸∈ gB2 ⊆ B2B2 and c ̸= gc since g ̸= 1G. Thus
c ̸∈ gB3. Case 2: g ∈ B3 − B2 = {c}. Then g = c. Since c ̸∈ B2B

−1
2 , a, b ̸∈ cB2.

If a, b ∈ cB3 then we must have a = c2 = b, contradicting a ̸= b. We conclude
{a, b} ̸⊂ cB3 = gB3.

The key point now is that {a, b, c} ⊆ {h ∈ A : y(h) = y(1G)} ⊆ B3 but
{a, b, c} ̸⊆ gB3 ⊆ A. Therefore

|{h ∈ B3 : y(gh) = y(1G)}| < |{h ∈ A : y(h) = y(1G)}|
= |{h ∈ B3 : y(h) = y(1G)}| = |{h ∈ B3 : y(gh) = y(1G)}|.

This is clearly a contradiction. �
Corollary 6.2.2. Let G be a countably infinite group, x ∈ 2G, and ϵ > 0.

Then there exists a nontrivial locally recognizable function R : A→ 2 such that for
any fundamental c ∈ 2⊆G compatible with R and any y ∈ 2G extending c there is
g ∈ G with d(x, g · y) < ϵ.

Proof. Let k ∈ N be such that 2−k < ϵ, and let B = {g0, g1, . . . , gk}, where
g0, g1, . . . is the fixed enumeration of G used in defining the metric d. Set Q = x|B
and apply the previous proposition to get a nontrivial locally recognizable function
R : A→ 2 extending Q.

Now let c be fundamental with respect to some (∆n, Fn)n∈N and be compatible
with R. Let y ∈ 2G extend c and set g = (γγ1)

−1 for any γ ∈ ∆1. Then for
every a ∈ A, (g · y)(a) = y(g−1a) = R(a). So in particular, for every b ∈ B
(g · y)(b) = y(g−1b) = R(b) = x(b). Therefore d(x, g · y) < ϵ. �

Theorem 6.2.3. If G is a countably infinite group, then the collection of 2-
colorings on G is dense in 2G.
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Proof. Arbitrarily fix x ∈ 2G and ϵ > 0. First apply Corollary 6.2.2 to
obtain a nontrivial locally recognizable function R such that for any fundamental
c compatible with R and any y ∈ 2G extending c, there is g ∈ G with d(x, g ·
y) < ϵ. Next follow the final argument in the proof of Theorem 6.1.1 to obtain a
fundamental c compatible with R such that every y ∈ 2G extending c is a 2-coloring.
Let y be an arbitrary element of 2G extending c. Let g ∈ G be as promised above.
Then y is a 2-coloring, and so is g · y. We now have d(x, g · y) < ϵ. This completes
the proof of the theorem. �

Theorem 6.2.4. Let G be a countably infinite group, x ∈ 2G, and ϵ > 0. Then
there is a perfect set of pairwise orthogonal 2-colorings within the ϵ-ball about x.

Proof. Arbitrarily fix x ∈ 2G and ϵ > 0. First appy Corollary 6.2.2 to ob-
tain a locally recognizable function R, and then apply the final argument in the
proof of Theorem 6.1.1 to obtain a fundamental c compatible with R. Next apply
Proposition 6.1.4 to obtain a perfect set {xτ : τ ∈ 2N} of pairwise orthogonal 2-
colorings extending c. Now by the proof of Proposition 6.2.2, if we let g = (γγ1)

−1

for any γ ∈ ∆1, we have d(x, g · xτ ) < ϵ. Note that this g only depends on the
blueprint inducing c, and in particular does not depend on τ . We thus obtained a
set {g · xτ : τ ∈ 2N} of pairwise orthogonal 2-colorings within the ϵ-ball about x.
By the continuity of the group action, {g · xτ : τ ∈ 2N} = g · {xτ : τ ∈ 2N} is still
perfect. �

We use the following notation. If c ∈ 2⊆G, we let c ∈ 2G denote the conjugate
of c:

c(g) = 1− c(g), for all g ∈ dom(c).

Proposition 6.2.5. Let G be a countably infinite group, let B ⊆ G be finite
but nonempty, and let Q : B → 2 be an arbitrary function. Then there exists a
nontrivial locally recognizable function R : A → 2 extending Q with the property
that if c ∈ 2⊆G is fundamental and compatible with R, x, y ∈ 2G, x ⊇ c, y ⊇ c, then
x is orthogonal to y. In particular, if c ∈ 2⊆G is canonical and compatible with R
and x ∈ 2G extends c, then x is orthogonal to its conjugate x.

Proof. By applying Proposition 6.2.1 if necessary, we may assume Q is a
nontrivial locally recognizable function. Choose a finite C ⊆ G disjoint from B
and having cardinality strictly greater than B. In particular |C| ≥ 2. Let R :
BC−1C ∪C → 2 extend Q and have value 1−Q(1G) on (BC−1C ∪C)−B. Then
R is a nontrivial locally recognizable function.

Let c ∈ 2⊆G be fundamental with respect to some (∆n, Fn)n∈N and compatible
with R. Let x, y ∈ 2G with x ⊇ c and y ⊇ c. Let H be finite with ∆1H = G. Set
T = H−1γ1C and let g1, g2 ∈ G be arbitrary. There is h ∈ H−1 with g1h ∈ ∆1.
Then hγ1C ⊆ T . Towards a contradiction, suppose x(g1hγ1χ) = y(g2hγ1χ) for all
χ ∈ C. Then y(g2hγ1χ) = 1−Q(1G) for all χ ∈ C. However, it is easy to see that
c is fundamental with respect to (∆n, Fn)n∈N and compatible with R. So

g2hγ1C ⊆ {u ∈ G : y(u) = R(1G)}.

By clause (iv) of Theorem 5.2.5 and the definition of fundamental functions,

{u ∈ G : y(u) = R(1G)} ⊆ ∆1(γ1F0 ∪D1
0) ∪

∪
n≥1

∆nΛnbn−1.
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However, it is easy to see that for all n ≥ 1, ∆nΛnbn−1 ⊆ ∆1D
1
0. Hence we actually

have that g2hγ1C ⊆ ∆1(γ1F0 ∪D1
0).

If g2hγ1χ = ψ ∈ ∆1(D
1
0 − {γ1}), then since C = χ(χ−1C) ⊆ χF0 we have

(g2hγ1C − {g2hγ1χ}) ⊆ (ψF0 − {ψ}) ⊆ G−∆1(γ1F0 ∪D1
0).

Since |C| ≥ 2, this is a contradiction to our previous statement. So it must be that
g2hγ1C ⊆ ∆1γ1F0. Let ψ ∈ ∆1 be such that g2hγ1C ∩ ψγ1F0 ̸= ∅. For f ∈ F0 we
have y(ψγ1f) = R(1G) = 1 − Q(1G) only if f ∈ B. So g2hγ1C ∩ ψγ1B ̸= ∅, and
therefore g2hγ1C ⊆ ψγ1BC

−1C ⊆ ψγ1F0. It follows g2hγ1C ⊆ ψγ1B, but then

|C| = |g2hγ1C| ≤ |ψγ1B| = |B| < |C|
which is a contradiction. Therefore there is χ ∈ C with x(g1hγ1χ) ̸= y(g2hγ1χ).
We conclude x and y are orthogonal. �

Corollary 6.2.6. Let G be a countably infinite group, x ∈ 2G, and ϵ > 0.
Then there is a conjugation invariant perfect set of pairwise orthogonal 2-colorings
contained in the union of the balls of radius ϵ about x and x.

Proof. Fix x ∈ 2G and ϵ > 0. Apply Proposition 6.2.2 to obtain a locally
recognizable function Q, and then use Proposition 6.2.5 to get a locally recognizable
function R extending Q. The rest of the proof follows that of Theorem 6.2.4. �

6.3. Characterization of the ACP

This section focuses on the uses of blueprints. We begin by constructing a
blueprint which will be needed in Sections 7.5 and 9.3. Afterwards, we construct
another blueprint and use it to characterize those groups which have the ACP.

Proposition 6.3.1. Let G be a countably infinite group. Then there is a
centered blueprint (∆n, Fn)n∈N guided by a growth sequence such that for every
g ∈ G − Z(G) and every n ≥ 1 there are infinitely many γ ∈ ∆n with γg ̸= gγ.
Furthermore, if (pn)n≥1 and (qn)n≥1 are functions and each pn has subexponential
growth, then there is a blueprint having the properties listed in the previous sentence
and with

|Λn| ≥ qn(|Fn−1|) + log2 (pn(|Fn|))
for all n ≥ 1.

Proof. Let (pn)n≥1 and (qn)n≥1 be sequences of functions with each pn of
subexponential growth. We may assume that each pn and qn are nondecreasing.
Let R : A → 2 be any nontrivial locally recognizable function. Without loss of
generality 1G ∈ A. Let (An)n∈N be a sequence of finite subsets of G with A0 = A
and

∪
n∈NAn = G. Set H0 = A0. In general, once H0 through Hn−1 have been

constructed, define Hn as follows. Let Cn be a finite set such that the Cn-translates
of Hn−1 are disjoint, CnHn−1 ∩Hn−1 = ∅, and for every h ∈ Hn−1 − Z(G) there
is c ∈ Cn with ch ̸= hc. Then choose Hn so that

Hn ⊇ CnHn−1 ∪An ∪Hn−1(H
−1
0 H0) · · · (H−1

n−1Hn−1)

and ρ(Hn;Hn−1) ≥ 3 + qn(|Hn−1|) + log2 (pn(|Hn|)). The sequence (Hn)n∈N is
then a growth sequence.

Recall that in the proof of Theorem 5.3.3 each δnn−1 was chosen arbitrarily aside
from the requirement that 1G ∈ δnn−1 and the δnn−1-translates of Fn−1 be maximally
disjoint and contained within Hn. We may therefore require that Cn ⊆ δnn−1
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for every n ≥ 1. Let (∆n, Fn)n∈N be the blueprint constructed from Theorem
5.3.3 with this change. Then this blueprint is centered and guided by (Hn)n∈N.
Notice δnn−1 = Dn

n−1 ⊆ ∆n−1. Suppose g ∈ G − Z(G). Let n ≥ 1 be such
that g ∈ Hn−1. Then by the definition of Cm for m ≥ n, we have that there is
γm ∈ Cm ⊆ δmm−1 ⊆ ∆m−1 with γmg ̸= gγm. If k > m ≥ n, then γk ̸= γm since
γm ∈ Fm ⊆ Fk and γk ̸= 1G. Since (∆n)n∈N is a decreasing sequence (clause (i) of
Lemma 5.1.5), it follows that for every m ≥ 1 there are infinitely many elements of
∆m which do not commute with g (namely γk for all k ≥ max(n,m)).

If we set Bn = Fn, then the last claim is satisfied as well since each pn and
each qn is nondecreasing and

|Λn| ≥ ρ(Hn;Hn−1)− 3

(see the proof of Corollary 5.4.8). �

The proposition below constructs a blueprint which is essential in characterizing
which groups have the ACP. Recall the notation ZG(g) = {h ∈ G : hg = gh}.

Proposition 6.3.2. Let G be a countably infinite group with an element u ̸= 1G
satisfying |ZG(u

i)| <∞ whenever i ∈ Z and ui ̸= 1G, and let 1G ∈ A ⊆ G be finite
with u · A = A. Then there is a blueprint (∆n, Fn)n∈N such that u ·∆n = ∆n for
every n ∈ N and with F0 = A. Furthermore, the blueprints with this property can
have any prescribed polynomial growth.

Proof. Since ⟨u⟩ ⊆ ZG(u), the order of u must be finite. So finding a finite
set A with u · A = A is not an obstacle to applying this proposition. Notice for
i, j ∈ Z, g ∈ G, and F ⊆ G we have

uigF ∩ ujgF ̸= ∅ ⇐⇒ g−1ui−jg ∈ FF−1.

Also for g, h ∈ G and i ∈ Z

g−1uig = h−1uih⇐⇒ hg−1 ∈ ZG(u
i).

Thus, it follows that if F ⊆ G is finite, then for all but finitely many g ∈ G the
⟨u⟩-translates of gF are disjoint. For finite subsets F ⊆ G, define V (F ) to be
the finite (possibly empty) set consisting of all g ∈ G with the property that the
⟨u⟩-translates of gF are not disjoint. Notice that u · V (F ) = V (F ). By the above
remarks, we have that

V (F ) = {g ∈ G : ∃i ∈ Z ui ̸= 1G and g−1uig ∈ FF−1}.

So if M = max{|ZG(u
i)| : i ∈ Z and ui ̸= 1G} then

|V (F )| ≤ |⟨u⟩| ·M · |FF−1|.

Notice that if g, h ∈ G and hF ∩⟨u⟩gF = ∅, then immediately we have ⟨u⟩hF ∩
⟨u⟩gF = ∅. Of particular importance, if F,H ⊆ G are finite, u · H = H, and
H ∩ V (F ) = ∅, then there exists a set δ such that u · δ = δ and the δ-translates of
F are contained and maximally disjoint within H.

By considering the function V , it is easy to modify the proof of Lemma 5.4.2
to arrive at the following conclusion. If A,B ⊆ G are finite, 1G ∈ A, and ϵ > 0,

then there is a finite C ⊆ G containing B with u ·C = C and ρ(C;A) > |C|
|A| (1− ϵ).

The changes to the proof of Lemma 5.4.2 are the following. Replace B with ⟨u⟩B
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if necessary so that u ·B = B. By avoiding the finite set V (AA−1), one can choose
∆ so that u ·∆ = ∆. The computation in the proof shows that

C = B ∪ ΛA

satisfies ρ(C;A) > |C|
|A| (1− ϵ) as long as Λ is a sufficiently large finite subset of ∆.

We can of course choose a sufficiently large Λ ⊆ ∆ with u · Λ = Λ, and hence we
obtain a C satisfying the inequality and with u · C = C.

An immediate consequence to the previous paragraph is the following. If A,B ⊆
G are finite, 1G ∈ A, and f : N → N is a function of subexponential growth, then
there is a finite C ⊆ G containing B with u · C = C and 2ρ(C;A) > f(|C|) (see
Lemma 5.4.5).

Let (pn)n≥1 be a sequence of functions of polynomial growth. We may suppose
that each pn is nondecreasing. For n ≥ 1 and k ∈ N define

qn(k) = 8pn(2 · |⟨u⟩| ·M · k4).

Then (qn)n≥1 is a sequence of functions of polynomial growth. Let (An)n∈N be an
increasing sequence of finite subsets of G with G =

∪
n∈NAn and A0 = A. Set

H0 = A0. Once H0 through Hn−1 have been defined, use the previous paragraph
to find a finite Hn ⊆ G satisfying u ·Hn = Hn,

Hn ⊇ An ∪ V (Hn−1)Hn−1H
−1
n−1Hn−1 ∪Hn−1(H

−1
0 H0)(H

−1
1 H1) · · · (H−1

n−1Hn−1),

and

ρ(Hn;Hn−1) ≥ log2 qn(|Hn|) + ρ(V (Hn−1)Hn−1H
−1
n−1Hn−1;Hn−1).

The sequence (Hn)n∈N is easily checked to be a growth sequence. Notice that by
clause (iii) of Lemma 5.4.1

ρ(Hn;Hn−1) ≥ log2 qn(|Hn|) + ρ(V (Hn−1)Hn−1H
−1
n−1Hn−1;Hn−1)

implies

ρ(Hn − V (Hn−1)Hn−1;Hn−1) ≥ log2 qn(|Hn|).
Set F0 = H0 = A0 = A. Then 1G ∈ F0 and u · F0 = F0. So 1G ∈ V (F0)

and for any finite F ⊆ G containing F0 we have 1G ∈ V (F ). Suppose F0 through
Fn−1 have been defined with the property that for all 0 ≤ m < n, u · Fm = Fm.
Let δ ⊆ G be such that u · δ = δ and the δ-translates of Fn−1 are contained and
maximally disjoint within Hn − V (Hn−1)Hn−1. Notice that

|δ| ≥ ρ(Hn − V (Hn−1)Hn−1;Fn−1)
≥ ρ(Hn − V (Hn−1)Hn−1;Hn−1) ≥ log2 qn(|Hn|) ≥ 3.

Set δnn−1 = δ ∪ {1G}. Then δnn−1Fn−1 = δFn−1 ∪ Fn−1, and so

u · (δnn−1Fn−1) = δnn−1Fn−1.

Now suppose that δnn−1 through δnk+1 have been defined for some 0 ≤ k < n − 1.
Inductively assume that for all n+ 1 ≥ j ≥ k + 1, u · (δnj Fj) = δnj Fj . Define

Bn
k = {g ∈ G : {g}(F−1

k+1Fk+1)(F
−1
k+2Fk+2) · · · (F−1

n−1Fn−1) ⊆ Hn}

and notice that u ·Bn
k = Bn

k and Hn−1 ⊆ Bn
k . Let δ

n
k ⊆ G be such that u · δnk = δnk

and the δnk -translates of Fk are contained and maximally disjoint within

Bn
k − V (Hk)Hk −

∪
k<m<n

δnmFm.
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Denoting the set displayed above by S, then S ∩ V (Fk) = ∅ since 1G ∈ Fk ⊆ Hk

and V (Fk) ⊆ V (Hk). This, together with u · S = S, guarantees that δnk exists.
Finally, define

Fn =
∪

0≤k<n

δnkFk.

Then u · Fn = Fn.
We now apply Lemma 5.3.1 to get a pre-blueprint (∆̃n, Fn)n∈N (conditions (i)

through (v) of Lemma 5.3.1 are clearly satisfied). To be specific, for k ∈ N set

D̃k
k = {1G} and for n > k define

D̃n
k =

∪
k≤m<n

δnmD̃
m
k .

Then define ∆̃k =
∪

n≥k D̃
n
k .

We claim that u · (D̃n
k − {1G}) = D̃n

k − {1G} for all n, k ∈ N with n ≥ k. Fix
k ∈ N. The claim is obvious when n = k. Now let n > k and suppose the claim is
true for n− 1. Recall from our construction that u · δnm = δnm for all 0 ≤ m < n− 1
and that u · (δnn−1 − {1G}) = δnn−1 − {1G}. We have

D̃n
k − {1G} =

 ∪
k≤m<n−1

δnmD̃
m
k

 ∪ (δnn−1 − {1G})D̃n−1
k ∪ (D̃n−1

k − {1G})

so the claim follows by induction.
We claim that (∆̃n, Fn)n∈N is a blueprint. For k ∈ N define Tk = V (Hk)HkH

−1
k .

It will suffice to show that ∆̃kTk = G. We proceed to verify the following three
facts.

(1) If n > k, g ∈ G, and gFk∩Fn ̸= ∅, then either g ∈ Tk or else gFk∩δnmFm ̸=
∅ for some k ≤ m < n;

(2) gFk ∩ Fn ̸= ∅ =⇒ g ∈ D̃n
kTk for all g ∈ G and k ≤ n;

(3) gFk ⊆ Bn
k =⇒ g ∈ D̃n

kTk for all g ∈ G and k < n.

(Proof of 1). Let n > k and g ∈ G satisfy gFk ∩ Fn ̸= ∅. It suffices to show
that if g ̸∈ Tk and gFk ∩ δnmFm = ∅ for all k < m < n then gFk ∩ δnkFk ̸= ∅ (since
this will validate the claim with m = k). As Fn =

∪
0≤t<n δ

n
t Ft, there is 0 ≤ t ≤ k

with gFk ∩ δnt Ft ̸= ∅. If t = k, then we are done. So suppose t < k. We have

gFk ⊆ δnt FtF
−1
k Fk ⊆ δnt Ft(F

−1
t+1Ft+1)(F

−1
t+2Ft+2) · · · (F−1

k Fk).

Hence

gFk(F
−1
k+1Fk+1) · · · (F−1

n−1Fn−1) ⊆ δnt Ft(F
−1
t+1Ft+1) · · · (F−1

n−1Fn−1).

However, by definition δnt Ft ⊆ Bn
t . So the right hand side of the expression above is

contained within Hn, and therefore gFk ⊆ Bn
k . Also g ̸∈ Tk implies gFk is disjoint

from V (Hk)Hk. Thus

gFk ⊆ Bn
k − V (Hk)Hk −

∪
k<m<n

δnmFm.

It now follows from the definition of δnk that gFk ∩ δnkFk ̸= ∅. This substantiates
our claim.

(Proof of 2). Fix k ∈ N. We prove the claim by an induction on n ≥ k. If
n = k then the claim is clear. Now assume the claim is true for all k ≤ m < n. Let
g ∈ G satisfy gFk ∩Fn ̸= ∅. If g ∈ Tk then we are done since 1G ∈ D̃n

k . So we may
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assume g ̸∈ Tk. By (1) we have that gFk ∩ δnmFm ̸= ∅ for some k ≤ m < n. Let
γ ∈ δnm be such that gFk ∩ γFm ̸= ∅. Then γ−1gFk ∩Fm ̸= ∅, so by the induction

hypothesis γ−1g ∈ D̃m
k Tk. By the definition of D̃n

k we have γD̃m
k ⊆ δnmD̃

m
k ⊆ D̃n

k .

Thus, g ∈ D̃n
kTk.

(Proof of 3). Fix k < n and let g ∈ G be such that gFk ⊆ Bn
k . We must

show g ∈ D̃n
kTk. We are done if gFk ∩ δnkFk ̸= ∅ since FkF

−1
k ⊆ Tk and δnk =

δnk D̃
k
k ⊆ D̃n

k . So suppose gFk ∩ δnkFk = ∅. Recall that in the construction of
Fn we defined δnn−1 through δnk+1 first and then chose δnk so that its translates of
Fk would be maximally disjoint within Bn

k − V (Hk)Hk −
∪

k<m<n δ
n
mFm. Thus

we cannot have gFk ⊆ Bn
k − V (Hk)Hk −

∪
k<m<n δ

n
mFm as this would violate the

definition of δnk . Since gFk ⊆ Bn
k , we must have either gFk ∩ V (Hk)Hk ̸= ∅ or

gFk ∩ (
∪

k<m<n δ
n
mFm) ̸= ∅. If gFk ∩ V (Hk)Hk ̸= ∅ then g ∈ V (Hk)HkF

−1
k ⊆

Tk ⊆ D̃n
kTk. So we may suppose gFk ∩ (

∪
k<m<n δ

n
mFm) ̸= ∅. Let k < m < n

and γ ∈ δnm be such that gFk ∩ γFm ̸= ∅. Then γ−1gFk ∩ Fm ̸= ∅ and thus

γ−1g ∈ D̃m
k Tk by (2). Now we have γD̃m

k ⊆ δnmD̃
m
k ⊆ D̃n

k so that g ∈ D̃n
kTk. This

completes the proof of (3).

Recall that we have Hn−1 ⊆ Bn
k . To see ∆̃kTk = G, fix g ∈ G. Then for

sufficiently large n > k we have gFk ⊆ Hn−1 since {Hn}n∈N is increasing. Thus

gFk ⊆ Bn
k , and by (3), g ∈ D̃n

kTk. We thus conclude (∆̃n, Fn)n∈N is a blueprint.

Pick a nonidentity γn ∈ ∆̃n and define T ′
n = Tn∪γ−1

n Tn. For each n ∈ N define

∆n = ∆̃n −{1G}. Then (∆n, Fn)n∈N is a blueprint satisfying u ·∆n = ∆n for each
n ∈ N. To see this is a blueprint, just notice that ∆nT

′
n = G for each n ∈ N. We

also have that

|T ′
n| ≤ 2|Tn| = 2|V (Hn)HnH

−1
n | ≤ 2 · |V (Hn)| · |Hn|2 ≤ 2 · |⟨u⟩| ·M · |Hn|4.

Therefore

|Λn| = |Dn
n−1| − 3 = |δnn−1 − {1G}| − 3 ≥ −3 + log2 qn(|Hn|)

= −3 + log2 (8pn(2 · |⟨u⟩| ·M · |Hn|4))

= log2 pn(2 · |⟨u⟩| ·M · |Hn|4) ≥ log2 pn(|T ′
n|).

So the blueprint satisfies the growth condition. �

We are now ready to characterize which groups have the ACP (almost 2-coloring
property).

Theorem 6.3.3. Let G be a countably infinite group. Then G has the ACP if
and only if for every 1G ̸= u ∈ G there is 1G ̸= v ∈ ⟨u⟩ with |ZG(v)| = ∞.

Proof. If G has the stated property, then it was proved in Proposition 2.5.7
that G has the ACP. So it will suffice to assume that there is 1G ̸= u ∈ G with
|ZG(u

i)| < ∞ whenever ui ̸= 1G and then show that 2G contains an almost 2-
coloring which is not a 2-coloring. Fix u ∈ G with this property.

For n ≥ 1 and k ∈ N define pn(k) = 8|⟨u⟩|k4+1. Then (pn)n≥1 is a sequence of
functions of polynomial growth. Pick any nontrivial locally recognizable function
R : A → 2. By the previous proposition, there is a blueprint (∆n, Fn)n∈N and
finite sets (Bn)n∈N with F0 = A and such that for every n ∈ N u · ∆n = ∆n,
∆nBnB

−1
n = G, and

|Λn+1| ≥ log2 pn+1(|Bn+1|).
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Apply Theorem 5.2.5 to get a function c canonical with respect to (∆n, Fn)n∈N and
compatible with R. Recall that the value of c on

∩
n∈N ∆nan and

∩
n∈N ∆nbn is arbi-

trary. We may therefore assume that c is constant on
∩

n∈N ∆nan and
∩

n∈N ∆nbn.
Notice that

u ·
∩
n∈N

∆nan =
∩
n∈N

∆nan

and similarly with the an’s replaced with bn’s.
We claim that u · c = c. Notice that

G− dom(c) =
∪
n≥1

∆nΛnbn−1

is invariant under left multiplication by u. Now fix g ∈ dom(c). We will show that
c(g) = c(ug). We proceed by cases.

Case 1: g ∈
∩

n∈N ∆n{an, bn}. Then by our earlier comment we immediately
have c(g) = c(ug).

Case 2: There is n ≥ 1 with g ∈ ∆n{an, bn} −∆n+1{an+1, bn+1}. Subcase A:
g ∈ ∆n+1Fn+1. Let γ ∈ ∆n+1 and f ∈ Fn+1 be such that g = γf . Then f ̸=
an+1, bn+1. Since u ·∆n+1 = ∆n+1, we have that uγ ∈ ∆n+1. So c(g) = c(γf) =
c(uγf) = c(ug) by conclusion (vi) of Theorem 5.2.5. Subcase B: g ̸∈ ∆n+1Fn+1.
Then we also have ug ∈ ∆n{an, bn}−∆n+1Fn+1. From the proof of Theorem 5.2.5
it can be seen that

c(∆n{an, bn} −∆n+1Fn+1) = {0}.
So c(g) = c(ug).

Case 3: g ̸∈ ∆1{a1, b1}. Subcase A: g ∈ ∆1F1. Let γ ∈ ∆1 and f ∈ F1 be such
that g = γf . Then f ̸= a1, b1 and uγ ∈ ∆1. So c(g) = c(γf) = c(uγf) = c(ug)
by conclusion (vi) of Theorem 5.2.5. Subcase B: g ̸∈ ∆1F1. Then ug ̸∈ ∆1F1. By
conclusion (iv) of Theorem 5.2.5 we have c(g) = 1−R(1G) = c(ug).

We conclude that u · c = c as claimed. Fix an enumeration s1, s2, . . . of
the nonidentity group elements of G. Let Vn be the test region for the ∆n-
membership test admitted by c. Set Tn = BnB

−1
n (Vn ∪ Fn). Pick any hn ∈

G − {1G, s−1
n }{1G, sn}TnT−1

n . For each n ≥ 1 let Γn be the graph with vertex set
{⟨u⟩γ : γ ∈ ∆n} and edge relation given by

(⟨u⟩γ, ⟨u⟩ψ) ∈ E(Γ) ⇐⇒ ∃i ∈ Z

γ−1uiψ ∈ BnB
−1
n {1G, h−1

n }{sn, s−1
n }{1G, hn}BnB

−1
n

for disinct ⟨u⟩γ and ⟨u⟩ψ. Notice that this edge relation is well defined. We have
that

degΓn
(⟨u⟩γ) ≤ 8|⟨u⟩||Bn|4.

Therefore we can find a graph-theoretic (8|⟨u⟩||Bn|4 + 1)-coloring of Γn, say µn :
V (Γn) → {0, 1, . . . , 8|⟨u⟩||Bn|4}.

For each i ≥ 1, define Bi : N → {0, 1} so that Bi(k) is the ith digit from least
to most significant in the binary representation of k when k ≥ 2i−1 and Bi(k) = 0
when k < 2i−1.

For n ≥ 1 set s(n) = |Λn| and let λn1 , λ
n
2 , . . . , λ

n
s(n) be an enumeration of Λn.

Define y ⊇ c by setting

y(γλni bn−1) = Bi(µn(⟨u⟩γ))
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for each n ≥ 1, γ ∈ ∆n, and 1 ≤ i ≤ s(n). Since 2s(n) ≥ 8|⟨u⟩||Bn|4 + 1, all
integers 0 through 8|⟨u⟩||Bn|4 can be written in binary using s(n) digits. Thus no
information is lost between the µn’s and y. Since

G− dom(c) =
∪
n≥1

∆nΛnbn−1,

we have that y ∈ 2G. Also, it is easily checked from the definition of y and the fact
that u · c = c that u · y = y. Thus y is periodic. We will show that y is an almost
2-coloring.

Define x ∈ 2G by setting x(1G) = 1 − y(1G) and x(g) = y(g) for 1G ̸= g ∈ G.
Clearly x =∗ y. We claim that x is a 2-coloring of G. Fix 1G ̸= s ∈ G. Then for
some n ≥ 1 we have s = sn. Define

W = {g ∈ G : ∃i ∈ Z guig−1 = sn}.

Notice that W = V ({sn})−1 is finite. Set T = W ∪ Tn ∪ hnTn and let g ∈ G be
arbitrary.

If g−1 ∈W and g−1uig = sn then we have

x(gg−1) = x(1G) ̸= y(1G) = y(ui) = x(ui) = x(gsng
−1).

In this case we are done since g−1 ∈W ⊆ T . So we may suppose that g−1 ̸∈W . It
follows that ⟨u⟩g ̸= ⟨u⟩gsn and furthermore

⟨u⟩gt ̸= ⟨u⟩gsnt

for all t ∈ T .
Notice that by our choice of hn,

1G ̸∈ T−1
n {1G, s−1

n }{1G, sn}hnTn.

So if gTn or gsnTn contains 1G then g is an element of T−1
n {1G, s−1

n } and therefore
1G is neither an element of ghnTn nor gsnhnTn. If 1G ̸∈ gTn ∪ gsnTn then set
k = 1G and otherwise set k = hn. In any case we have that 1G ̸∈ gkTn ∪ gsnkTn.
In particular, for all t ∈ Tn

x(gkt) = y(gkt) and x(gsnkt) = y(gsnkt).

Since ∆nBnB
−1
n = G, there is b ∈ BnB

−1
n with gkb ∈ ∆n. We proceed by

cases. Case 1: gsnkb ̸∈ ∆n. Since c admits a ∆n-memebership test with test region
Vn, there must be v ∈ Vn with

x(gkbv) = y(gkbv) ̸= y(gsnkbv) = x(gsnkbv).

The equalities hold because b ∈ BnB
−1
n and v ∈ Vn, and therefore bv ∈ Tn and

kbv ∈ T . This case is completed as we have shown x(gt) ̸= x(gsnt) for t = kbv ∈ T .
Case 2: gsnkb ∈ ∆n. Then we have

(gkb)−1(gsnkb) = b−1k−1snkb ∈ BnB
−1
n {1G, h−1

n }sn{1G, hn}BnB
−1
n .

It follows that (⟨u⟩gkb, ⟨u⟩gsnkb) ∈ E(Γn) since ⟨u⟩gkb ̸= ⟨u⟩gsnkb. Thus from the
definition of y we have that there is 1 ≤ i ≤ s(n) with

x(gkbλni bn−1) = y(gkbλni bn−1) ̸= y(gsnkbλ
n
i bn−1) = x(gsnkbλ

n
i bn−1).

The equalities hold because b ∈ BnB
−1
n and λnkbn−1 ∈ Fn, and therefore bλni bn−1 ∈

Tn. Also we have kbλni bn−1 ∈ T . This completes the proof. �
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We give an example of a group without the ACP. Consider the group G =
Z2 ∗ Z2. The group has the presentation

G = ⟨a, b | a2 = b2 = 1G⟩.
One can check that ZG(a) = ⟨a⟩. So by the proof of Theorem 6.3.3 there is an
almost 2-coloring y ∈ 2G with a ·y = y. This gives the promised counterexample to
the converse of Lemma 2.5.4 (b). Let x =∗ y be a 2-coloring on G. Then x is not a
strong 2-coloring by Lemma 2.5.4 (e). Thus x is a counterexample to the converse
of Lemma 2.5.4 (a).

Notice that the group G considered above is polycyclic and virtually abelian.
Since all polycyclic groups are solvable, we have that in general solvable, polycyclic,
and virtually abelian groups do not necessarily have the ACP.

The above theorem has a very nice general corollary.

Corollary 6.3.4. For a countable group G, the following are equivalent:

(i) for every compact Hausdorff space X on which G acts continuously and
every x ∈ X, if every limit point of [x] is aperiodic then x is hyper aperi-
odic;

(ii) for every nonidentity u ∈ G there is a nonidentity v ∈ ⟨u⟩ having infinite
centralizer in G.

Proof. Very minor modifications to the proof of Proposition 2.5.7 give the
implication (ii) ⇒ (i). On the other hand, suppose G does not satisfy (ii). Then

by the previous theorem there is a periodic almost 2-coloring x on G. Set X = [x].
Then X is a compact Hausdorff space on which G acts continuously. By clause (c)
of Lemma 2.5.4 and by Lemma 2.5.3, every limit point of [x] is aperiodic. However,
x is periodic and is therefore not hyper aperiodic (not a 2-coloring). �



CHAPTER 7

Further Study of Fundamental Functions

In this chapter, we will focus on developing general tools which aid in imple-
menting the fundamental method. These tools are developed primarily because we
need them in later chapters, however we will develop these tools in more gener-
ality than they will be used. The tools developed in this chapter will help with
three tasks: understanding the relationship between a fundamental function and
the points in the closure of its orbit; understanding how minimality relates to fun-
damental functions and building minimal fundamental functions; and controlling
when two fundamental functions generate topologically conjugate subflows. The
first section focuses on the closure of the orbit of fundamental functions. The next
three sections deal with minimality, and the final section focuses on topological
conjugacy among the subflows generated by fundamental functions.

7.1. Subflows generated by fundamental functions

In this section we will go through some basic observations regarding the closure
of the orbit of a fundamental function. We will see that if x ∈ 2G is fundamental
with respect to a blueprint (∆n, Fn)n∈N and y ∈ [x], then there are sets ∆y

n such
that y is fundamental with respect to the blueprint (∆y

n, Fn)n∈N. Finding the sets
∆y

n is made easy by the ∆n membership test admitted by x for n ≥ 1.
Fix a blueprint (∆n, Fn)n∈N and let x ∈ 2G be fundamental with respect to

this blueprint. For each n ≥ 1, let Vn ⊆ γnFn−1 ⊆ Fn be the test region for the
simple ∆n membership test admitted by x (clause (ii) of Theorem 5.2.5), and let
Pn ∈ 2Vn be the corresponding test function. So for n ≥ 1 and g ∈ G, we have
g ∈ ∆n if and only if x(gv) = Pn(v) for all v ∈ Vn. Now if y ∈ [x], we define ∆y

n

for n ≥ 1 by

∆y
n = {g ∈ G : ∀v ∈ Vn y(gv) = Pn(v)}.

Notice that ∆x
n = ∆n and ∆g·y

n = g ·∆y
n for all n ≥ 1 and all g ∈ G.

Proposition 7.1.1. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
blueprint, and let x ∈ 2G be fundamental with respect to this blueprint. Then for
every y ∈ [x] we have:

(i) if y = limhm · x then ∆y
n =

∪
k∈N

∩
m≥k hm∆n for all n ≥ 1;

(ii) if n ≥ 1, B ⊆ G is finite, and ∆nB = G then ∆y
nB = G;

(iii) γ−1(∆y
k ∩ γFn) = Dn

k , for all n ≥ k ≥ 1 and γ ∈ ∆y
n;

(iv) (∆y
n, Fn)n∈N is a blueprint, where ∆y

0 is defined by the formula in (i).

Proof. Let 1G = g0, g1, . . . be the fixed enumeration of G used in defining
the metric d on 2G. For each n ≥ 1, let Vn ⊆ γnFn−1 ⊆ Fn be the test region
for the simple ∆n membership test admitted by x (clause (ii) of Theorem 5.2.5),

117
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and let Pn ∈ 2Vn be the corresponding test function. Let (hn)n∈N be such that
y = limn→∞ hn · x.

(i). Let n ≥ 1, and let γ ∈ ∆y
n. Let r ∈ N be such that γVn ⊆ {g0, g1, . . . , gr}.

Let k ∈ N be such that d(hm · x, y) < 2−r for all m ≥ k. Then for all m ≥ k and
all v ∈ Vn

x(h−1
m γv) = (hm · x)(γv) = y(γv) = Pn(v).

Therefore h−1
m γ ∈ ∆x

n and γ ∈ hm∆x
n for all m ≥ k.

Now let n ≥ 1 and suppose γ ∈
∪

k∈N
∩

m≥k hm∆x
n. Let r ∈ N be such that

γVn ⊆ {g0, g1, . . . , gr}, let k ∈ N be such that γ ∈
∩

m≥k hm∆x
n, and let m ≥ k be

such that d(hm · x, y) < 2−r. Then for all v ∈ Vn

y(γv) = (hm · x)(γv) = x(h−1
m γv) = Pn(v).

The last equality follows from the fact that h−1
m γ ∈ ∆x

n since γ ∈ hm∆x
n. It follows

that γ ∈ ∆y
n.

(ii). Fix g ∈ G. Let r ∈ N be such that gB−1Vn ⊆ {g0, g1, . . . , gr}. Let m ∈ N
be such that d(hm · x, y) < 2−r. Clearly hm∆x

nB = G, so there is b ∈ B−1 with
gb ∈ hm∆x

n, or equivalently h
−1
m gb ∈ ∆x

n. Then for all v ∈ Vn

y(gbv) = (hm · x)(gbv) = x(h−1
m gbv) = Pn(v).

Hence gb ∈ ∆y
n and g ∈ ∆y

nB. We conclude that ∆y
nB = G.

(iii). Fix n ≥ k ∈ N and γ ∈ ∆y
n. If λ ∈ Dn

k , then ∆x
nλ ⊆ ∆x

k by clause (i) of
Lemma 5.1.4. Right multiplication by λ is a bijection of G, so

∆y
nλ =

∪
i∈N

∩
m≥i

hm∆x
nλ ⊆

∪
i∈N

∩
m≥i

hm∆x
k = ∆y

k.

Thus γDn
k ⊆ ∆y

k ∩ γFn. On the other hand, since Fn is finite we can find m ∈ N
by (i) with γ ∈ hm∆x

n and

∆y
k ∩ γFn ⊆ hm∆x

k ∩ γFn = hm[∆x
k ∩ h−1

m γFn] = γ(∆x
k ∩ Fn) = γDn

k .

(iv). Define ∆y
0 =

∪
k∈N

∩
m≥k hm∆0. One can easily check that (ii) and (iii)

remain true when n > k = 0 and when n = k = 0. We verify the conditions listed in
Definition 5.1.2. (Disjoint). Let n ∈ N and γ ̸= ψ ∈ ∆y

n. Then by (i) there is m ∈ N
with γ, ψ ∈ hm ·∆x

n. Then h
−1
m γ ̸= h−1

m ψ ∈ ∆x
n so h−1

m γFn∩h−1
m ψFn = ∅ and hence

γFn∩ψFn = ∅. (Dense). This follows immediately from (ii). (Coherent). Suppose
n ≥ k ∈ N, γ ∈ ∆y

n, ψ ∈ ∆y
k, and ψFk ∩ γFn ̸= ∅. By (i) there is m ∈ N with

γ ∈ hm∆x
n and ψ ∈ hm∆x

k. So h
−1
m γ ∈ ∆x

n, h
−1
m ψ ∈ ∆x

k, and h
−1
m ψFk∩h−1

m γFn ̸= ∅.
It follows that h−1

m ψFk ⊆ h−1
m γFn and hence ψFk ⊆ γFn. (Uniform). This follows

immediately from (iii). (Growth). The growth condition on blueprints is equivalent
to the property |Dn

n−1| ≥ 3. Therefore this follows immediately from (iii). We
conclude that (∆y

n, Fn)n∈N is a blueprint. �

Technically, the definition of ∆y
0 in clause (iv) above depends on the sequence

(hm) chosen. However, the set ∆y
0 is essentially unimportant and the non uniqueness

of ∆y
0 is not a problem for us. It is only important to fix a single choice of ∆y

0 which
satisfies the equation above with respect to some sequence (hm) with y = limhm ·x.
Notice though that for n ≥ 1 ∆y

n =
∪

k∈N
∩

m≥k hm∆n for every sequence (hm) with

y = limhm · x. Thus, if we have a particular ∆y
0 in mind, we can always choose to

work with the sequence (hm) with y = limhm · x and ∆y
0 =

∪
k∈N

∩
m≥k hm∆0.
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Recall that in general for a blueprint αn, βn, and γn are assumed only to be
distinct members of Dn

n−1, and these group elements are used to define Λn, an,
and bn. Therefore the objects αn, βn, γn, an, bn, and Λn can all be used with the
blueprint (∆y

n, Fn)n∈N and all the conclusions of Lemmas 5.1.4 and 5.1.5 will hold.
This is a very important observation.

Lemma 7.1.2. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-
print, and let x ∈ 2G be fundamental with respect to this blueprint. Then for every
y ∈ [x] we have:

(i) if (∆n)n∈N is decreasing then so is (∆y
n)n∈N;

(ii) if (∆n, Fn)n∈N is maximally disjoint then so is (∆y
n, Fn)n∈N;

(iii) if (∆n, Fn)n∈N is guided by a growth sequence (Hn)n∈N, then (∆y
n, Fn)n∈N

is guided by the same growth sequence;
(iv) if (∆n, Fn)n∈N is centered, directed, and the ∆k-translates of Fk are max-

imally disjoint for some k ∈ N then∣∣∣∣∣∩
n∈N

∆y
n

∣∣∣∣∣ ≤ 1;

(v) if (∆n, Fn)n∈N is centered and directed and g ∈
∩

n∈N ∆y
n for some g ∈ G,

then g∆n ⊆ ∆y
n for all n ∈ N;

(vi) if (∆n, Fn)n∈N is centered, directed, and maximally disjoint and g ∈ G
satisfies g ∈

∩
n∈N ∆y

n, then g∆n = ∆y
n for all n ∈ N.

Proof. (i). Since (∆x
n)n∈N is a decreasing sequence, we have

∆y
n+1 =

∪
k∈N

∩
m≥k

hm∆x
n+1 ⊆

∪
k∈N

∩
m≥k

hm∆x
n = ∆y

n.

(ii). This follows immediately from clause (ii) of the previous proposition (with
B = FnF

−1
n ).

(iii). By referring back to Definition 5.3.4 we see that the property of being
guided by a growth sequence only depends on the sets (Fn)n∈N, (Hn)n∈N, and
(Dn

k )n≥k∈N.
(iv). Let g, h ∈

∩
n∈N ∆y

n. Since the ∆
x
k-translates of Fk are maximally disjoint

within G, there is ψ ∈ ∆k with h−1g ∈ ψFkF
−1
k . Since (∆x

n, Fn)n∈N is centered
and directed, by clause (iv) of Lemma 5.1.5 there is n ≥ k with ψFk ⊆ Fn. Then
h−1g ∈ FnF

−1
k . By clause (i) of Lemma 5.1.5, Fk ⊆ Fn and therefore h−1g ∈

FnF
−1
n . It follows that gFn ∩ hFn ̸= ∅. Since g, h ∈ ∆y

n we must have g = h.
(v). Suppose g ∈ ∆y

n for all n ∈ N. Fix k ∈ N. If γ ∈ ∆x
k, then since

(∆x
n, Fn)n∈N is centered and directed, there is n > k with γ ∈ Fn. In particular,

γ ∈ Dn
k . Thus ∆x

k ⊆
∪

n≥kD
n
k . On the other hand,

∪
n≥kD

n
k ⊆ ∆x

k by clause (i)

of Lemma 5.1.4 (since (∆x
n, Fn)n∈N is centered). Thus ∆x

k =
∪

n≥kD
n
k . Again by

clause (i) of Lemma 5.1.4 we have

g∆x
k = g

∪
n≥k

Dn
k ⊆ ∆y

k.

(vi). Suppose g ∈ ∆y
n for all n ∈ N. Fix n ∈ N. By (v) we have g∆x

n ⊆ ∆y
n.

Let γ ∈ ∆y
n. Since the ∆x

n-translates of Fn are maximally disjoint, there is ψ ∈ ∆x
n

with ψFn ∩ g−1γFn ̸= ∅. Thus gψ ∈ g∆x
n ⊆ ∆y

n and gψFn ∩ γFn ̸= ∅. By the
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disjoint property of blueprints we must have that γ = gψ ∈ g∆x
n. We conclude that

g∆x
n = ∆y

n. �

We now show that every function in the closure of the orbit of a fundamental
function is fundamental.

Proposition 7.1.3. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
blueprint, and let x ∈ 2G be fundamental with respect to this blueprint. Then every
y ∈ [x] is fundamental with respect to (∆y

n, Fn)n∈N.

Proof. Let 1G = g0, g1, . . . be the fixed enumeration of G used in defining
the metric d on 2G. For each n ≥ 1, let Vn ⊆ γnFn−1 ⊆ Fn be the test region
for the simple ∆n membership test admitted by x (clause (ii) of Theorem 5.2.5),
and let Pn ∈ 2Vn be the corresponding test function. Let (hn)n∈N be such that
y = limn→∞ hn · x.

Since x is fundamental with respect to (∆n, Fn)n∈N, the restriction of x to G−∪
n≥1 ∆nΛnbn−1, call this function x

′, is canonical with respect to (∆n, Fn)n∈N. By
the definition of canonical, this means that there is a locally recognizable function
R : A → 2 such that x′, R, and (∆n, Fn)n∈N satisfy the conclusions of Theorem
5.2.5. Let y′ be the restriction of y to G −

∪
n≥1 ∆

y
nΛnbn−1. If we show that

y′, R, and (∆y
n, Fn)n∈N satisfy the conclusions of Theorem 5.2.5, then y′ will be

canonical with respect to (∆y
n, Fn)n∈N and hence y will be fundamental with respect

to (∆y
n, Fn)n∈N. So we proceed to check the numbered conclusions of Theorem 5.2.5.

(i). Let γ ∈ ∆y
1. Let r ∈ N be such that γγ1F0 ⊆ {g0, g1, . . . , gr}, and let

m ∈ N be such that γ ∈ hm∆x
1 and d(hm · x, y) < 2−r. Then

y(γγ1f) = (hm · x)(γγ1f) = x(h−1
m γγ1f) = R(f)

for all f ∈ F0 (the last equality follows since x is fundamental). We notice that
∆y

1γ1F0 is disjoint from
∪

n≥1 ∆
y
nΛnbn−1 since these sets are disjoint for any pre-

blueprint, as shown in the proof of Theorem 5.2.5. Thus y′(γγ1f) = R(f) for all
γ ∈ ∆y

1 and f ∈ F0.
(ii). This is clear by the definition of ∆y

n for n ≥ 1.
(iii). By definition, G− dom(y′) =

∪
n≥1 ∆

y
nΛnbn−1. In the proof of Theorem

5.2.5, it was shown that this union is disjoint for all pre-blueprints.
(iv). Notice that ∆x

nΛnbn−1 ⊆ ∆x
1b1∪∆x

1Λ1 ⊆ ∆x
1D

1
0 for n ≥ 1. If g ∈ dom(x′)

and x′(g) = R(1G) then g ∈ ∆x
1(γ1F0∪D1

0) since x
′ is canonical. If g ∈ G−dom(x′)

then g ∈ ∆x
nΛnbn−1 for some n ≥ 1 and hence g ∈ ∆x

1D
1
0. Thus for all g ∈ G,

x(g) = R(1G) implies g ∈ ∆x
1(γ1F0 ∪D1

0). Suppose g ∈ G satisfies y(g) = R(1G).
Let r ∈ N be such that gF−1

1 F1 ⊆ {g0, g1, . . . , gr} and let m ∈ N be such that
d(hm · x, y) < 2−r. Then x(h−1

m g) = (hm · x)(g) = y(g) = R(1G) so h−1
m g ∈

∆x
1(γ1F0 ∪ D1

0). Let f ∈ γ1F0 ∪ D1
0 be such that h−1

m gf−1 ∈ ∆x
1 . Then for all

v ∈ V1
y(gf−1v) = (hm · x)(gf−1v) = x(h−1

m gf−1v) = P1(v).

So gf−1 ∈ ∆y
1 and g ∈ ∆y

1f ⊆ ∆y
1(γ1F0 ∪D1

0).
(v). This follows abstractly from (iii) for any pre-blueprint, as shown in the

proof of Theorem 5.2.5.
(vi). Fix n ≥ 1, γ, σ ∈ ∆y

n, and

f ∈ Fn − {an, bn} −
∪

1≤k≤n

Dn
kΛkbk−1.
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Let m ∈ N be such that γ, σ ∈ hm∆x
n, y(γf) = (hm · x)(γf), and y(σf) = (hm ·

x)(σf). Then h−1
m γ, h−1

m σ ∈ ∆x
n so x(h−1

m γf) = x(h−1
m σf) since x is fundamental.

It follows that

y(γf) = (hm · x)(γf) = x(h−1
m γf) = x(h−1

m σf) = (hm · x)(σf) = y(σf).

(vii). This follows abstractly from (v) and (vi) for any pre-blueprint, as shown
in the proof of Theorem 5.2.5. �

Conclusion (vi) of Lemma 7.1.2 motivates the following definition.

Definition 7.1.4. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
centered, directed, and maximally disjoint blueprint, and let x ∈ 2G be fundamental
with respect to this blueprint. A function y ∈ [x] is called x-regular if for some
g ∈ G

g ∈
∩
n∈N

∆y
n.

If g = 1G, then y is called x-centered.

Notice that the group element g in the previous definition must be unique by
clause (iv) of Lemma 7.1.2. Also, if y ∈ [x] is x-regular then every element in the
orbit of y is x-regular, and if g ∈

∩
n∈N ∆y

n then g−1 · y is the unique x-centered
element in the orbit of y.

The next lemma presents a nontrivial way of testing when y ∈ [x] is x-regular, at
least in the case of blueprints which are centered and guided by a growth sequence.
The precise numbers and combinations of Fn’s appearing in this lemma are ad-hoc;
this lemma will be used for a specific purpose in the final section of this chapter. If
needed, one could find similar tests to the one below.

Lemma 7.1.5. Let G be a countably infinite group, let (∆n, Fn)n∈N be a centered
blueprint guided by a growth sequence (Hn)n∈N, let x ∈ 2G be fundamental with

respect to this blueprint, and let y ∈ [x]. Then y is x-regular if and only if for all
but finitely many n ≡ 1 mod 10 the set FnF

−1
n F−1

n+4 ∩∆y
n+17 is nonempty.

Proof. First suppose that y is x-regular with γ ∈ ∆y
n for all n ∈ N. Recall

that by the definition of a growth sequence we have G =
∪

n∈NHn. Thus there is

N ∈ N with γ ∈ HN . By clause (ii) of Lemma 5.3.5, γ ∈ HN ⊆ FN+2F
−1
0 . Since

(∆x
n, Fn)n∈N is centered, (Fn)n∈N is increasing. So it follows that γ ∈ FnF

−1
n F−1

n+4∩
∆y

n+17 for every n ≥ N + 2.

Now suppose y ∈ [x] and m ≡ 1 mod 10 satisfy FnF
−1
n F−1

n+4 ∩∆y
n+17 ̸= ∅ for

all n ≥ m congruent to 1 modulo 10. Let n ≥ m be congruent to 1 modulo 10 and
fix γ ∈ FnF

−1
n F−1

n+4 ∩∆y
n+17. We will show γ ∈ ∆y

(n+10)+17. Since n+ 10 > m, our

assumption on y gives

1G ∈ ∆y
n+27Fn+14Fn+10F

−1
n+10.

By making repeated uses of clause (iii) of Definition 5.3.2, clause (ii) of Definition
5.3.4, and clause (ii) of Lemma 5.3.5, we have

γ ∈ FnF
−1
n F−1

n+4 ⊆ HnHn+1H
−1
n+4 ⊆ Hn+5

⊆ Fn+7F
−1
n+7 ⊆ ∆y

n+27Fn+14Fn+10F
−1
n+10Fn+7F

−1
n+7

⊆ ∆y
n+27Hn+14Hn+10Hn+11Hn+12Hn+13 ⊆ ∆y

n+27Hn+15
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By clause (i) of Lemma 5.3.5, clause (i) of Lemma 5.1.5, and clause (i) of Lemma
7.1.2 we have that (∆y

n)n∈N is a decreasing sequence. By clause (iii) of Lemma 7.1.2
(∆y

n, Fn)n∈N is also guided by (Hn)n∈N. Since γ ∈ ∆y
n+17 ⊆ ∆y

n+15 we have

γ ∈ γFn+15 ∩∆y
n+27Hn+15

and therefore by clause (iii) of Lemma 5.3.5 γ ∈ γFn+15 ⊆ ∆y
n+27Fn+17. However,

γ ∈ ∆y
n+17, the ∆

y
n+17-translates of Fn+17 are disjoint, and ∆y

n+27 ⊆ ∆y
n+17. So we

must have that γ ∈ ∆y
n+27. In particular,

γ ∈ Fn+10F
−1
n+10F

−1
n+14 ∩∆y

n+27.

We can repeat the above argument and apply induction to conclude that γ ∈ ∆y
k+17

for all k ≥ n congruent to 1 modulo 10. Therefore γ ∈ ∆y
n for all n ∈ N since

(∆y
n)n∈N is decreasing. We conclude that y is x-regular. �

7.2. Pre-minimality

This section is devoted to studying the significance of following property in the
context of fundamental functions.

Definition 7.2.1. Let G be a countably infinite group, and let c ∈ 2⊆G. The
function c is called pre-minimal if there is a minimal c′ ∈ 2G extending c.

Our goal in this section is to provide several ways of testing when fundamental
functions are pre-minimal. It would be nice if pre-minimality was highly reliant
on the structure of the blueprint used, however this turns out not to be the case.
Nevertheless, with increased restrictions on the blueprint this comes closer to being
the case. This section consists of several characterizations of pre-minimal functions.
We begin by assuming as little as possible about the fundamental function and
its blueprint, and as we proceed through the section we place more and more
restrictions on the blueprint in order to arrive at nicer and nicer characterizations
of pre-minimality.

Recall from clause (vii) of Lemma 5.1.5 that if a blueprint (∆n, Fn)n∈N is
directed, then

∩
n∈N ∆nbn is either empty or a singleton.

Lemma 7.2.2. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-
print, and let c ∈ 2⊆G be fundamental with respect to this blueprint and have the
property that c is constant on

∩
n∈N ∆nbn. Then c is pre-minimal if and only if ei-

ther c0 or c1 is minimal, where ci ∈ 2G is the function which extends c and satisfies
ci(g) = i for g ̸∈ dom(c).

Proof. If
∩

n∈N ∆nbn ̸= ∅, then let i be the constant value that c takes on
this set. If

∩
n∈N ∆nbn = ∅, then let i be either 0 or 1.

Clearly if either c0 or c1 is minimal then c is pre-minimal. So assume that c
is pre-minimal. We will show that ci is minimal. Since c is pre-minimal, there is a
minimal d ∈ 2G extending c. We will use Lemma 2.4.5 to show that ci is minimal.
Let A ⊆ G be finite. Recall that (∆nbn)n∈N is a decreasing sequence. Since A is
finite we may fix k ∈ N so that

∀a ∈ A a ∈ ∆kbk =⇒ a ∈
∩
n∈N

∆nbn.

Set
B =

∪
0≤n≤k

AF−1
n Fn.
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Since d is minimal, there is a finite T ⊆ G so that for all g ∈ G there is t ∈ T with
d(gtb) = d(b) for all b ∈ B.

Fix an arbitrary g ∈ G, and let t ∈ T be such that d(gtb) = d(b) for all b ∈ B.
We will show that ci(gta) = ci(a) for all a ∈ A.

Fix a ∈ A, n ≤ k, and f ∈ Fn. We claim that a ∈ ∆nf if and only if gta ∈ ∆nf .
First suppose a ∈ ∆nf . Say a = γf with γ ∈ ∆n. Then

γFn ⊆ aF−1
n Fn ⊆ AF−1

k Fk = B.

Since c admits a ∆n membership test with test region a subset of Fn and d(gtb) =
d(b) for all b ∈ B, it follows that gtaf−1 ∈ ∆n and thus gta ∈ ∆nf . The argument
that gta ∈ ∆nf implies a ∈ ∆nf is identical.

A consequence of the previous paragraph is that for a ∈ A and n ≤ k,

a ∈ ∆nΘnbn−1 ⇐⇒ gta ∈ ∆nΘnbn−1.

Set A′ = A − ∆kbk. For n > k, ∆nΘnbn−1 is contained in ∆kbk. Since
A′ ∩∆kbk = ∅, we have gtA′ ∩∆kbk = ∅ as well. As

dom(c) = G−
∪
n≥1

∆nΘnbn−1

it follows that

(gtA′) ∩ dom(c) = gt(A′ ∩ dom(c)).

Therefore ci(gta) = i = ci(a) for all a ∈ A′ − dom(c). Since d extends c and
d(gta) = d(a) for all a ∈ A, we have c(gta) = c(a) for all a ∈ A′ ∩ dom(c).
Putting these together we have ci(gta) = ci(a) for all a ∈ A′. If a ∈ A − A′ then∩

n∈N ∆nbn ̸= ∅ and we have d(gta) = d(a) = c(a) = i. In general for h ∈ G,
d(h) = i implies ci(h) = i. So ci(gta) = ci(a) = i for all a ∈ A − A′. We conclude
that ci(gta) = ci(a) for all a ∈ A. Thus ci is minimal as claimed. �

Recall from the proof of clause (viii) of Lemma 5.1.5 that if (∆n, Fn)n∈N is
a centered and directed blueprint and βn ̸= 1G for infinitely many n ∈ N, then∩

n∈N ∆nbn = ∅.

Corollary 7.2.3. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
blueprint with

∩
n∈N ∆nbn = ∅, and let c ∈ 2⊆G be fundamental with respect to this

blueprint. Then c is pre-minimal if and only if for every finite A ⊆ G there is a
finite T ⊆ G with the property that for every g ∈ G there is t ∈ T satisfying

(gtA) ∩ dom(c) = gt(A ∩ dom(c)), and

∀a ∈ A ∩ dom(c) c(gta) = c(a).

Proof. If c has the stated property then the function c0 (as well as c1) defined
in the previous lemma is clearly minimal and thus c is pre-minimal. Conversely,
suppose c is pre-minimal. If we let A ⊆ G be finite and follow the argument in the
proof of the previous lemma, then A′ = A and we find that c satisfies the condition
stated above. �

Lemma 7.2.4. Let G be a countably infinite group, and let (∆n, Fn)n∈N be a
directed blueprint with

∩
n∈N ∆nbn = ∅ and with the property that for some k ∈ N

the ∆k-translates of Fk are maximally disjoint. Let c ∈ 2⊆G be fundamental with
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respect to this blueprint. Then c is pre-minimal if and only if for every finite A ⊆ G
there is n > k ∈ N and g ∈ G so that for all γ ∈ ∆n there is λ ∈ Dn

k satisfying:

γλg[A ∩ dom(c)] = (γλgA) ∩ dom(c)

and
∀a ∈ A ∩ dom(c) c(γλga) = c(a).

Proof. First suppose that c has the property stated above. Define c′ : G→ 2
to be the function which extends c and satisfies c′(g) = 0 for all g ̸∈ dom(c). We will
use Lemma 2.4.5 to show that c′ is minimal. So fix a finite A ⊆ G, and let n > k
and g ∈ G be so as to satisfy the above stated condition satisfied by c. Let B ⊆ G
be finite such that ∆nB = G. Set T = B−1Dn

k g. Now let h ∈ G be arbitrary. Since
∆nB = G, there is b ∈ B−1 with hb ∈ ∆n. It follows there is λ ∈ Dn

k with

hbλg[A ∩ dom(c)] = (hbλgA) ∩ dom(c)

and
∀a ∈ A ∩ dom(c) c(hbλga) = c(a).

It immediately follows that c′(hbλga) = c′(a) for all a ∈ A. Also we have bλg ∈ T .
We conclude c′ is minimal and hence c is pre-minimal.

Now assume that c is pre-minimal. Let A ⊆ G be finite. By enlarging A if
necessary, we may assume that ψFk ⊆ A for some ψ ∈ ∆k. Set g = ψ−1. By
Corollary 7.2.3 there is a finite T ⊆ G so that for all h ∈ G there is t ∈ T with

ht(A ∩ dom(c)) = (htA) ∩ dom(c), and

∀a ∈ A ∩ dom(c) c(hta) = c(a).

By clause (iii) of Lemma 5.1.5, there is n > k and σ ∈ ∆n with

TAFkFkFkF
−1
k ∩∆k ⊆ σFn.

Now let γ ∈ ∆n be arbitrary. Let t ∈ T be such that

γσ−1t(A ∩ dom(c)) = (γσ−1tA) ∩ dom(c), and

∀a ∈ A ∩ dom(c) c(γσ−1ta) = c(a).

Since ψFk ⊆ A and c has a ∆k membership test, it must be that γσ−1tψ ∈ ∆k. By
clause (v) of Lemma 5.1.5 we have that

∆k ∩ γσ−1TA = γσ−1(∆k ∩ TA) ⊆ γDn
k .

Therefore γσ−1tψ ∈ γDn
k , so λ = σ−1tψ ∈ Dn

k . We have γλg = γσ−1t so

γλg(A ∩ dom(c)) = (γλgA) ∩ dom(c), and

∀a ∈ A ∩ dom(c) c(γλga) = c(a).

Thus c has the claimed property. �
In the previous lemma, we only assume that the blueprint is directed and that

the ∆k-translates of Fk are maximally disjoint in order to apply the conclusion of
clause (v) of Lemma 5.1.5. In all of the following results in this section we assume
that the blueprint is directed and that the ∆i-translates of Fi are maximally disjoint
for either i = 0 or i = 1, but it is still the case that all we really need is to be able
to apply clause (v) of Lemma 5.1.5. Clause (v) of Lemma 5.1.5 therefore plays
a special role in this section and the next. Really we are using clause (v) to get
a more descriptive version of clause (vi) of Lemma 5.1.5 where 0 is replaced by i
(where i ∈ {0, 1} is such that the ∆i-translates of Fi are maximally disjoint). Thus,
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the minimal property mentioned in (vi) seems to be related to the pre-minimality
of fundamental functions.

Lemma 7.2.5. Let G be a countably infinite group, and let (∆n, Fn)n∈N be a
directed blueprint with

∩
n∈N ∆nbn = ∅ and with the property that the ∆i-translates

of Fi are maximally disjoint for either i = 0 or i = 1. Let c ∈ 2⊆G be fundamental
with respect to this blueprint. Then c is pre-minimal if and only if for every k ≥ 1
and ψ ∈ ∆k there is n > k so that for all γ ∈ ∆n there is λ ∈ Dn

k satisfying:

(γλ)−1[(γλFk) ∩ dom(c)] = ψ−1[(ψFk) ∩ dom(c)]

and

∀f ∈ ψ−1[(ψFk) ∩ dom(c)] c(γλf) = c(ψf).

Proof. Notice that the last two expressions are equivalent to [(γλ)−1 · c] �
Fk = [ψ−1 · c] � Fk. Fix i ∈ {0, 1} so that the ∆i-translates of Fi are maximally
disjoint. First assume that c has the stated property. We will show that c is pre-
minimal by applying Corollary 7.2.3. Let A ⊆ G be finite. By directedness, there
is k ≥ 1 and ψ ∈ ∆k with

∆i ∩AF−1
1 F1FiFiF

−1
i ⊆ ψFk.

Notice that the set on the left is necessarily contained in ψDk
i . Also notice that

(∆1 ∩ AF−1
1 )a1a

−1
i is contained in the set on the left, so by the coherent property

of blueprints

(∆1 ∩AF−1
1 )F1 ⊆ ψFk.

By assumption, there is n > k so that for all γ ∈ ∆n there is λ ∈ Dn
k satisfying

[(γλ)−1 · c] � Fk = [ψ−1 · c] � Fk. Let B ⊆ G be finite with ∆nB = G. Set T =
B−1Dn

kψ
−1 and let g ∈ G be arbitrary. Then there is b ∈ B−1 with gb = γ ∈ ∆n.

Let λ ∈ Dn
k be such that [(γλ)−1 · c] � Fk = [ψ−1 · c] � Fk. Set t = bλψ−1 ∈ T and

notice γλ = gtψ. So [(gtψ)−1 · c] � Fk = [ψ−1 · c] � Fk and therefore

[(gt)−1 · c] � ψFk = c � ψFk.

We will be done if we can show that [(gt)−1 · c] � A = c � A. For this it suffices
to fix a ∈ A − ψFk and show that a, gta ∈ dom(c) and c(gta) = c(a). Since
(∆1∩AF−1

1 )F1 ⊆ ψFk, we must have that a ̸∈ ∆1F1. By our choice of k and clause
(v) of Lemma 5.1.5 we have that

∆1 ∩ γλψ−1aF−1
1 = γλψ−1(∆1 ∩ aF−1

1 ) = ∅.
So γλψ−1a = gta ̸∈ ∆1F1. It follows from Definition 5.2.7 and conclusions (iii) and
(iv) of Theorem 5.2.5 that a, gta ∈ dom(c) and c(gta) = c(a).

Now assume that c is pre-minimal. Fix k ≥ 1 and ψ ∈ ∆k. By Corollary 7.2.3,
there is a finite T ⊆ G so that for all g ∈ G there is t ∈ T with [(gt)−1 · c] � ψFk =
c � ψFk. By directedness, there is n ≥ k and σ ∈ ∆n with

∆i ∩ TψFkFiFiF
−1
i ⊆ σFn.

Notice that the set on the left is necessarily contained in σDn
i . Also notice that

(∆k ∩ Tψ)aka−1
i is contained in the set on the left, so by the coherent property of

blueprints we have

∆k ∩ Tψ ⊆ σDn
k .

Now let γ ∈ ∆n be arbitrary. Let t ∈ T be such that [(γσ−1t)−1 ·c] � ψFk = c � ψFk.
Then [(γσ−1tψ)−1c] � Fk = [ψ−1 · c] � Fk so it suffices to show that σ−1tψ ∈ Dn

k .
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Since c has a ∆k membership test and ψ ∈ ∆k, it must be that γσ−1tψ ∈ ∆k. By
clause (v) of Lemma 5.1.5 we have that

∆k ∩ γσ−1Tψ = γσ−1(∆k ∩ Tψ) ⊆ γσ−1σDn
k = γDn

k .

Therefore γσ−1tψ ∈ γDn
k , so λ = σ−1tψ ∈ Dn

k . Thus c has the stated property. �

Corollary 7.2.6. Let G be a countably infinite group, and let (∆n, Fn)n∈N be
a directed and centered blueprint with

∩
n∈N ∆nbn = ∅ and with the property that

the ∆i-translates of Fi are maximally disjoint for either i = 0 or i = 1. Let c ∈ 2⊆G

be fundamental with respect to this blueprint. Then c is pre-minimal if and only if
for every k ≥ 1 there is n > k so that for all γ ∈ ∆n there is λ ∈ Dn

k satisfying:

γλ[Fk ∩ dom(c)] = (γλFk) ∩ dom(c)

and

∀f ∈ Fk ∩ dom(c) c(γλf) = c(f).

Proof. If c is pre-minimal, then by picking any k ≥ 1, setting ψ = 1G ∈ ∆k,
and applying the previous lemma we see that c has the stated property. Now assume
that c has the stated property. We will apply the previous lemma to show that c
is pre-minimal. Pick k ∈ N and ψ ∈ ∆k. By clause (iv) of Lemma 5.1.5, there is
m ≥ k with ψFk ⊆ Fm. Let n > m be such that for all γ ∈ ∆n there is λ ∈ Dn

m

with [(γλ)−1 · c] � Fm = c � Fm. Now let γ ∈ ∆n be arbitrary, and let λ ∈ Dn
m be

such that [(γλ)−1 · c] � Fm = c � Fm. In particular, [(γλ)−1 · c] � Fk = c � Fk (clause
(i) of Lemma 5.1.5) and hence [(γλψ)−1 · c] � ψFk = [ψ−1 · c] � ψFk. Notice that
ψ ∈ ∆k ∩ Fm = Dm

k and therefore λψ ∈ Dn
k . So we have shown that c satisfies the

condition stated in the previous lemma. We conclude that c is pre-minimal. �

The following proposition is especially useful.

Proposition 7.2.7. Let G be a countably infinite group, and let (∆n, Fn)n∈N
be a directed blueprint with

∩
n∈N ∆nan =

∩
n∈N ∆nbn = ∅ and with the property

that the ∆i-translates of Fi are maximally disjoint for either i = 0 or i = 1. Then
any c ∈ 2⊆G which is canonical with respect to this blueprint is pre-minimal.

Proof. Let (∆n, Fn)n∈N, i ∈ {0, 1}, and c ∈ 2⊆G be as stated. We will apply
Lemma 7.2.5 to show that c is pre-minimal. So fix k ≥ 1 and ψ ∈ ∆k. Since∩

n∈N ∆nan =
∩

n∈N ∆nbn = ∅ and the blueprint is directed, there is n ≥ k and
σ ∈ ∆n with ψFk ⊆ σFn and ψFk ∩∆n{an, bn} = ∅. So ψFk ⊆ σ(Fn − {an, bn}).
Notice that σ−1ψ ∈ Dn

k . Now let γ ∈ ∆n be arbitrary and set λ = σ−1ψ. By
conclusion (vii) of Theorem 5.2.5

γ−1[(γFn − {γan, γbn}) ∩ dom(c)] = σ−1[(σFn − {σan, σbn}) ∩ dom(c)]

and

∀f ∈ σ−1[(σFn − {σan, σbn}) ∩ dom(c)] c(γf) = c(σf).

Since σ−1ψFk ⊆ Fn − {an, bn} and ψ = σλ, it follows that

(γλ)−1[(γλFk) ∩ dom(c)] = ψ−1[(ψFk) ∩ dom(c)]

and

∀f ∈ ψ−1[(ψFk) ∩ dom(c)] c(γλf) = c(ψf).

By Lemma 7.2.5 we conclude that c is pre-minimal. �
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7.3. ∆-minimality

In the previous section we saw that even for the most special blueprints the
best characterization for pre-minimality (best in terms of relating pre-minimality
with blueprint structure) we could get was Corollary 7.2.6. Since blueprints are
such an important feature of fundamental functions, we want to study a property
which is more closely related to blueprint structure. We also want this property to
be stronger than pre-minimality.

Definition 7.3.1. Let G be a countably infinite group and let (∆n, Fn)n∈N
be a blueprint. A function f ∈ N⊆G is ∆-minimal (relative to (∆n, Fn)n∈N) if for
every finite A ⊆ G there is n ∈ N and σ ∈ ∆n so that for all γ ∈ ∆n

γσ−1A ∩ dom(f) = γσ−1(A ∩ dom(f))

and
∀a ∈ A ∩ dom(f) f(γσ−1a) = f(a).

We first observe that ∆-minimality is indeed stronger than pre-minimality.

Lemma 7.3.2. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-
print, and let c ∈ 2⊆G be any function. If c is ∆-minimal, then it is pre-minimal.

Proof. Assume c is ∆-minimal. Let c′ ∈ 2G be the function which extends c
and satisfies c′(g) = 0 for all g ∈ G − dom(c). We will show that c′ is minimal by
applying Lemma 2.4.5. So let A ⊆ G be finite. Let n ∈ N and σ ∈ ∆n be such that
for all γ ∈ ∆n

γσ−1A ∩ dom(c) = γσ−1(A ∩ dom(c))

and
∀a ∈ A ∩ dom(c) c(γσ−1a) = c(a).

It follows that c′(γσ−1a) = c′(a) for all γ ∈ ∆n and a ∈ A. Let B ⊆ G be finite
with ∆nB = G. Set T = B−1σ−1 and let g ∈ G be arbitrary. Then there is
b ∈ B−1 with gb ∈ ∆n and hence c′(gbσ−1a) = c′(a) for all a ∈ A. We conclude
that c′ is minimal and thus c is pre-minimal. �

Usually we will be interested in ∆-minimal functions in the context of centered
and directed blueprints. As the next lemma shows, when the blueprint is centered
and directed the definition for ∆-minimal takes a very nice form.

Lemma 7.3.3. Let G be a countably infinite group, let (∆n, Fn)n∈N be a centered
and directed blueprint, and let f ∈ N⊆G be any function. Then f is ∆-minimal if
and only if for every finite A ⊆ G there is n ∈ N so that for all γ ∈ ∆n

γA ∩ dom(f) = γ(A ∩ dom(f))

and
∀a ∈ A ∩ dom(f) f(γa) = f(a).

Proof. Clearly f is ∆-minimal if it satisfies the above condition since one can
choose σ = 1G ∈ ∆n in Definition 7.3.1. So suppose that f is ∆-minimal. Let
A ⊆ G be finite and let k ∈ N and σ ∈ ∆k be such that for all γ ∈ ∆k

γσ−1A ∩ dom(f) = γσ−1(A ∩ dom(f))

and
∀a ∈ A ∩ dom(f) f(γσ−1a) = f(a).
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By clause (iv) of Lemma 5.1.5, there is n ≥ k with σFk ⊆ Fn. In particular,
σ ∈ Dn

k . So if γ ∈ ∆n then γσ ∈ ∆k and since γσσ−1 = γ we have

γA ∩ dom(f) = γ(A ∩ dom(f))

and

∀a ∈ A ∩ dom(f) f(γa) = f(a).

�

By comparing Corollary 7.2.6 to the lemma below, one can see that among
centered and directed blueprints the advantage to ∆-minimality is that instead of
having uncertainty as to which λ ∈ Dn

k “works,” we know that specifically 1G ∈ Dn
k

“works.”

Lemma 7.3.4. Let G be a countably infinite group, and let (∆n, Fn)n∈N be a
centered and directed blueprint with

∩
n∈N ∆nbn = ∅ and with the property that the

∆i-translates of Fi are maximally disjoint for either i = 0 or i = 1. Let c ∈ 2⊆G be
fundamental with respect to this blueprint. Then c is ∆-minimal if and only if for
every k ≥ 1 there is n > k with the property that for all γ ∈ ∆n

γFk ∩ dom(c) = γ(Fk ∩ dom(c))

and

∀f ∈ Fk ∩ dom(c) c(γf) = c(f).

Proof. By taking A = Fk in Lemma 7.3.3, we see that if c is ∆-minimal then
it has the property stated above. Now assume that c has the property stated above.
Fix i ∈ {0, 1} so that the ∆i-translates of Fi are maximally disjoint. Let A ⊆ G be
finite. By directedness, there is k ≥ 1 and ψ ∈ ∆k with

∆i ∩AF−1
1 F1FiFiF

−1
i ⊆ ψFk.

By assumption, there is n > k so that (γ−1 · c) � Fk = c � Fk for all γ ∈ ∆n. Fix
γ ∈ ∆n. We will show that (γ−1 ·c) � A = c � A. For this it suffices to fix a ∈ A−Fk

and show that a, γa ∈ dom(c) and c(γa) = c(a). Since ∆1 ∩ AF−1
1 ⊆ Fk, by the

coherent property of blueprints we must have that a ̸∈ ∆1F1. By our choice of k
and clause (v) of Lemma 5.1.5 we have that

∆1 ∩ γaF−1
1 = γ(∆1 ∩ aF−1

1 ) = ∅.

So γa ̸∈ ∆1F1. It follows from Definition 5.2.7 and clauses (iii) and (iv) of Theorem
5.2.5 that a, γa ∈ dom(c) and c(γa) = c(a). �

The previous lemma allows us to extend Proposition 7.2.7 to the proposition
below. The proof of this proposition is nearly identical to that of Proposition 7.2.7
except Lemma 7.2.5 is replaced by the lemma above. Nevertheless, we include the
proof for completeness.

Proposition 7.3.5. Let G be a countably infinite group, and let (∆n, Fn)n∈N
be a centered and directed blueprint with

∩
n∈N ∆nan =

∩
n∈N ∆nbn = ∅ and with

the property that the ∆i-translates of Fi are maximally disjoint for either i = 0
or i = 1. Then any c ∈ 2⊆G which is canonical with respect to this blueprint is
∆-minimal.
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Proof. Let (∆n, Fn)n∈N, i ∈ {0, 1}, and c ∈ 2⊆G be as stated. We will apply
Lemma 7.3.4 to show that c is ∆-minimal. So fix k ≥ 1. Since

∩
n∈N ∆nan =∩

n∈N ∆nbn = ∅, there is n ≥ k with Fk ∩∆n{an, bn} = ∅. Notice that Fk ⊆ Fn

by clause (i) of Lemma 5.1.5. So Fk ⊆ Fn −{an, bn}. Now let γ ∈ ∆n be arbitrary.
By conclusion (vii) of Theorem 5.2.5

γ−1[(γFn − {γan, γbn}) ∩ dom(c)] = (Fn − {an, bn}) ∩ dom(c)

and
∀f ∈ (Fn − {an, bn}) ∩ dom(c) c(γf) = c(f).

Since Fk ⊆ Fn − {an, bn}, it follows that
γ−1[(γFk) ∩ dom(c)] = Fk ∩ dom(c)

and
∀f ∈ Fk ∩ dom(c) c(γf) = c(f).

By Lemma 7.3.4 we conclude that c is ∆-minimal. �

For the rest of this section we study properties of ∆-minimal functions. We
will see that ∆-minimal functions behave well under unions and that the subflows
they generate have nice properties. These nice properties are the reason why we
define and study ∆-minimality. We begin by looking at unions.

Lemma 7.3.6. Let G be a countably infinite group, and let (∆n, Fn)n∈N be a
centered and directed blueprint. If c1 and c2 are both ∆-minimal and agree on
dom(c1) ∩ dom(c2), then c1 ∪ c2 is ∆-minimal as well.

Proof. Let A ⊆ G be finite. Let n1 and n2 be as in Lemma 7.3.3 relative to
c1 and c2 respectively. Since the blueprint is centered, (∆n)n∈N is decreasing. It is
then easy to see that for c = c1 ∪ c2, n = max(n1, n2), and γ ∈ ∆n we have

γA ∩ dom(c) = γ(A ∩ dom(c))

and
∀a ∈ A ∩ dom(c) c(γa) = c(a).

Since A was arbitrary, we conclude that c = c1 ∪ c2 is ∆-minimal. �

Lemma 7.3.7. Let G be a countably infinite group, and let (∆n, Fn)n∈N be a
blueprint. If c1 is fundamental with respect to this blueprint and pre-minimal, c2 is
∆-minimal, and c1 and c2 agree on dom(c1)∩dom(c2), then c1∪ c2 is pre-minimal.

Proof. Let d ∈ 2G be a minimal extension of c1, and define x ∈ 2G by
x(g) = (c1 ∪ c2)(g) if g ∈ dom(c1) ∪ dom(c2) and x(g) = d(g) otherwise. It suffices
to show that x is minimal. Let A ⊆ G be finite. Let n ∈ N and σ ∈ ∆n be such
that for all γ ∈ ∆n

γσ−1A ∩ dom(c2) = γσ−1(A ∩ dom(c2))

and
∀a ∈ A ∩ dom(c2) c2(γσ

−1a) = c2(a).

Since d is minimal, there is a finite set T ⊆ G so that for all g ∈ G there is t ∈ T
with

∀h ∈ A ∪ σFn d(gth) = d(h).

Fix g ∈ G and let t ∈ T be such that the expression above is satisfied. Since c1 ⊆ d
is fundamental, d admits a simple ∆n-membership test with test region a subset
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of Fn. So we must have gtσ ∈ ∆n. Therefore for all a ∈ A ∩ dom(c2) we have
gta ∈ dom(c2) and

x(gta) = c2(gta) = c2(a) = x(a).

On the other hand, if a ∈ A− dom(c2) then gta ̸∈ dom(c2) and hence

x(gta) = d(gta) = d(a) = x(a).

We concluded that x is minimal and hence c1 ∪ c2 is pre-minimal. �
Lemma 7.3.8. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-

print, and let (cn)n∈N be an increasing sequence of elements of 2⊆G which are
all fundamental with respect to this blueprint. If each cn is ∆-minimal then c =∪

n∈N cn is ∆-minimal as well.

Proof. Let A ⊆ G be finite. Let k ∈ N be such that

∀a ∈ A a ∈ ∆kbk =⇒ a ∈
∩
n∈N

∆nbn.

Let m ∈ N be such that for all 1 ≤ i ≤ k

Θi(cm) = Θi(c)

and
A ∩ dom(cm) = A ∩ dom(c).

Such an m exists since (Θi(cn))n∈N is a decreasing sequence of subsets of the finite
set Λi. Since cm is ∆-minimal, there is n ∈ N and σ ∈ ∆n so that for all γ ∈ ∆n

γσ−1Ab−1
k Fk ∩ dom(cm) = γσ−1(Ab−1

k Fk ∩ dom(cm))

and
∀a ∈ Ab−1

k Fk ∩ dom(cm) cm(γσ−1a) = cm(a).

Notice that bk ∈ Fk so A ⊆ Ab−1
k Fk and hence (σγ−1 · cm) � A = cm � A for all

γ ∈ ∆n.
Fix γ ∈ ∆n. To finish the proof it suffices to show that

γσ−1A ∩ dom(c) = γσ−1A ∩ dom(cm).

Clearly γσ−1A ∩ dom(cm) ⊆ γσ−1A ∩ dom(c) since c extends cm. Pick a ∈ A with
γσ−1a ∈ dom(c) and towards a contradiction suppose γσ−1a ̸∈ dom(cm). Since
Θi(c) = Θi(cm) for all 1 ≤ i ≤ k, we have by Definition 5.2.7 that

dom(c)− dom(cm) =
∞∪

i=k+1

∆i(Θi(cm)−Θi(c))bi−1 ⊆ ∆kbk.

So γσ−1a ∈ ∆kbk. Let ψ ∈ ∆k be such that γσ−1a = ψbk. Then ψ passes the ∆k

membership test and ψFk ⊆ γσ−1Ab−1
k Fk. It follows that σγ

−1ψ must also pass the
∆k membership test and thus σγ−1ψ ∈ ∆k. Then a = σγ−1ψbk ∈ ∆kbk so by our
choice of k we have a ∈

∩
i∈N ∆ibi. By Definition 5.2.7 and clause (iii) of Theorem

5.2.5 we have a ∈ dom(cm). But then γσ−1a ∈ dom(cm), a contradiction. �
Now we look at subflows generated by ∆-minimal functions.

Lemma 7.3.9. Let G be a countably infinite group, let (∆n, Fn)n∈N be a cen-
tered, directed, and maximally disjoint blueprint, and let x ∈ 2G be fundamental
with respect to this blueprint. If c ⊆ x is ∆-minimal and y ∈ [x] is x-centered, then

∀g ∈ dom(c) y(g) = x(g).
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Proof. Let A be an arbitrary finite subset of G. We will show y(a) = x(a)
for all a ∈ A ∩ dom(c). Since c is ∆-minimal and the blueprint is centered and
directed, there is n ∈ N so that for all γ ∈ ∆n,

γA ∩ dom(c) = γ(A ∩ dom(c))

and

∀a ∈ A ∩ dom(c) c(γa) = c(a).

Since y ∈ [x], there is g ∈ G so that y(h) = (g−1 · x)(h) = x(gh) for all h ∈ Fn ∪A.
Since y is x-centered, 1G ∈ ∆y

n. Consequently, we must have g ∈ ∆x
n. It follows

that for all a ∈ A ∩ dom(c)

y(a) = x(ga) = c(ga) = c(a) = x(a).

As A was an arbitrary finite subset of G, we conclude y(g) = x(g) for all g ∈
dom(c). �

Lemma 7.3.10. Let G be a countably infinite group, let (∆n, Fn)n∈N be a cen-
tered, directed, and maximally disjoint blueprint, and let x ∈ 2G be fundamental
with respect to this blueprint. The following are equivalent:

(i) x is ∆-minimal;

(ii) {y ∈ [x] : y is x-regular} = [x].

Proof. First assume that x is ∆-minimal. If z ∈ [x] is x-regular, then there
is an x-centered y ∈ [z]. By the previous lemma, x = y ∈ [z] so z ∈ [x]. On the
other hand, it is clear that every element of [x] is x-regular.

Now assume that x is not ∆-minimal. Then there is a finite A ⊆ G such that
for all n ∈ N we can find γn ∈ ∆n with x(γna) ̸= x(a) for some a ∈ A. Let y be a
limit point of the sequence (γ−1

n · x)n∈N. Since (∆n)n∈N is a decreasing sequence,
1G ∈ γ−1

n ∆k for all n ≥ k. So by clause (i) of Proposition 7.1.1, 1G ∈ ∆y
k for all

k ∈ N. Thus y is x-centered and in particular x-regular. If y ∈ [x] then there is
z ∈ [y] with z = x. Such a z would be have to be x-centered, but y is x-centered and

every orbit in [x] contains at most one x-centered element (clause (iv) of Lemma
7.1.2). So y ∈ [x] if and only if y = x. However, since A is finite there is a ∈ A
and n ∈ N with y(a) = (γ−1

n · x)(a) = x(γna) ̸= x(a). Thus y ̸= x and y ̸∈ [x]. We

conclude that the set of x-regular elements of [x] does not coincide with [x]. �

7.4. Minimality constructions

In showing that every group has a 2-coloring (Theorem 6.1.1) and in charac-
terizing groups with the ACP (Theorem 6.3.3), we have seen that putting a graph
structure on the sets ∆n can be very useful. Indeed, the undefined points of a fun-
damental function c are very useful for controlling which elements of [c] are close,
or look similar, and which are far apart. Usually, when one has an application in
mind one has a specific idea of which points of [c] should look similar and which
ones should not. Since the ∆n’s organize the positioning of the undefined points of
c, such requirements are best studied in the form of a graph on ∆n. We will see
that this approach is relied upon heavily in the next section. This section develops
methods for extending ∆-minimal functions to new ∆-minimal functions through
the analysis of graphs on ∆n.
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The next definition is very much in the spirit of Definition 7.3.1. However,
note that in the definition below ∆ appears with a subscript while it does not in
Definition 7.3.1.

Definition 7.4.1. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
blueprint, and let n ≥ 1. A symmetric relation E ⊆ ∆n ×∆n is called ∆n-minimal
if

(i) there is a finite A ⊆ G such that (γ, ψ) ∈ E implies ψ ∈ γA;
(ii) for every ψ1, ψ2 ∈ ∆n, there ism ∈ N and σ ∈ ∆m with ∆mσ

−1{ψ1, ψ2} ⊆
∆n and such that for every γ ∈ ∆m (γσ−1ψ1, γσ

−1ψ2) ∈ E if and only if
(ψ1, ψ2) ∈ E.

As before, the definition takes a simpler form if we place more assumptions on
the blueprint.

Lemma 7.4.2. Let G be a countably infinite group, let (∆n, Fn)n∈N be a centered
and directed blueprint, let n ≥ 1, and let E ⊆ ∆n × ∆n be a symmetric relation.
Then E is ∆n-minimal if and only if the following hold:

(i) there is a finite A ⊆ G such that (γ, ψ) ∈ E implies ψ ∈ γA;
(ii) for every ψ1, ψ2 ∈ ∆n, there is m ≥ n with ψ1, ψ2 ∈ Dm

n and for every
γ ∈ ∆m (γψ1, γψ2) ∈ E if and only if (ψ1, ψ2) ∈ E.

Proof. First suppose that E is ∆n-minimal. Clearly property (i) above is sat-
isfied. Fix ψ1, ψ2 ∈ ∆n and let m ∈ N and σ ∈ ∆m be such that ∆mσ

−1{ψ1, ψ2} ⊆
∆n and for every γ ∈ ∆m, (γσ−1ψ1, γσ

−1ψ2) ∈ E if and only if (ψ1, ψ2) ∈ E. By
clause (iv) of Lemma 5.1.5 there is k ≥ n with ψ1, ψ2, σ ∈ Fk and hence ψ1, ψ2 ∈ Dk

n

and σ ∈ Dk
m. If γ ∈ ∆k, then γσ ∈ ∆kD

k
m ⊆ ∆m. Since γσσ−1 = γ, we have that

(γψ1, γψ2) ∈ E if and only if (ψ1, ψ2) ∈ E. Thus E has the property above.
Now suppose that E has the property above. The property ψ1, ψ2 ∈ Dm

n implies
∆m{ψ1, ψ2} ⊆ ∆n. Since the blueprint is centered, we can pick σ = 1G ∈ ∆m to
see that E is ∆n-minimal. �

Lemma 7.4.3. Let G be a countably infinite group, and let (∆n, Fn)n∈N be a
centered and directed blueprint. Let m ≥ n ≥ 1, let λ ∈ Dm

n , and let A ⊆ G be
finite. Define E ⊆ ∆n ×∆n by

(ψ1, ψ2) ∈ E ⇐⇒ (ψ1 ∈ ∆mλ ∧ ψ2 ∈ ψ1A) ∨ (ψ2 ∈ ∆mλ ∧ ψ1 ∈ ψ2A).

Then E is ∆n-minimal.

Proof. We will apply Lemma 7.4.2. Clearly clause (i) is satisfied. We only
need to check clause (ii). Fix ψ1, ψ2 ∈ ∆n. By clause (iv) of Lemma 5.1.5 there is
k > m with ψ1, ψ2 ∈ Fk. Fix γ ∈ ∆k. Clearly,

ψ−1
1 ψ2 ∈ A⇐⇒ (γψ1)

−1(γψ2) ∈ A and ψ−1
2 ψ1 ∈ A⇐⇒ (γψ2)

−1(γψ) ∈ A,

and by conclusion (vii) of Lemma 5.1.4

ψi ∈ ∆mλ⇐⇒ γψi ∈ ∆mλ.

Therefore (γψ1, γψ2) ∈ E if and only if (ψ1, ψ2) ∈ E. We conclude E is ∆n-
minimal. �

Lemma 7.4.4. Let G be a countably infinite group, let (∆n, Fn)n∈N be a centered
and directed blueprint, let n ≥ 1, and let E1, E2 ⊆ ∆n×∆n be symmetric relations.
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If E1 is ∆n-minimal and E1 ∩E2 = ∅, then E1 ∪E2 is ∆n-minimal if and only if
E2 is ∆n-minimal.

Proof. Since the blueprint is centered, (∆n)n∈N is decreasing and (Dm
n )m≥n

is increasing (n is fixed). Suppose E2 is ∆n-minimal. Pick ψ1, ψ2 ∈ ∆n and apply
Lemma 7.4.2 to E1 and E2 to get numbers m1 and m2 in clause (ii). Clearly then
taking m = max(m1,m2) shows that E1 ∪ E2 satisfies (ii) for ψ1 and ψ2. We
conclude that E1 ∪ E2 is ∆n-minimal.

Now assume E1 ∪ E2 is ∆n-minimal. Then E2 satisfies clause (i) of Lemma
7.4.2. So we only need to check clause (ii). For any ψ1, ψ2 ∈ ∆n we have

(ψ1, ψ2) ∈ E2 ⇐⇒ (ψ1, ψ2) ∈ E1 ∪ E2 and (ψ1, ψ2) ̸∈ E1.

So if ψ1, ψ2 ∈ ∆n andm1 andm2 are as in clause (ii) for E1 and E1∪E2, respectively,
then m = max(m1,m2) shows that E2 satisfies (ii) for ψ1 and ψ2. We conclude
that E2 is ∆n-minimal. �

Lemma 7.4.5. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-
print, let c ∈ 2⊆G be fundamental with respect to this blueprint, and let n, t ≥ 1
satisfy |Θn| ≥ t. If µ : ∆n → {0, 1, . . . , 2t − 1} then there is c′ ⊇ c such that

(i) c′ is fundamental with respect to (∆n, Fn)n∈N;
(ii) c′ � (dom(c′)− dom(c)) is ∆-minimal if µ is ∆-minimal;
(iii) |Θn(c

′)| = |Θn(c)| − t;
(iv) for all γ, ψ ∈ ∆n

µ(γ) = µ(ψ) ⇐⇒ ∀f ∈ Fn ∩ (dom(c′)− dom(c)) c′(γf) = c′(ψf).

Proof. For each i ≥ 1, define Bi : N → {0, 1} so that Bi(k) is the ith digit
from least to most significant in the binary representation of k when k ≥ 2i−1 and
Bi(k) = 0 when k < 2i−1. Fix distinct θ1, θ2, . . . , θt ∈ Θn. Define c′ ⊇ c by setting

c′(γθibn−1) = Bi(µ(γ))

for each γ ∈ ∆n and 1 ≤ i ≤ t. Clearly c′ satisfies (i) and (iii). Also, since t binary
digits are sufficient to encode the values of µ, property (iv) is also satisfied. We
proceed to check (ii).

Assume µ is ∆-minimal. Let A ⊆ G be finite. Since µ is ∆-minimal, there is
m ∈ N and σ ∈ ∆m such that for all γ ∈ ∆m

γσ−1AΘn(c)
−1 ∩∆n = γσ−1(AΘn(c) ∩∆n)

and

∀a ∈ AΘn(c)
−1 ∩∆n µ(γσ

−1a) = µ(a).

Fix γ ∈ ∆n, a ∈ A, and 1 ≤ i ≤ t. By the above expressions we have that
γσ−1a ∈ ∆nθi if and only if a ∈ ∆nθi. By varying i between 1 and t we see
that γσ−1a ∈ dom(c′) − dom(c) if and only if a ∈ dom(c′) − dom(c). If a ∈
dom(c′) − dom(c), then there are ψ1, ψ2 ∈ ∆n and 1 ≤ i ≤ t with a = ψ1θi and
γσ−1a = ψ2θi. By the ∆-minimality of µ we have that µ(ψ1) = µ(ψ2) and therefore

c′(γσ−1a) = Bi(µ(ψ2)) = Bi(µ(ψ1)) = c′(a).

We conclude that c′ � (dom(c′)− dom(c)) is ∆-minimal. �
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Let G be a countably infinite group, let (∆n, Fn)n∈N be a blueprint, let n ≥ 1,
and let Γ a graph with vertex set ∆n. If F ⊆ E(Γ) is symmetric, define

[F ] = {(γ, ψ) : ∃σ1, σ2, . . . , σm ∈ ∆n γ = σ1∧ψ = σm∧∀1 ≤ i < m (σi, σi+1) ∈ F}.
Note that [F ] is an equivalence relation on Γ, even in the case F is empty (the
reflexive property follows by taking m = 1). For γ ∈ ∆n, let [γ] denote the [F ]
equivalence class of γ. We define Γ/[F ] to be the graph with vertices the equivalence
classes of [F ] and with edge relation

([γ], [ψ]) ∈ E(Γ/[F ]) ⇐⇒ ([γ] ̸= [ψ]) ∧ (∃σ ∈ [γ], λ ∈ [ψ] (σ, λ) ∈ E(Γ)).

The next theorem is quite useful in constructing minimal elements of 2G with
various properties. Here we use the term “partition” loosely and allow the empty
set to be a member of a partition.

Theorem 7.4.6. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
centered blueprint guided by a growth sequence (Hn)n∈N, let c ∈ 2⊆G be fundamental
with respect to this blueprint, and let n, t ≥ 1 satisfy |Θn| ≥ t. Let Γ be a graph
with vertex set ∆n, and let {E1, E2} be a partition of E(Γ) with E1 ∩ [E2] = ∅. If
the degree of every vertex in Γ/[E2] is less than 2t then there is c′ ⊇ c such that

(i) c′ is fundamental with respect to (∆n, Fn)n∈N;
(ii) c′ � (dom(c′)− dom(c)) is ∆-minimal if E1 and [E2] are ∆n-minimal;
(iii) |Θn(c

′)| = |Θn(c)| − t;
(iv) (γ, ψ) ∈ E1 implies c′(γf) ̸= c′(ψf) for some f ∈ Fn∩(dom(c′)−dom(c));
(v) (γ, ψ) ∈ E2 implies c′(γf) = c′(ψf) for all f ∈ Fn ∩ (dom(c′)− dom(c)).

Proof. We remind the reader that our blueprint is centered, directed, and
maximally disjoint by clause (i) of Lemma 5.3.5 and that (∆k)k∈N is decreasing by
clause (i) of Lemma 5.1.5. The plan is to construct µ : ∆n → {0, 1, . . . , 2t − 1}
which is ∆-minimal if E1 and [E2] are ∆n-minimal and which satisfies

(γ, ψ) ∈ E1 =⇒ µ(γ) ̸= µ(ψ), and

(γ, ψ) ∈ E2 =⇒ µ(γ) = µ(ψ).

After doing this, applying Lemma 7.4.5 will complete the proof.
First suppose E1 or [E2] is not ∆n-minimal. Since each vertex of Γ/[E2]

has degree less than 2t, there is a graph-theoretic (2t)-coloring of Γ/[E2], say
µ : V (Γ/[E2]) → {0, 1, . . . , 2t − 1}. Define µ : V (Γ) → {0, 1, . . . , 2t − 1} by
µ(γ) = µ([γ]) for γ ∈ ∆n, where [γ] is the [E2]-equivalence class containing γ.
Clearly, if (γ, ψ) ∈ E2 then [γ] = [ψ] and µ(γ) = µ(ψ). On the other hand, if
(γ, ψ) ∈ E1 then [γ] ̸= [ψ] since E1 ∩ [E2] = ∅, and hence ([γ], [ψ]) ∈ E(Γ/[E2]) so
µ(γ) = µ([γ]) ̸= µ([ψ]) = µ(ψ).

Now suppose E1 and [E2] are ∆n-minimal. Then there is a finite A ⊆ G such
that (γ, ψ) ∈ E1 ∪ [E2] implies ψ ∈ γA (and by symmetry γ ∈ ψA). Let m(0) ≥ n
be such that A ⊆ Hm(0). Let i ∈ N, σ ∈ ∆m(0)+3+i, and γ ∈ σFm(0)+i ∩ ∆n. If
ψ ∈ ∆n and (ψ, γ) ∈ E1 ∪ [E2] then

ψ ∈ γA ⊆ σFm(0)+iHm(0) ⊆ σHm(0)+1+i

by clause (ii) of Definition 5.3.4 and clause (iii) of Definition 5.3.2. So ψ ∈
σFm(0)+3+i by clause (iii) of Lemma 5.3.5. This is an important property one
should remember for this proof.

In order to define µ, we construct a sequence of functions (µk)k≥1 mapping into
{0, 1, . . . , 2t − 1}, and a sequence (m(k))k∈N satisfying for each k ≥ 1:
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(1) µk+1 ⊇ µk;
(2) m(k + 1) ≥ m(k) + 9;

(3) dom(µk) =
∪

0≤i<k ∆m(i+1)D
m(i)
n ;

(4) ([γ], [ψ]) ∈ E(Γ/[E2]) ⇒ µk(γ) ̸= µk(ψ) and (γ, ψ) ∈ [E2] ⇒ µk(γ) =
µk(ψ) whenever γ, ψ ∈ dom(µk);

(5) For all σ ∈ ∆m(k) and all γ ∈ D
m(k−1)
n , µk(γ) = µk(σγ);

We begin by constructing µ1. We can of course fix a labeling of D
m(0)
n =

Fm(0) ∩∆n such that two members are labeled differently if their [E2] classes are
adjacent and are labeled the same if they are in the same [E2] class. We can choose
our labels from the set {0, 1, . . . , 2t − 1} since each vertex of Γ/[E2] has degree less
than 2t. Since our blueprint is centered and directed, since (∆k)k∈N is decreasing,

sinceD
m(0)
n is finite, and since E1 and [E2] are ∆n-minimal, there ism(1) ≥ m(0)+9

such that for all γ, ψ ∈ D
m(0)+9
n and all σ ∈ ∆m(1),

(γ, ψ) ∈ E1 ⇐⇒ (σγ, σψ) ∈ E1,

and

(γ, ψ) ∈ [E2] ⇐⇒ (σγ, σψ) ∈ [E2].

Since E1 and [E2] look identical on each ∆m(1)-translate of D
m(0)+9
n , we can copy

this labeling on every ∆m(1)-translate of D
m(0)
n to get the function µ1. Clearly

(2), (3), and (5) are then satisfied. Let γ, ψ ∈ dom(µ1), say γ ∈ σ1D
m(0)
n and

ψ ∈ σ2D
m(0)
n with σ1, σ2 ∈ ∆m(1). First suppose that (γ, ψ) ∈ [E2]. Then ψ ∈

σ1Fm(0)+3 ∩ σ2Fm(0), so we must have σ1 = σ2 since m(1) > m(0) + 3. So γ, ψ ∈
σ1D

m(0)
n , so (σ−1

1 γ, σ−1
1 ψ) ∈ [E2] by the definition of m(1). Therefore

µ1(γ) = µ1(σ
−1
1 γ) = µ1(σ

−1
1 ψ) = µ1(ψ).

Now suppose that ([γ], [ψ]) ∈ E(Γ/[E2]). Then there are γ′ ∈ [γ] and ψ′ ∈ [ψ]
with (γ′, ψ′) ∈ E1. Since m(1) ≥ m(0) + 9, as before we find that γ′ ∈ σ1Fm(0)+3,
ψ′ ∈ σ1Fm(0)+6, and ψ ∈ σ1Fm(0)+9. So σ2 = σ1, ψ ∈ σ1Fm(0) and ψ

′ ∈ σ1Fm(0)+3.

Again by the definition of m(1) we have that σ−1
1 γ′ ∈ [σ−1

1 γ], σ−1
1 ψ′ ∈ [σ−1

1 ψ], and
(σ−1

1 γ′, σ−1
1 ψ′) ∈ E1. Therefore ([σ−1

1 γ], [σ−1
1 ψ]) ∈ E(Γ/[E2]) and

µ1(γ) = µ1(σ
−1
1 γ) ̸= µ1(σ

−1ψ) = µ1(ψ).

Therefore µ1 satisfies (4).
Now suppose µk has been constructed and m(k) has been defined. Again, since

D
m(k)
n = Fm(k) ∩ ∆n is finite, there is m(k + 1) ≥ m(k) + 9 such that for all

γ, ψ ∈ D
m(k)+9
n and all σ ∈ ∆m(k+1)

(γ, ψ) ∈ E1 ⇐⇒ (σγ, σψ) ∈ E1,

and

(γ, ψ) ∈ [E2] ⇐⇒ (σγ, σψ) ∈ [E2].

Let σ ∈ ∆m(k+1), and let γ ∈ dom(µk) ∩ Fm(k)+9. Then by (3) there is 0 ≤ i < k

with γ ∈ ∆m(i+1)Fm(i). Let η ∈ ∆m(i+1) and λ ∈ D
m(i)
n be such that γ = ηλ. By

the coherent property of blueprints, η ∈ Fm(k)+9. So η ∈ D
m(k)+9
m(i+1) ⊆ D

m(k+1)
m(i+1) and

ση ∈ ∆m(i+1). We apply (5) twice to get

µk(σγ) = µk((ση)λ) = µi+1((ση)λ)
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= µi+1(λ) = µi+1(ηλ) = µk(ηλ) = µk(γ).

We therefore have four important facts:

∀γ, ψ ∈ Dm(k)+9
n [(γ, ψ) ∈ E1 ⇐⇒ ∀σ ∈ ∆m(k+1) (σγ, σψ) ∈ E1];

∀γ, ψ ∈ Dm(k)+9
n [(γ, ψ) ∈ [E2] ⇐⇒ ∀σ ∈ ∆m(k+1) (σγ, σψ) ∈ [E2]];

∀γ ∈ Dm(k)+9
n [γ ∈ dom(µk) ⇐⇒ ∀σ ∈ ∆m(k+1) σγ ∈ dom(µk)];

∀γ ∈ Dm(k)+9
n ∩ dom(µk) ∀σ ∈ ∆m(k+1) µk(γ) = µk(σγ).

The first two follow from our choice of m(k+1), the third from (3) and conclusion
(vii) of Lemma 5.1.4, and the fourth was just verified. These four statements say
that µk, E1, and [E2] each look the same on every ∆m(k+1)-translate of Fm(k)+9.

We choose an extension, µ̃k, of µk to dom(µk)∪Dm(k)
n with the property that if

([γ], [ψ]) ∈ E(Γ/[E2]) then γ and ψ are labeled differently, and if (γ, ψ) ∈ [E2] then
they are labeled the same. The function µ̃k exists since µk satisfies (4), and µ̃k can
be assumed to take values in the set {0, 1, . . . , 2t−1} since the degree of every vertex

of Γ/[E2] is less than 2t. We copy µ̃k � Dm(k)
n to all ∆m(k+1)-translates of D

m(k)
n

and union with µk to get µk+1. Clearly µk+1 satisfies (1), (2), (3), and (5). To
verify (4), we essentially repeat the argument used to show that µ1 satisfies (4). Let
γ, ψ ∈ dom(µk+1) with (γ, ψ) ∈ [E2] or ([γ], [ψ]) ∈ E(Γ/[E2]). If γ, ψ ∈ dom(µk),
then there is nothing to show. So we may suppose that γ ̸∈ dom(µk) and hence γ ∈
σD

m(k)
n for some σ ∈ ∆m(k+1). Arguing as we did for µ1, we find that ψ ∈ σFm(k)+9.

By the definition of m(k + 1), we have that (σ−1γ, σ−1ψ) ∈ E1 if and only if
(γ, ψ) ∈ E1. Similarly, by again using the definition of m(k+1) and picking γ′ ∈ [γ]
and ψ′ ∈ [ψ] with (γ′, ψ′) ∈ E1 if necessary, we have ([σ−1γ], [σ−1ψ]) ∈ E(Γ/[E2])
if and only if ([γ], [ψ]) ∈ E(Γ/[E2]). Now we have

µk+1(γ) = µ̃k(σ
−1γ) ̸= µ̃k(σ

−1ψ) = µk+1(ψ)

if ([γ], [ψ]) ∈ E(Γ/[E2]) and

µk+1(γ) = µ̃k(σ
−1γ) = µ̃k(σ

−1ψ) = µk+1(ψ)

if (γ, ψ) ∈ [E2]. Thus µk+1 satisfies (4).
We finish by setting µ =

∪
k≥1 µk. By clause (iv) of Lemma 5.1.5 we see that

dom(µ) = ∆n. Property (5) together with clauses (iv) and (v) of Lemma 5.1.5
imply that µ is ∆-minimal. Finally, property (4) gives

(γ, ψ) ∈ E1 =⇒ µ(γ) ̸= µ(ψ), and

(γ, ψ) ∈ E2 =⇒ µ(γ) = µ(ψ).

Applying Lemma 7.4.5 completes the proof. �

We can give a few immediate consequences.

Corollary 7.4.7. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
blueprint, and for each n ≥ 1 let Bn be finite with ∆nBnB

−1
n = G. If c ∈ 2⊆G is ∆-

minimal and fundamental with respect to this blueprint and |Θn| ≥ log2 (2|Bn|4 +
1) for each n ≥ 1, then there exists a ∆-minimal and fundamental c′ ⊇ c with
|Θn(c

′)| > |Θn(c)| − log2 (2|Bn|4 + 1) − 1 and with the property that any x ∈ 2G

extending c′ is a 2-coloring. In particular, every countable group has a minimal
2-coloring.
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Proof. Recall that in the proof of Theorem 6.1.1 we defined the graph Γn on
the vertex set ∆n with edge relation given by

(γ, ψ) ∈ E(Γn) ⇐⇒ γ−1ψ ∈ BnB
−1
n snBnB

−1
n or ψ−1γ ∈ BnB

−1
n snBnB

−1
n .

We seek to apply Theorem 7.4.6 with respect to the “partition” {E(Γn),∅} of
E(Γn). To establish our claims we need only check that E(Γn) is ∆n-minimal for
every n ≥ 1. However, this follows from Lemma 7.4.3. �

Theorem 7.4.8. If G is a countably infinite group, then the collection of min-
imal 2-colorings is dense in 2G.

We omit this proof since the following theorem is stronger.

Theorem 7.4.9. Let G be a countably infinite group, x ∈ 2G, and ϵ > 0. Then
there is a perfect set of pairwise orthogonal minimal 2-colorings in the ball of radius
ϵ about x.

Proof. Let x ∈ 2G and ϵ > 0. Apply Corollary 6.2.2 to get a nontrivial locally
recognizable R : A → 2. Now apply Corollary 5.4.9 to get a function c which is
canonical with respect to a centered blueprint (∆n, Fn)n∈N guided by a growth
sequence, compatible with R, and satisfies

|Λn| ≥ log2(4|Fn|4 + 2) = 1 + log2 (2|Fn|4 + 1)

for all n ≥ 1. By clause (i) of Lemma 5.3.5 and clause (viii) of Lemma 5.1.5 we can
require the blueprint satisfy∩

n∈N

∆nan =
∩
n∈N

∆nbn = ∅.

By Proposition 7.3.5 c is ∆-minimal. Now apply Corollary 7.4.7 to get a fundamen-
tal and ∆-minimal c′ for which every extension is a 2-coloring and with |Θn(c

′)| > 0
for all n ≥ 1. We apply Proposition 6.1.4 to get a perfect set {xτ : τ ∈ 2N} of pair-
wise orthogonal functions extending c′. If n ≥ 1, θ ∈ Θn(c

′), and i ∈ {0, 1}, then
the constant function d : ∆nθbn−1 → {i} is ∆-minimal by clause (vii) of Lemma
5.1.4. By the proof of Proposition 6.1.4, we see that each xτ can be constructed by
taking the union of c′ with a sequence of such functions d with disjoint domains.
By Lemma 7.3.6, the union of c′ with finitely many of these d’s is ∆-minimal, and
so by Lemma 7.3.8 each xτ is ∆-minimal. So each xτ is minimal and extends c
and c′. So each xτ is a 2-coloring and if γ ∈ ∆1 then d((γγ1)

−1 · xτ , x) < ϵ. So
{(γγ1)−1 · xτ : τ ∈ 2N} is a perfect set of pairwise orthogonal minimal 2-colorings
contained in the ball of radius ϵ about x. �

The next two corollaries draw interest from descriptive set theory. The first
relates to subflows of (2N)G (as discussed in Section 2.7), and the second is a
strengthening of one of the main results of the authors’ previous paper [GJS].

Corollary 7.4.10. Let G be a countably infinite group, x ∈ (2N)G, and ϵ > 0.
Then there is a perfect set of pairwise orthogonal minimal hyper aperiodic points in
the ball of radius ϵ about x.

Proof. Let C ⊆ G and L ⊆ N be finite sets with the property that for every
y ∈ (2N)G

∀c ∈ C ∀n ∈ L y(c)(n) = x(c)(n) =⇒ d(x, y) < ϵ.
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Fix a bijection ϕ between 2L and 2|L| = {0, 1, . . . , 2|L|−1}. Set k = 2|L|, and define
x̃ ∈ kG by x̃(g) = ϕ(x(g) � L). As we have mentioned before, in this paper we
work in the most restrictive case of Bernoulli flows of the form 2G. However, all of
our proofs and results trivially generalize to arbitrary Bernoulli flows mG. So by
the previous theorem, there exists a perfect set P̃ consisting of pairwise orthogonal
minimal k-colorings with the property that ỹ � C = x̃ � C for all ỹ ∈ P̃ . Now define
θ : kG → (2N)G by

θ(ỹ)(g)(n) =

{
ϕ−1(ỹ(g))(n) if n ∈ L

0 otherwise.

Then θ is a homeomorphic embedding which commutes with the action of G. Thus
P = {θ(ỹ) : ỹ ∈ P̃} is a perfect set of pairwise orthogonal minimal hyper aperiodic
points. Moreover, if y = θ(ỹ) ∈ P then ỹ � C = x̃ � C and therefore y(g)(n) =
x(g)(n) for all g ∈ C and n ∈ L. Thus P is contained in the ball of radius ϵ about
x. �

Recall that a set A ⊆ F (G) is a complete section if and only if A ∩ [x] ̸= ∅
for every x ∈ F (G). We refer the reader to [GJS] for the descriptive set theoretic
motivation to the following result.

Corollary 7.4.11. If G is a countably infinite group and (An)n∈N is a de-
creasing sequence of closed complete sections of F (G), then

G ·

(∩
n∈N

An

)
is dense in 2G.

Proof. Let x ∈ 2G and let ϵ > 0. By the previous theorem, there is a minimal
2-coloring y with d(x, y) < ϵ. Now [y] is a compact set contained in F (G), so there is

z ∈ [y]∩(
∩

n∈NAn). Since y is minimal, [z] = [y]. So [z]∩B(x; ϵ) = [y]∩B(x; ϵ) ̸= ∅.
Since B(x; ϵ) is open, it follows that [z] ∩B(x; ϵ) ̸= ∅. �

7.5. Rigidity constructions for topological conjugacy

In this section we develop tools to control when [x] and [y] are topologically
conjugate for functions x, y ∈ 2G which are fundamental with respect to a centered
blueprint guided by a growth sequence. Section 9.3 is highly dependent on our work
in this section. We remind the reader the definition of topologically conjugate.

Definition 7.5.1. Let G be a countable group and let S1, S2 ⊆ 2G be subflows.
S1 is topologically conjugate to S2 or is a topological conjugate of S2 if there is a
homeomorphism ϕ : S1 → S2 satisfying ϕ(g · x) = g · ϕ(x) for all x ∈ S1 and
g ∈ G. Such a function ϕ is called a conjugacy between S1 and S2. If ϕ : S1 → S2

is a function satisfying ϕ(g · x) = g · ϕ(x) for all g ∈ G and x ∈ S1, then we
say that ϕ commutes with the action of G. The property of being topologically
conjugate induces an equivalence relation on the set of all subflows of 2G. We call
this equivalence relation the topological conjugacy relation.

The complexity of the topological conjugacy relation will be studied in Chapter
9. Here we will be interested in developing a type of rigidity for the topological
conjugacy relation. In other words, we seek a method for constructing a collection
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of functions with the property that any two of these functions generate topologically
conjugate subflows if and only if there is a particularly nice conjugacy between the
subflows they generate. In order to exert control over the topological conjugacy class
of [x], one must be able to exert control over the behavior of elements of [x]. For
fundamental x ∈ 2G this is a difficult task. Especially bothersome are the elements
of [x] which are not x-regular. Such elements are difficult to work with and difficult
to control. The x-regular elements are better understood, and x-centered elements
are best understood of all, partially in view of Lemma 7.3.9. The usefulness of
the main result of this section should therefore be appreciated. Starting from a
fundamental c ∈ 2⊆G (with a few assumptions), we present a method to extend c
to a fundamental c′ with the property that for x, y ∈ 2G extending c′ (and satisfying

a few conditions), [x] and [y] are topologically conjugate if and only if there is a

conjugacy from [x] onto [y] sending x to a y-centered element of [y]. We prove this
with two independent theorems.

We begin with two lemmas. In this first lemma, ∀∞ denotes “for all but finitely
many,” ∃∞ denotes “there exists infinitely many,” and gA denotes {aga−1 : a ∈ A}
for A ⊆ G and g ∈ G.

Lemma 7.5.2. Let G be an infinite group, let A ⊆ G be finite, and let C ⊆ G
be infinite. Then

∀∞ψ ∈ C ∃∞γ ∈ C ψ ̸∈ (γ−1ψ)A ∪ (γ−1)A ∪ γ(γ−1)A.

Proof. For each a ∈ A, the map g 7→ aga−1 is an automorphism of G, so
since A is finite we have that for every ψ ∈ C there can only be finitely many γ ∈ C
with ψ ∈ (γ−1ψ)A∪ (γ−1)A. It will therefore suffice to show that for all but finitely
many ψ ∈ C there are infinitely many γ ∈ C with ψ ̸∈ γ(γ−1)A.

Let D = {ψ ∈ C : ∃∞γ ∈ C ψ ̸∈ γ(γ−1)A}. We will show |C −D| ≤ n = |A|.
Suppose ψ1, ψ2, . . . , ψn+1 ∈ C −D. Then

∀1 ≤ i ≤ n+ 1 ∀∞γ ∈ C ψi ∈ γ(γ−1)A

=⇒ ∀∞γ ∈ C ψ1, ψ2, . . . , ψn+1 ∈ γ(γ−1)A.

However, |γ(γ−1)A| ≤ |A| = n. So for some i ̸= j we have ψi = ψj . We conclude
|C −D| ≤ n. �

Lemma 7.5.3. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-
print guided by a growth sequence (Hn)n∈N, and let c ∈ 2⊆G be fundamental with
respect to this blueprint. If n ≥ 1 and γ, ψ ∈ ∆n+2 satisfy

γ−1[γFn+2 ∩ dom(c)] = ψ−1[ψFn+2 ∩ dom(c)]

and
∀f ∈ γ−1[γFn+2 ∩ dom(c)] c(γf) = c(ψf),

then
∀h ∈ γ−1[γHn ∩ dom(c)] c(γh) = c(ψh).

Proof. Let h ∈ Hn−Fn+2. If λ ∈ ∆1 and γh ∈ λF1, then γh ∈ λF1 ⊆ γFn+2

by clause (iii) of Lemma 5.3.5 which contradicts h ̸∈ Fn+2. So γh ̸∈ ∆1F1 and by
an identical argument ψh ̸∈ ∆1F1 as well. It follows from clause (iv) of Theorem
5.2.5 and the fact that

∪
n≥1 ∆nΛnbn−1 ⊆ ∆1F1 that γh, ψh ∈ dom(c) and c(γh) =

c(ψh). Therefore c(γh) = c(ψh) for all

h ∈ (Hn − Fn+2) ∪ γ−1[γFn+2 ∩ dom(c)] = γ−1[γHn ∩ dom(c)].
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�

We introduce a useful tool from symbolic dynamics known as block codes.

Definition 7.5.4. Let G be a countable group. A block code is any function

f̂ : 2H → {0, 1} where H is a finite subset of G. A function f : A → B, where

A,B ∈ S(G), is induced by a block code f̂ if for all x ∈ A and g ∈ G

f(x)(g) = f̂((g−1 · x) � H)

where H = dom(f̂).

The following theorem is usually stated for G = Z. The generalization to other
groups is immediate and well known. We include a proof for completeness.

Theorem 7.5.5 ([LM], Proposition 1.5.8). Let G be a countable group. A
function f : A→ B, where A and B are subflows of 2G, is continuous and commutes
with the action of G if and only if f is induced by a block code.

Proof. First suppose f is induced by a block code f̂ . Let H = dom(f̂). If we

fix g ∈ G, then for all x ∈ A we have f(x)(g) = f̂((g−1 · x) � H). Thus if y ∈ 2G

agrees with x on the finite set gH, then f(y)(g) = f(x)(g). So f is continuous.
Also, for x ∈ A and g, h ∈ G

f(g · x)(h) = f̂((h−1g · x) � H) = f(x)(g−1h) = (g · f(x))(h).
So f(g · x) = g · f(x).

Now suppose f is continuous and commutes with the shift action of G. Since
A is a compact metric space, f is uniformly continuous. So there is a finite H ⊆ G
such that for all x, y ∈ A

∀h ∈ H x(h) = y(h) =⇒ f(x)(1G) = f(y)(1G).

So we may define f̂ : 2H → {0, 1} by

f̂(z) =

{
f(x)(1G) if there is x ∈ A with x � H = z

0 otherwise

Then we have for all x ∈ A and all g ∈ G

f(x)(g) = (g−1 · f(x))(1G) = f(g−1 · x)(1G) = f̂((g−1 · x) � H).

So f is induced by the block code f̂ . �

Now we are ready to present the first rigidity construction.

Theorem 7.5.6. Let G be a countably infinite group, let (∆n, Fn)n∈N be a
centered blueprint guided by a growth sequence (Hn)n∈N with γn = 1G for all n ≥ 1,
and let c ∈ 2⊆G be fundamental with respect to this blueprint. Suppose that for
every n ≥ 1 there are infinitely many γ ∈ ∆n with c � Fn = (γ−1 · c) � Fn (c being
∆-minimal would be sufficient for this) and that |Θn| ≥ log2(12|Fn|2 + 1) for each
n ≡ 1 mod 10. Then there are νn1 , ν

n
2 ∈ ∆n+5 for each n ≡ 1 mod 10 and c′ ⊇ c

with the following properties:

(i) c′ is fundamental with respect to (∆n, Fn)n∈N;
(ii) c′ � (dom(c′)− dom(c)) is ∆-minimal;
(iii) |Θn(c

′)| > |Θn(c)|−log2 (12|Fn|2+1)−1 for n ≡ 1 mod 10, and Θn(c
′) =

Θn(c) otherwise;



7.5. RIGIDITY CONSTRUCTIONS FOR TOPOLOGICAL CONJUGACY 141

(iv) c′(f) = c′(νn1 f) = c′(νn2 f) for all f ∈ Fn+4 ∩ dom(c′) and all n ≡ 1
mod 10;

(v) if x, y ∈ 2G extend c′ and x(f) = x(νn1 f) = x(νn2 f) for all f ∈ Fn+4 and

all n ≡ 1 mod 10, then any conjugacy between [x] and [y] must map x to

a y-regular element of [y].

Note that Fn+4 ⊆ Fn+5 − {bn+5} since βn+5 ̸= γn+5 = 1G. Therefore in (iv)
νn1 f, ν

n
2 f ∈ dom(c′) since 1G, ν

n
1 , ν

n
2 ∈ ∆n+5 (see Lemma 5.2.9).

Proof. We will actually prove something slightly more general which would
have been too cumbersome to include in the statement of the theorem. The overall
approach will be to make use of Lemma 7.1.5. We wish to construct a sequence of
functions (cn)n≥−1 and a sequence (ν10n+1

1 , ν10n+1
2 )n≥1 satisfying for each n ∈ N:

(1) 1G, ν
10n+1
1 , and ν10n+1

2 are distinct elements of ∆10n+6;
(2) c−1 = c;
(3) cn ⊇ cn−1;
(4) cn is fundamental with respect to (∆n, Fn)n∈N and cn � (dom(cn) −

dom(c)) is ∆-minimal;
(5) |Θ10n+1(cn)| > |Θ10n+1(cn−1)|− log2 (12|F10n+1|2+1)−1, and Θm(cn) =

Θm(cn−1) for all m ̸= 10n+ 1;
(6) cn(f) = cn(ν

10n+1
1 f) = cn(ν

10n+1
2 f) for all f ∈ F10n+5 ∩ dom(cn);

(7) If γ ∈ ∆10n+1, a ∈ F10n+1F
−1
10n+1, γa

−1ν10n+1
1 a, γa−1ν10n+1

2 a ∈ ∆10n+1,
and

cn(γf) = cn(γa
−1ν10n+1

1 af) = cn(γa
−1ν10n+1

2 af)

for all f ∈ (F10n+1 − {b10n+1}) ∩ dom(cn), then γ ∈ ∆10n+18F10n+5.

Set c−1 = c, and suppose c−1 through cn−1 have been constructed. Here is
where we introduce the extra bit of generality not mentioned in the statement of
the theorem. If desired, one could extend cn−1 to any c′n−1 satisfying: c′n−1 is fun-
damental with respect to (∆n, Fn)n∈N; c

′
n−1 � (dom(c′n−1)−dom(c)) is ∆-minimal;

Θm(c′n−1) = Θm(cn−1) for all m ≤ 10(n− 1) + 5; |Θm(c′n−1)| ≥ log2 (12|Fm|2 + 1)
for all m > 10(n − 1) + 5 congruent to 1 modulo 10. We will construct cn to
extend c′n−1. To arrive at the exact stated conclusions of the theorem, one must
chose c′n−1 = cn−1 at every stage in the construction. If at some stage one chooses
to have c′n−1 ̸= cn−1, then (iii) and (5) will no longer be true, but the remaining
properties from (i) through (v) and (1) through (7) will still hold.

Set m = 10n+ 1 and let

C = {ν ∈ ∆m+5 : ν ̸= 1G ∧ ∀f ∈ Fm+4 ∩ dom(c′n−1) c
′
n−1(νf) = c′n−1(f)}.

Since c′n−1 � (dom(c′n−1) − dom(c)) is ∆-minimal, our assumption on c gives that
C is infinite. By applying Lemma 7.5.2, we see that there are distinct ν1, ν2 ∈ C
satisfying for every a ∈ FmF

−1
m and every λ ∈ Dm+4

m :

ν2 ̸= aλ−1ν−1
1 λa−1;

ν2 ̸= aλ−1ν−1
1 ν2λa

−1;

ν2 ̸= λa−1ν−1
1 aλ−1;

ν2 ̸= ν1λa
−1ν−1

1 aλ−1;

For notational convenience, let ν0 = 1G.
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Set A = {a−1νia : i = 1, 2 ∧ a ∈ FmF
−1
m } and let k ≥ m + 17 be such that

{1G, ν1, ν2}Fm+4 ⊆ Fk. Define E1, E2 ⊆ ∆m ×∆m by:

E2 = {(σνiλ, σνjλ) : i ̸= j ∈ {0, 1, 2}, σ ∈ ∆k, and λ ∈ Dm+4
m };

(γ, ψ) ∈ E1 ⇐⇒ [(γ, ψ) ̸∈ E2] ∧ [ψ ∈ γA ∨ γ ∈ ψA].

Let Γ be the graph with vertex set ∆m and edge relation E(Γ) = E1 ∪ E2. Our
immediate goal is to apply Theorem 7.4.6.

Since the ∆k-translates of Fk are disjoint, our choice of k implies [E2] = E2,
and every [E2] equivalence class consists of three members. So E1 ∩ [E2] = ∅. By
applying Lemma 7.4.3 for each i ̸= j ∈ {0, 1, 2} and each λ ∈ Dm+4

m and taking
unions, we see that E2 is ∆m-minimal (for the set A in Lemma 7.4.3, use a singleton
of the form {λ−1ν−1

i νjλ}). It is also clear from Lemma 7.4.3 that E1 ∪ E2 is ∆m-
minimal as well (in the lemma use m = n and λ = 1G). Since E1 ∩ E2 = ∅, E1

is ∆m-minimal by Lemma 7.4.4. Since |A| ≤ 2|Fm|2, each vertex of Γ has at most
4|Fm|2 E1-neighbors. Therefore each vertex of Γ/[E2] has degree at most 12|Fm|2
(since every [E2] class consists of three vertices of Γ). Let t be the least integer
greater than or equal to log2 (12|Fm|2+1) and apply Theorem 7.4.6 to get cn from
c′n−1. Define νm1 = ν1 and νm2 = ν2. Properties (1) through (6), with the exception
of (5) if c′n−1 ̸= cn−1, are clearly satisfied. We proceed to verify (7).

Suppose γ ∈ ∆m and a ∈ FmF
−1
m are such that γa−1ν1a, γa

−1ν2a ∈ ∆m and
for all f ∈ (Fm − {bm}) ∩ dom(cn)

cn(γf) = cn(γa
−1ν1af) = cn(γa

−1ν2af).

We cannot have (γ, γa−1ν1a) ∈ E1 nor (γ, γa−1ν2a) ∈ E1. However, we have
γa−1ν1a, γa

−1ν2a ∈ γA, so it must be that (γ, γa−1νia) ∈ E2 for i = 1, 2. Clearly
γ, γa−1ν1a, γa

−1ν2a are all distinct since 1G, ν1, ν2 are distinct. It follows that there
is σ ∈ ∆k and λ ∈ Dm+4

m such that

{γ, γa−1ν1a, γa
−1ν2a} = {σλ, σν1λ, σν2λ}.

If γ = σλ then we are done since σ ∈ ∆m+17. Towards a contradiction, suppose
γ ̸= σλ. We have two cases to consider.

Case 1: γ = σν1λ. Observe that

γa−1ν2a = σλ =⇒ σν1λa
−1ν2a = σλ =⇒ ν2 = aλ−1ν−1

1 λa−1,

and

γa−1ν2a = σν2λ =⇒ σν1λa
−1ν2a = σν2λ =⇒ ν2 = aλ−1ν−1

1 ν2λa
−1.

Now by our previous remarks one of the two rightmost statements must be true,
but both are in contradiction of our choice of ν1 and ν2.

Case 2: γ = σν2λ. We have

γa−1ν1a = σλ =⇒ σν2λa
−1ν1a = σλ =⇒ ν2 = λa−1ν−1

1 aλ−1,

and

γa−1ν1a = σν1λ =⇒ σν2λa
−1ν1a = σν1λ =⇒ ν2 = ν1λa

−1ν−1
1 aλ−1.

Again, one of the two rightmost statements must be true, however both contradict
our choice of ν1 and ν2. We conclude (7) is satisfied.

Let c′ =
∪

n∈N cn. Then c′ satisfies (i) and (ii). If c′n−1 = cn−1 for all n ∈ N
then c′ satisfies (iii) as well. For (iv), just note that 1G, ν

10n+1
1 , ν10n+1

2 ∈ ∆10n+6
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and ∆10n+6F10n+5 ∩ dom(c′) = ∆10n+6F10n+5 ∩ dom(cn) since ∆10n+6F10n+5 ∩
∆mΛmbm−1 = ∅ for m ≥ 10n+ 6 (since 1G = γm ̸∈ Λm ∪ {βm}).

Now let x, y ∈ 2G extend c′ with x(f) = x(νn1 f) = x(νn2 f) for all f ∈ Fn+4

and all n ≡ 1 mod 10. If [x] and [y] are not topologically conjugate, then there is

nothing to show. So assume [x] is topologically conjugate to [y] and let ϕ : [x] → [y]
be a conjugacy. By Lemma 7.1.5 it suffices to show that FnF

−1
n F−1

n+4 ∩∆z
n+17 ̸= ∅

for each n ≡ 1 mod 10, where z = ϕ(x) ∈ [y].
Since ϕ is induced by a block code, there is a finite K ⊆ G such that for all

g, h ∈ G

∀k ∈ K x(gk) = x(hk) =⇒ (g−1 · x) � K = (h−1 · x) � K =⇒ z(g) = z(h).

Let n ≡ 1 mod 10 satisfy K ⊆ Hn. By clause (ii) of Lemma 7.1.2, the ∆z
n-

translates of Fn are maximally disjoint within G. So there is a ∈ FnF
−1
n with

a ∈ ∆z
n. Note that

aFnK ⊆ FnF
−1
n FnHn ⊆ Hn+1Hn ⊆ Hn+2,

so
∀g, h ∈ G (∀k ∈ Hn+2 x(gk) = x(hk) =⇒ ∀f ∈ Fn z(gaf) = z(haf)).

Since 1G, ν
n
1 , ν

n
2 ∈ ∆n+5 and x(f) = x(νn1 f) = x(νn2 f) for all f ∈ Fn+4, it follows

from Lemma 7.5.3 that x(h) = x(νn1 h) = x(νn2 h) for all h ∈ Hn+2. Therefore
z(af) = z(νn1 af) = z(νn2 af) for all f ∈ Fn.

Let r ∈ N be such that

{1G, νn1 , νn2 }aFn ∪ aF−1
n+4Fn+17 ⊆ {g0, g1, . . . , gr}

(where g0, g1, . . . is the enumeration of G used for defining the metric on 2G). Let
p ∈ G be such that d(p−1 · y, z) < 2−r. Then

∀g ∈ {1G, νn1 , νn2 }aFn ∪ aF−1
n+4Fn+17 y(pg) = (p−1 · y)(g) = z(g).

As a ∈ ∆z
n, it must be that pa ∈ ∆y

n. Let γ = pa ∈ ∆y
n. Then for all f ∈ Fn and

i = 1, 2

y(γf) = y(paf) = z(af) = z(νni af) = y(pνni af) = y(γa−1νni af).

So by considering the ∆y
n membership test we have that γa−1νni a ∈ ∆y

n. It follows
from (7) that γ ∈ ∆y

n+17Fn+4. In particular, there is s ∈ F−1
n+4 with γs ∈ ∆y

n+17.
This gives that for all f ∈ Fn+17

z(asf) = y(pasf) = y(γsf),

so as ∈ ∆z
n+17. In particular, FnF

−1
n F−1

n+4 ∩∆z
n+17 ̸= ∅. �

Theorem 7.5.7. Let G be a countably infinite group, let (∆n, Fn)n∈N be one
of the blueprints referred to in Proposition 6.3.1 with γn = 1G for all n ≥ 1,
let (Hn)n∈N be the corresponding growth sequence, and let c ∈ 2⊆G be fundamen-
tal with respect to this blueprint. Suppose that c is ∆-minimal and that |Θn| ≥
log2(2|Fn|4 + 1) for each n ≡ 6 mod 10. Then for each n ≡ 6 mod 10 there
are νn1 , ν

n
2 , . . . , ν

n
s(n) ∈ ∆n+5, where s(n) = |FnF

−1
n − Z(G)|, and c′ ⊇ c with the

following properties:

(i) c′ is fundamental with respect to (∆n, Fn)n∈N;
(ii) c′ is ∆-minimal;
(iii) |Θn(c

′)| > |Θn(c)|− log2 (2|Fn|4+1)−1 for n ≡ 6 mod 10, and Θn(c
′) =

Θn(c) otherwise;
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(iv) c′(f) = c′(νni f) for all 1 ≤ i ≤ s(n), f ∈ Fn+4 ∩ dom(c′), and n ≡ 6
mod 10;

(v) if x, y ∈ 2G extend c′ and x(f) = x(νni f) for all 1 ≤ i ≤ s(n), f ∈ Fn+4,

and n ≡ 6 mod 10, then for any y-regular z ∈ [y]

there is a conjugacy between [x] and [y] sending x into [z] if and

only if there is a conjugacy between [x] and [y] sending x to the
unique y-centered element of [z].

Proof. As in the previous theorem, we will actually prove something a lit-
tle more general. We wish to construct a sequence of functions (cn)n≥−1 and a
collection {νni : n ≡ 6 mod 10, 1 ≤ i ≤ s(n)} satisfying for each n ∈ N:

(1) 1G, ν
10n+6
1 , ν10n+6

2 , . . . , ν10n+6
s(10n+6) are all distinct elements of ∆10n+11;

(2) c−1 = c;
(3) cn ⊇ cn−1

(4) cn is fundamental with respect to (∆n, Fn)n∈N and is ∆-minimal;
(5) |Θ10n+6(cn)| > |Θ10n+6(cn−1)| − log2 (2|F10n+6|4 +1)− 1, and Θm(cn) =

Θm(cn−1) for m ̸= 10n+ 6;
(6) cn(f) = cn(ν

10n+6
i f) for all 1 ≤ i ≤ s(10n+6), and f ∈ F10n+10∩dom(cn);

(7) for all a ∈ F10n+6F
−1
10n+6 − Z(G) there is 1 ≤ i ≤ s(10n + 6) and f ∈

F10n+6 ∩ dom(cn) with cn(f) ̸= cn(a
−1ν10n+6

i af).

Set c−1 = c, and suppose c−1 through cn−1 have been constructed. As in
the previous theorem, if desired, one could extend cn−1 to any c′n−1 satisfying:
c′n−1 is fundamental with respect to (∆n, Fn)n∈N; c

′
n−1 is ∆-minimal; Θm(c′n−1) =

Θm(cn−1) for all m ≤ 10n; |Θm(c′n−1)| ≥ log2 (2|Fm|4 + 1) for all m > 10n
congruent to 6 modulo 10. We will construct cn to extend c′n−1. To arrive at the
exact stated conclusions of the theorem, one must chose c′n−1 = cn−1 at every stage
in the construction. If at some stage one chooses to have c′n−1 ̸= cn−1, then (iii)
and (5) will no longer be true, but the remaining properties from (i) through (v)
and (1) through (7) will still hold.

Set m = 10n + 6, and enumerate FmF
−1
m − Z(G) as a1, a2, . . . , as(m). Using

Proposition 6.3.1 and the fact that c′n−1 is ∆-minimal, we can pick distinct, non-
identity ν1, ν2, . . . , νs(m) ∈ ∆m+5 one at a time so that they satisfy:

∀1 ≤ i ≤ s(m) ∀f ∈ Fm+4 ∩ dom(c′n−1) c
′
n−1(νif) = c′n−1(f);

∀1 ≤ i ≤ s(m) a−1
i νiai ̸= νi;

∀1 ≤ i ̸= j ≤ s(m) {νi, a−1
i νiai} ∩ {νj , a−1

j νjaj} = ∅.
For notational convenience, let ν0 = 1G.

Let k be such that νiFm+4 ⊆ Fk for each 1 ≤ i ≤ s(m). Define F1, F2, E1, E2 ⊆
∆m ×∆m by:

F1 = {(σ, σa−1
i νiai) : 1 ≤ i ≤ s(m), σ ∈ ∆k, σa

−1
i νiai ∈ ∆m};

(γ, ψ) ∈ E1 ⇐⇒ [(γ, ψ) ∈ F1] ∨ [(ψ, γ) ∈ F1];

F2 = {(σνiλ, σνjλ) : 0 ≤ i ̸= j ≤ s(m), σ ∈ ∆k, λ ∈ Dm+4
m };

(γ, ψ) ∈ E2 ⇐⇒ [(γ, ψ) ∈ F2] ∨ [(ψ, γ) ∈ F2].

Let Γ be the graph with vertex set ∆m and edge relation E(Γ) = E1 ∪ E2. Once
again, our plan is to apply Theorem 7.4.6 with respect to Γ and the partition
{E1, E2} of E(Γ).
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Note that, by our choice of k, [E2] = E2 and each [E2] equivalence class has
exactly s(m) + 1 members. Also, note that E1 ∩ [E2] = ∅ (use the fact that if
(γ, ψ) ∈ E1 then either γ ∈ ∆k or ψ ∈ ∆k). By fixing λ ∈ Dm+4

m and 0 ≤ i ̸= j ≤
s(m), applying Lemma 7.4.3, and then taking unions over all λ, i, and j, we see that
E1 and [E2] are both ∆m-minimal. Each vertex in Γ has at most s(m) many E1-
neighbors, so each vertex of Γ/[E2] has degree at most s(m)(s(m)+1) ≤ 2s(m)2 ≤
2|Fm|4. Let t be the least integer greater than or equal to log2 (2|Fm|4 + 1), and
apply Theorem 7.4.6 to get cn from c′n−1. Set νmi = νi for each 1 ≤ i ≤ s(m).
Properties (1) through (6), with the exception of (5) if c′n−1 ̸= cn−1, are then

clearly satisfied. To verify (7), just notice that 1G ∈ ∆k and either a−1
i νiai ̸∈ ∆m, in

which case it fails the ∆m membership test while 1G passes, or (1G, a
−1
i νiai) ∈ E1,

in which case the claim follows by the definition of cn.
Let c′ =

∪
n∈N cn. Properties (i) and (ii) clearly hold (for (ii) use Lemma 7.3.8).

If c′n−1 = cn−1 for each n ∈ N, then (iii) holds as well. To see property (iv), just note
that 1G, ν

n
i ∈ ∆10n+11, and ∆10n+11F10n+10∩dom(c′) = ∆10n+11F10n+10∩dom(cn)

since ∆10n+11F10n+10 ∩ ∆mΛmbm−1 = ∅ for m ≥ 10n + 11 (since 1G = γm ̸∈
Λm ∪ {βm}).

Now let x, y ∈ 2G extend c′ with x(f) = x(νni f) for all n ≡ 6 mod 10, 1 ≤ i ≤
s(n), and f ∈ Fn+4. Let z ∈ [y] be y-regular. If there is no conjugacy between [x]

and [y] mapping x into [z] then there is nothing to show. So suppose ϕ : [x] → [y]
is a conjugacy with ϕ(x) ∈ [z]. Without loss of generality, we may assume that z
itself is y-centered.

Let a ∈ G be such that ϕ(x) = a ·z. Now if a ∈ Z(G), then there is an automor-

phism (self conjugacy) of [z] = ϕ([x]) = [y] sending a · z to z (the automorphism

being w 7→ a−1 · w for w ∈ [y]; this is clearly continuous and it commutes with
the action of G since a ∈ Z(G)). Since z is y-centered, our claim would follow by
composing this automorphism with ϕ. Towards a contradiction, suppose a ̸∈ Z(G).
Since ϕ is induced by a block code, there is a finite K ⊆ G such that for all g, h ∈ G

∀k ∈ K x(gk) = x(hk) =⇒ (g−1 · x) � K = (h−1 · x) � K =⇒ (a · z)(g) = (a · z)(h).
Let n ≡ 6 mod 10 be such that a ∈ Hn−2 ⊆ FnF

−1
n and K ⊆ Hn. Note that

aFnK ⊆ FnF
−1
n FnHn ⊆ Hn+1Hn ⊆ Hn+2.

Therefore

∀g, h ∈ G (∀k ∈ Hn+2 x(gk) = x(hk) =⇒ ∀f ∈ Fn (a · z)(gaf) = (a · z)(haf)).
Since 1G, ν

n
i ∈ ∆n+5 and x(f) = x(νni f) for all f ∈ Fn+4 and all 1 ≤ i ≤ s(n), it

follows from Lemma 7.5.3 that x(h) = x(νni h) for all h ∈ Hn+2 and all 1 ≤ i ≤ s(n).
Therefore, for all f ∈ Fn and all 1 ≤ i ≤ s(n).

z(f) = (a · z)(af) = (a · z)(νni af) = z(a−1νni af).

However, y ⊇ c′ and c′ is ∆-minimal, so this is in contradiction with property (7)
and Lemma 7.3.9. Thus it must be that a ∈ Z(G). �

These two proofs taken together, give us the following.

Corollary 7.5.8. Let G be a countably infinite group, let (∆n, Fn)n∈N be
one of the blueprints referred to in Proposition 6.3.1 with γn = 1G for all n ≥
1, let (Hn)n∈N be the corresponding growth sequence, and let c ∈ 2⊆G be fun-
damental with respect to this blueprint. Suppose that c is ∆-minimal and that
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|Θn| ≥ log2(12|Fn|4 + 1) for each n ≡ 1 mod 5. Then for every n ∈ N there are
ν10n+1
1 , ν10n+1

2 ∈ ∆10n+6 and ν10n+6
1 , ν10n+6

2 , . . . , ν10n+6
s(10n+6) ∈ ∆10n+11 (where s(n)

is defined as in the previous theorem) and c′ ⊇ c which simultaneously satisfy both
the conclusions of Theorem 7.5.6 and the conclusions of Theorem 7.5.7.

Proof. The added generality of the two previous theorems allows the inductive
constructions appearing in the proofs to be interwoven. �

We point out that our results in this section are not only applicable in the
context of conjugacies, but also in the more general context of continuous functions
commuting with the action of G. For example, if x and y are as in clause (v) of

Theorem 7.5.6 then any continuouos ϕ : [x] → [y] which commutes with the action

of G must map x to a y-regular element of [y]. Similarly, if x and y are as in
clause (v) of Theorem 7.5.7, then any ϕ as in the previous sentence must satisfy

ϕ(x) ∈ Z(G) · z where z is some y-centered element of [y]. These statements can be
easily verified by looking back at the proofs of Theorems 7.5.6 and 7.5.7. We will
not make use of these more general facts.



CHAPTER 8

The Descriptive Complexity of Sets of 2-Colorings

In the following three chapters we study some further problems involving 2-
colorings on countably infinite groups. In doing this we make use of the fundamental
method and its variations as well as employing additional results and methods in
descriptive set theory, combinatorial group theory, and topological dynamics.

In this chapter we study the descriptive complexity of sets of 2-colorings, min-
imal elements, and minimal 2-colorings on any countably infinite group G. It is
obvious that all these sets are Π0

3 (i.e. Fσδ) subsets of 2G. We characterize the
exact descriptive complexity of these sets.

8.1. Smallness in measure and category

We have shown in the preceding chapter that for any countably infinite group
G, the set of minimal 2-colorings on G is dense (Theorem 7.4.8). In addition,
within any given open set in 2G there are perfectly many minimal 2-colorings on
G (Theorem 7.4.9). These manifest the largeness of the sets in some sense. In this
section we show that in the sense of measure or category, both the sets of 2-colorings
and of minimal elements are small.

The space 2G carries the Bernoulli product measure µ. For any p ∈ 2<G (with
dom(p) finite),

µ(Np) = µ({x ∈ 2G : p ⊆ x}) = 2−|dom(p)|.

Lemma 8.1.1. Let G be a countably infinite group and s ∈ G with s ̸= 1G.
Then the set of all elements x ∈ 2G blocking s is meager and has µ measure 0 in
2G.

Proof. For any finite T ⊆ G, let

BT = {x ∈ 2G : ∀g ∈ G ∃t ∈ T x(gt) ̸= x(gst)}.
It is clear that BT is closed. We first show that each BT is nowhere dense.

Otherwise, there is a nonempty open set in which BT is dense. It follows that
there is p ∈ 2<G such that Np ⊆ BT . Define x ∈ 2G by

x(g) =

{
p(g), if g ∈ dom(p),
0, otherwise.

Then x ∈ Np and so x ∈ BT . Let F = dom(p)T−1 ∪ dom(p)T−1s−1. Since F is
finite, there is g0 ̸∈ F . Then for all t ∈ T , g0t ̸∈ dom(p) and g0st ̸∈ dom(p). This
implies that for all t ∈ T , x(g0t) = 0 = x(g0st), and so x ̸∈ BT , a contradiction.

The above argument shows that BT is meager, and in particular it cannot have
a nonempty interior. To see that BT has µ measure 0, we use the fact that µ is
actually ergodic, i.e., any invariant Borel subset of 2G must have µ measure 0 or 1.
It is clear that BT is invariant. Toward a contradiction, assume µ(BT ) ̸= 0. Then

147
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it has µ measure 1, and its complement, being open and of µ measure 0, must be
empty. This shows that BT = 2G, a contradiction. �

Lemma 8.1.2. Let G be a countably infinite group and A ⊆ G finite and
nonempty. Then the set of all elements x ∈ 2G with a finite T ⊆ G such that

∀g ∈ G ∃t ∈ T ∀a ∈ A x(gta) = x(a)

is meager and has µ measure 0.

Proof. For any finite T ⊆ G, let

RT = {x ∈ 2G : ∀g ∈ G ∃t ∈ T ∀a ∈ A x(gta) = x(a)}.
Similar to the preceding proof, it suffices to show that each RT is meager and has
µ measure 0. Assume not. Since RT is closed, it has a nonempty interior. Let
p ∈ 2<G be such that Np ⊆ RT . We consider two cases. Case 1: A ⊆ dom(p). Fix
any a0 ∈ A. Define y ∈ 2G by

y(g) =

{
p(g), if g ∈ dom(p),
1− p(a0), otherwise.

Then y ∈ Np and so y ∈ RT . Let F = dom(p)A−1T−1. Since F is finite, there is
g0 ̸∈ F . Then for any t ∈ T and a ∈ A, g0ta ̸∈ dom(p) and y(g0ta) = 1− p(a0). In
particular for any t ∈ T , y(g0ta0) ̸= y(a0). This shows that y ̸∈ RT , a contradiction.
Case 2: A ̸⊆ dom(p). In this case let b0 ∈ A− dom(p). Define z ∈ 2G by

z(g) =

 p(g), if g ∈ dom(p),
1, if g = b0,
0, otherwise.

Then z ∈ Np and so z ∈ RT . Let K = (dom(p) ∪ {b0})A−1T−1. Since K is finite,
there is h0 ̸∈ K. Then for any t ∈ T and a ∈ A, h0ta ̸∈ dom(p) ∪ {b0} and so
z(h0ta) = 0. In particular for any t ∈ T , z(h0tb0) ̸= z(b0). This shows again that
z ̸∈ RT , a contradiction. �

Theorem 8.1.3. For any countably infinite group G the set of all 2-colorings
on G and the set of all minimal elements are meager and have µ measure 0.

Proof. This follows immediately from the above lemmas. �

8.2. Σ0
2-hardness and Π0

3-completeness

In this section we show that for any countably infinite group G, the set of
all 2-colorings on G is Σ0

2-hard and the set of all minimal elements in 2G is Π0
3-

complete. This completely characterizes the descriptive complexity for the set of
all minimal elements. For the set of all 2-colorings the complete characterization
for its descriptive complexity will be given in the next two sections.

We first briefly review the related descriptive set theory. For further results
and unexplained terminology the reader can consult [K] (especially [K] Sections 22
and 23).

Let X be an uncountable Polish space, i.e., separable completely metrizable
topological space. A subset Y ⊆ X is Σ0

2-hard if for any Σ0
2 (i.e. Fσ) subset

Z of the Baire space NN there is a continuous function f : NN → X such that
Z = f−1[Y ], i.e., for all z ∈ NN,

z ∈ Z ⇐⇒ f(z) ∈ Y.
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A set is Σ0
2-complete if it is Σ0

2 and is also Σ0
2-hard. Intuitively, a set is Σ0

2-complete
if it is the most complex Σ0

2 set in a Polish space, and a set is Σ0
2-hard if it is at

least as complex as any Σ0
2 set. Define

S = {α ∈ 2N : ∃n ∀m > n α(m) = 0}.
Then S is known to be Σ0

2-complete. For any subset Y of an uncountable Polish
space X, Y is Σ0

2-hard iff there is a continuous f : 2N → X such that S = f−1[Y ].
Similar definitions can be given for Π0

3-hardness and Π0
3-completeness. Define

P = {α ∈ 2N×N : ∀k ≥ 1 ∃n > k ∀m ≥ n α(k,m) = 0}.
Then P is known to be Π0

3-complete. Using this fact we can give the following
alternative definitions for Π0

3-hardness and Π0
3-completeness. For any subset Y

of an uncountable Polish space X, Y is Π0
3-hard iff there is a continuous function

f : 2N×N → X such that P = f−1[Y ]; Y is Π0
3-complete if Y is Π0

3 and Π0
3-hard.

By the definition of 2-coloring it is obvious that for any countable group G
the set of all 2-colorings on G is Π0

3. When G is finite then there are only finitely
many orbits in 2G, and every orbit is closed. In this case the set of all 2-colorings
on G coincides with the free part and is also closed. Below we show that for any
countably infinite group G, the set of all 2-colorings is Σ0

2-hard.

Theorem 8.2.1. For any countably infinite group G, the set of all 2-colorings
on G is Σ0

2-hard.

Proof. We give two short proofs for this theorem. The first proof uses Wadge
determinacy and shows a general claim in descriptive set theory: any dense meager
set is Σ0

2-hard. Let X be a Polish space and C ⊆ X dense and meager. If C is not
Σ0

2-hard then for some Σ0
2 set Y ⊆ NN, Y ̸≤W C. Then by Wadge determinacy

(c.f. [K] Theorem 21.14) C ≤W (NN − Y ). This shows that C is Π0
2, or Gδ. Thus

C is a dense Gδ in 2G, and therefore comeager, a contradiction.
For readers not familiar with descriptive set theory we offer the following direct

proof. Fix a strong 2-coloring x ∈ 2G (given by Theorem 6.1.5). Fix an increasing
sequence (An)n∈N of finite subsets of G with

∪
nAn = G, and a sequence (hn)n∈N

with hmAm ∩ hkAk = ∅ for m ̸= k. For α ∈ 2N, define f(α) ∈ 2G by

f(α)(g) =

 x(g), if g ̸∈
∪

k hkAk;
x(g), if for some k, g ∈ hkAk and α(k) = 0;
1, if for some k, g ∈ hkAk and α(k) = 1.

Clearly f is continuous. If α ∈ S, then f(α) and x differ at finitely many co-
ordinates. Since x is a strong 2-coloring, this implies f(α) is a 2-coloring. On
the other hand, if α ̸∈ S then the set N = {k ∈ N : α(k) = 1} is infinite, and so
limk∈N h−1

k ·f(α) is the constant 1 function in 2G; hence f(α) is not a 2-coloring. �
The following theorem completely characterize the descriptive complexity for

the set of all minimal elements in 2G for any countably infinite group G.

Theorem 8.2.2. For any countably infinite group G, the set of all minimal
elements of 2G is Π0

3-complete.

Proof. Let G be a countably infinite group and (∆n, Fn)n∈N a centered blue-
print guided by a growth sequence (Hn)n∈N, with αn ̸= γn = 1G ̸= βn for all
n ≥ 1. Then (∆n, Fn)n∈N is in fact directed and maximally disjoint by clause (i) of
Lemma 5.3.5, and

∩
n∈N ∆nan =

∩
n∈N ∆nbn = ∅ by clause (viii) of Lemma 5.1.5.
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For such blueprints Corollary 7.2.6 applies. If x ∈ 2G is fundamental with respect
to this blueprint, then x is minimal iff x is pre-minimal iff for every k ≥ 1 there is
n > k such that

∀γ ∈ ∆n ∃λ ∈ Dn
k ∀f ∈ Fk x(γλf) = x(f).

Let c ∈ 2⊆G be ∆-minimal and fundamental with respect to this blueprint, with
Θn = Θn(c) nonempty for all n ≥ 1. By Proposition 7.3.5 it suffices to take c to be
canonical with respect to (∆n, Fn)n∈N. Recall from Definition 5.2.7 that

G− dom(c) =
∪
n≥1

∆nΘnbn−1

and for distinct n,m ≥ 1, ∆nΘnbn−1 and ∆mΘmbm−1 are disjoint (clause (iii) of
Theorem 5.2.5). We define a continuous function Φ : 2N×N → 2G so that for all
α ∈ 2N×N, α ∈ P iff Φ(α) is a minimal element in 2G.

For k ≥ 1, and γ ∈ ∆k define

Rk(γ) = max{n ≥ k : n = k or else γ ∈ (∆n − {1G})Fn}
and

Sk(γ) = the unique λ ∈ ∆Rk(γ) with γ ∈ λFRk(γ).

Note the following basic properties of these functions. If n > k and γ ∈ Fn then
Rk(γ) < n. If Rk(γ) = k then Sk(γ) = γ. If Rk(γ) > k then Rk(Sk(γ)

−1γ) < Rk(γ)
since Sk(γ)

−1γ ∈ FRk(γ). Intuitively the function Rk is a rank function for elements
of ∆k. These properties make it possible to use the following kind of induction on
γ. The base case of the induction is γ = 1G. In general, the case for γ makes use
of the inductive case for Sk(γ)

−1γ.
Given α ∈ 2N×N, we define Φ(α) ∈ 2G to extend c as follows. For k ≥ 1,

γ ∈ ∆k, and θ ∈ Θk, we inductively define Φ(α)(1Gθbk−1) = 0 and

Φ(α)(γθbk−1) = max{α(k,Rk(γ)),Φ(α)(Sk(γ)
−1γθbk−1)}.

Then Φ is continuous.
Suppose α ∈ P . We will apply Lemma 7.3.4 to verify that f(α) is indeed ∆-

minimal. First note that our blueprint satisfies all the requirements of Lemma 7.3.4.
To check ∆-minimality, fix k ≥ 1. Since c is ∆-minimal, there is K > k so that for
all γ ∈ ∆K we have (γ−1 ·c) � (Fk∩dom(c)) = c � (Fk∩dom(c)). Let n > K be such
that α(t,m) = 0 for all t ≤ k andm ≥ n. It suffices to verify that for all γ ∈ ∆n and
f ∈ Fk − dom(c), Φ(α)(γf) = Φ(α)(f). Consider a fixed f ∈ Fk − dom(c). Since
f ̸∈ dom(c), there is t ≥ 1 with f ∈ ∆tΘtbt−1. For t > k, we have 1G = γt ̸∈ Θt

and therefore ∆tFt−1 and ∆tΘtFt−1 are disjoint. So for t > k, Fk ⊆ ∆tFt−1 is
disjoint from ∆tΘtbt−1 ⊆ ∆tΘtFt−1. Thus we must have f ∈ ∆tΘtbt−1 for some
t ≤ k. Thus there are λ ∈ Dk

t and θ ∈ Θt such that f = λθbt−1. Now we need to
verify that for all γ ∈ ∆n,

Φ(α)(γλθbt−1) = Φ(α)(λθbt−1).

We do this by induction on Rt(γλ). For the base case of the induction γ = 1G, and
the identity holds trivially. For the general inductive case, since γ ∈ ∆n − {1G},
we have Rt(γλ) ≥ n. Thus α(t, Rt(γλ)) = 0, and

Φ(α)(γλθbt−1) = Φ(α)(St(γλ)
−1γλθbt−1).

Since Rt(St(γλ)
−1γλ) < Rt(γλ), we have by the inductive hypothesis that

Φ(α)(St(γλ)
−1γλθbt−1) = Φ(α)(λθbt−1).
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This shows that Φ(α)(γλθbt−1) = Φ(α)(λθbt−1) as needed, and so Φ(α) is ∆-
minimal by Lemma 7.3.4.

For the converse, suppose α ̸∈ P . We will apply Corollary 7.2.6 to show
that Φ(α) is not pre-minimal. Let k ∈ N be such that α(k, n) = 1 for infinitely
many n ∈ N. Let N = {n ∈ N : α(k, n) = 1}. For any n ∈ N and λ ∈ Dn

k ,
Rk(αn+1λ) = n since αn+1 ∈ ∆n −{1G}. Thus for all n ∈ N , λ ∈ Dn

k , and θ ∈ Θk,

Φ(α)(αn+1λθbk−1) = α(k,Rk(αn+1λ)) = 1 ̸= 0 = Φ(α)(1Gθbk−1) = Φ(α)(θbk−1).

This shows that Φ(α) is not pre-minimal, hence is not minimal. �
The above proof has the following immediate corollary.

Corollary 8.2.3. For any countably infinite group G, the set of all minimal
2-colorings on G is Π0

3-complete.

Proof. In the above proof we may suppose c is a ∆-minimal fundamental
function with the property that any x ∈ 2G extending c is a 2-coloring. Such
elements exist by Proposition 7.3.5 and Corollary 7.4.7. Then for any α ∈ 2N×N,
Φ(α) is a 2-coloring, and α ∈ P iff Φ(α) is a minimal 2-coloring on G. �

8.3. Flecc groups

In the rest of this chapter we characterize the exact descriptive complexity for
the set of all 2-colorings on a countably infinite group. In contrast to Theorem 8.2.2
and Corollary 8.2.3, the set of all 2-colorings is not always Π0

3-complete. In this
section we isolate a group theoretic concept implying that the complexity is simpler
than Π0

3.

Definition 8.3.1. A countable group G is called flecc if there exists a finite
set A ⊆ G−{1G} such that for all g ∈ G−{1G} there is i ∈ Z and h ∈ G such that

h−1gih ∈ A.

We first justify the terminology by giving a characterization for flecc groups.

Definition 8.3.2. Let G be a countable group and g ∈ G.

(1) The extended conjugacy class (ecc) of g is defined as the set

ecc(g) = {h−1gih : i ∈ Z, h ∈ G}.
(2) For g of infinite order, we call the set

∩
n∈N ecc(gn) the limit extended

conjugacy class (lecc) of g, and denote it by lecc(g).
(3) If g ̸= 1G is of finite order, we call any ecc(gk), where order(g)/k is prime,

a lecc of g.

We need the following basic property of lecc’s.

Lemma 8.3.3. Two lecc’s coincide if they have a nontrivial intersection.

Proof. We first claim that for any g ∈ G of infinite order and 1G ̸= g′ ∈
lecc(g), lecc(g) = lecc(g′). On the one hand, it is obvious that g′ ∈ ecc(g) and hence
ecc(g′) ⊆ ecc(g) and ecc(g′n) ⊆ ecc(gn) for any n ∈ N. Hence lecc(g′) ⊆ lecc(g).
On the other hand, let i ∈ N+ be the least such that for some h ∈ G, h−1gih = g′.
Then ecc(gi) = ecc(g′) and so for any n ∈ N, ecc(gin) ⊆ ecc(g′n). This implies that

lecc(g) =
∩
n∈N

ecc(gn) ⊆
∩
n∈N

ecc(gin) ⊆
∩
n∈N

ecc(g′n) = lecc(g′).
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Thus lecc(g) = lecc(g′).
By a similar argument we can show that the same holds for g ̸= 1G of finite

order. If order(g)/k = p is prime, then ⟨gk⟩ is a cyclic group of order p. Thus any
nonidentity element in ⟨gk⟩ is a generator. The rest of the proof is similar as above.

Now suppose lecc(g) ∩ lecc(g′) ̸= {1G}. Let k ∈ lecc(g) ∩ lecc(g′) so that
k ̸= 1G. Then lecc(g) = lecc(k) = lecc(g′). �

Proposition 8.3.4. Let G be a countable group. Then G is flecc iff

(a) for any g ∈ G of infinite order, the lecc of g is not {1G}, and
(b) there are only finitely many distinct lecc’s in G.

Proof. (⇒) Suppose G is flecc. Let A ⊆ G− {1G} be finite such that for all
g ∈ G−{1G} there is i ∈ Z and h ∈ G such that h−1gih ∈ A. Fix g ∈ G of infinite
order. For any n ∈ N, ecc(gn!) ⊆ ecc(gn). Hence the lecc of g can also be written as∩

n∈N ecc(gn!). Note that ecc(gn!) ⊇ ecc(g(n+1)!) for all n. If
∩

n∈N ecc(gn!) = {1G},
then for any a ∈ A, there is na ∈ N+ such that a ̸∈ ecc(gna!). Let n ≥ na for all
a ∈ A. Then ecc(gn!)∩A = ∅, contradicting the definition of flecc group. We thus
have shown that (a) holds. It is clear that if g ̸= 1G is of finite order, then any lecc
of g is also nontrivial.

To prove (b) we assume there are infinitely many distinct lecc’s in G. Then by
Lemma 8.3.3 the pairwise intersections of these lecc’s are trivial. Thus for any finite
subset A ⊆ G− {1G} there is g ∈ G such that lecc(g) ̸= {1G} but lecc(g)∩A = ∅.
By an argument similar to the one in the preceding paragraph, we get that for
some n, ecc(gn!) ̸= {1G} and ecc(gn!)∩A = ∅, contradicting the definition of flecc
group.

(⇐) Suppose (a) and (b) both hold. Then let A ⊆ G be finite so that for any
g ∈ G, A ∩ lecc(g) ̸= ∅. Then in fact for any g ∈ G, A ∩ ecc(g) ̸= ∅. This shows
that G is flecc. �

Thus the terminology flecc represents the phrase that G has only finitely many
distinct limit extended conjugacy classes. It does not appear that this concept has
been studied before. The rest of this section is devoted to a study of this concept.

Next we give some further characterizations of flecc groups. For simplicity we
use Z∗ to denote the set Z − {0}, the set of all nonzero integers. We also use ∼
to denote the conjugacy equivalence relation in the group G, i.e., g ∼ g′ iff there
is h ∈ G such that g′ = h−1gh. Using this notation, we can express the fleccness
of G as there being a finite set A ⊆ G of nonidentity elements such that for any
nonidentity g ∈ G there is i ∈ Z with gi ∼ a for some a ∈ A, i.e., any nonidentity
element of the group has a power which is conjugate to some element of A.

We also note the following characterization of nontriviality of lecc.

Lemma 8.3.5. Let G be a group and g ∈ G of infinite order. Then lecc(g) ̸=
{1G} iff ∃k ∈ Z∗ ∀n ∈ Z∗ ∃i ∈ Z∗ (gin ∼ gk).

Proof. Let g ∈ G have infinite order, and suppose lecc(g) ̸= {1G}. Let
h ∈ lecc(g) − {1G}. Since h ∈

∩
n∈N ecc(gn), we have ∀n ∈ Z∗ ∃i ∈ Z∗ (gin ∼ h).

In particular, h is conjugate to a power of g. Let gk be such a power. Then
∀n ∈ Z∗ ∃i ∈ Z∗ (gin ∼ h ∼ gk). Conversely, suppose k ∈ Z∗ is such that
∀n ∈ Z∗ ∃i ∈ Z∗ (gin ∼ gk). Then gk ̸= 1G and gk ∈

∩
n∈N ecc(gn). Thus

lecc(g) ̸= {1G}. �
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When we try to determine whether a given group is flecc, it is easier to consider
the elements of finite order and those of infinite order separately. Note that the
lecc classes of the elements of finite order are just the conjugacy classes of elements
of prime order. Thus in a flecc group there are only finitely many conjugacy classes
among the elements of prime order. We have the following alternative characteri-
zation.

Proposition 8.3.6. A group G is flecc iff all the following hold:

(1) There are only finitely many conjugacy classes among the elements of
prime order.

(2) For every g ∈ G of infinite order we have:

∃k ∈ Z∗ ∀n ∈ Z∗ ∃i ∈ Z∗ (gin ∼ gk)

(3) There is a finite set A of elements of infinite order such that for any g ∈ G
of infinite order there is an a ∈ A and i,m ∈ Z∗ such that gi ∼ am.

Proof. (⇒) This is immediate from Proposition 8.3.4 and Lemma 8.3.5. Only
note that in (3) we may take m = 1.

(⇐) Assume (2) and (3). It suffices to verify that there is a finite set B ⊆ G
of elements of infinite order such that for all g ∈ G of infinite order there is i ∈ Z∗

such that gi ∼ b for some b ∈ B. For this, let A = {a1, . . . , aN} be given as in (3).

For each aj ∈ A, let kj ∈ Z∗ be given as in (2). Set B = {ak1
1 , . . . , a

kN

N }. We check
that B is as required. Suppose g ∈ G has infinite order. By (3) there is an aj ∈ A
and p,m ∈ Z∗ such that gp ∼ amj . By (2) and our choice of kj , there is i ∈ Z∗ such

that aimj ∼ a
kj

j . Thus gip ∼ aimj ∼ a
kj

j ∈ B. �

We note some basic properties of flecc groups and give some examples of flecc
and nonflecc groups below.

Any finite group is obviously a flecc group. The following lemma gives some
simple closure properties of the flecc groups.

Lemma 8.3.7. Let G,H be countable groups. If G ×H is flecc then G and H
are flecc. If G, H are flecc and one of them is finite, then G×H is flecc. Also, if
Gn, n ∈ N, are nontrivial, then ⊕nGn is not flecc.

Proof. Suppose first that G × H is flecc. If g ∈ G, then lecc(g) × {1H} =
lecc(g, 1H). It follows from Proposition 8.3.4 immediately that G is flecc if G×H
is.

Suppose next that G, H are flecc and H is finite. Let A1 ⊆ G− {1G} witness
that G is flecc. Let A = (A1 ×H)∪ ({1G}×H −{(1G, 1H)}, so A is a finite subset
of G×H −{(1G, 1H)}. To see A works, let (g, h) ∈ G×H −{(1G, 1H)}. If g = 1G,
then h ̸= 1H and so (1, h) is an element of A. If g ̸= 1G, then for some i and g′ ∈ G

we have g′
−1
gig′ = a1 ∈ A1. But then (g′, 1H)−1(g, h)i(g′, 1H) ∈ A.

To see the last statement, suppose that G = ⊕nGn, where each Gn is nontrivial.
Then for any n and 1Gn ̸= gn ∈ Gn, lecc(gn)×

∏
m ̸=n{1Gm} is an lecc in ⊕nGn. If

any of them is trivial, ⊕nGn is not flecc. Assuming all of them are nontrivial, then
there are infinitely many distinct lecc’s in ⊕nGn, so again ⊕nGn is not flecc. �

Among countably infinite groups, the simplest example of a flecc group is the
quasicyclic group Z(p∞). The fact that it is flecc is straightforward to check. The
group Z, however, is not flecc. The following proposition completely characterize
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abelian flecc groups. Note that this class of groups coincide with the class of all
abelian groups with the minimal condition (c.f. [R] Theorem 4.2.11).

Proposition 8.3.8. An abelian group is flecc iff it is a direct sum of finitely
many quasicyclic groups and cyclic groups of prime-power order.

Proof. (⇐) By Lemma 8.3.7 it suffices to show that a finite product of qua-
sicyclic groups is flecc. Consider

G = Z(p∞1 )× · · · × Z(p∞n ).

Here we regard Z(pj) as the mod 1 additive group of fractions of the form a
pj , where

0 ≤ a < pj . Then Z(p∞) =
∪

j∈N Z(pj). Since every element of G has finite order,
and the group is abelian, we only need to verify that there are only finitely many
elements of prime order in G. For this note that given g ∈ G, i.e.,

g =

(
a1

pj11
, · · · , an

pjnn

)
,

g is of prime order iff g is of order pk for some 1 ≤ k ≤ n. Moreover, assuming
ak ̸= 0 → (ak, pk) = 1 for all 1 ≤ k ≤ n, we have that pkg = 0 iff

(i) for all l with 1 ≤ l ≤ n and pl ̸= pk, al = 0, and
(ii) for all l with 1 ≤ l ≤ n and pl = pk, if al ̸= 0 then jl = 1.

Obviously, there are only finitely many elements in G of this form.
(⇒) Assume G is an abelian flecc group. Then G can be written as the di-

rect sum of a divisible subgroup D and a reduced group R. Recall that a divisible
abelian group is a (possibly infinite) sum of quasicyclic groups and copies ofQ. From
Lemma 8.3.7 the sum is actually a finite sum in this case. Also by Lemma 8.3.7,
both D and R are also flecc. Since an abelian flecc group must be a torsion group
(by Proposition 8.3.4 (a) an abelian flecc group cannot contain an element of in-
finite order), it follows that the divisible group D is a direct sum of finitely many
quasicyclic groups. It remains to show that the reduced group R is finite. Again
by Proposition 8.3.4 R is a torsion group. Also the primary decomposition of R
cannot contain infinitely many summands by Lemma 8.3.7. Thus the proof reduces
to the case R being a reduced p-group. Now the definition of flecc in the case of
abelian p-groups is equivalent to there being only finitely many distinct subgroups
of order p. This implies that R is finite, as follows. Define a relation ≤ in R by
letting g ≤ h iff pg = h. Then the transitive closure of ≤, still denoted by ≤, is a
partial order. 0 = 1R is the largest element, and by the fleccness 0 has only finitely
many immediate predecessors. This implies that every element has finitely many
immediate predecessors, since if pg1 = pg2 then p(g1 − g2) = 0. Thus ≤ is a finite
splitting tree. If R is infinite then by König’s lemma there is an infinite branch,
which implies that there is a divisible subgroup of R. But R is reduced, contradic-
tion. Thus we have shown that an abelian flecc group is a direct sum of finitely
many quasicyclic groups and a finite group. A finite abelian group is a direct sum
of finitely many cyclic groups of prime-power order. �

If a countable group has finitely many conjugacy classes then it is obviously
flecc. By a well known theorem (c.f. [R] Theorem 6.4.6) of Higman, Neumann,
and Neumann using HNN extensions, every countable torsion-free group is the
subgroup of a countable group with only two conjugacy classes. It follows that
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every countable torsion-free group is the subgroup of a countable flecc group. In
fact, we have the following.

Proposition 8.3.9. A group G is a subgroup of a flecc group iff there are only
finitely many primes p such that G has an element of order p.

Proof. If p, q are distinct primes, then any elements x, y of order p and q
respectively cannot be conjugate in any group H containing G. So, if G is contained
in a flecc group then there can be only finitely many primes p such that there is an
element of order p in G. Conversely, suppose that there are only finitely many such
primes. Call this set P . By Higman, Neumann and Neumann, there is a group H
containing G such that any two elements of H of the same order are conjugate in
H. So, for each of the finitely many primes p ∈ P there is only one conjugacy class
of elements of order p in H. Also, the HNN extension H has the property that if H
has an element of finite order n, then so does G. Thus there are only finitely many
conjugacy classes of elements of prime-power order in H. This shows that there
are only finitely many flecc classes in H for elements of finite order. For elements
of infinite order in H, just note that any two elements of H of infinite order are
conjugate. �

Although the flecc groups are not closed under subgroups, we have the following
simple fact.

Proposition 8.3.10. If G is flecc and H EG, then H is flecc.

Proof. Let A ⊆ G−{1G} be finite satisfying Definition 8.3.1. Let A′ = A∩H.
Let 1H ̸= h ∈ H. Then for some i ∈ Z∗ and a ∈ A, hi ∼ a ∈ A. As H is normal in
G, a ∈ H, so a ∈ A′. Therefore, A′ witnesses that H is flecc. �

We do not know if the class of flecc groups is closed under products or quotients.
The following is the best partial result we know of.

Proposition 8.3.11. If G is a flecc group and H is a torsion flecc group, then
G×H is flecc. If T is the torsion subgroup of the flecc group G, then G/T is flecc.

Proof. Suppose G, H are flecc and H is torsion. To show G × H is flecc,
we consider its elements of prime order and those of infinite order separately. For
any prime p, any element of G×H of order p is of the form (g, h) where g, h have
order 1 or p. But if g ∼ g′ in G and h ∼ h′ in H, then (g, h) ∼ (g′, h′) in G ×H.
It follows that there are only finitely many primes p such that some element of G
or H has order p. Since G, H are flecc, there are only finitely many possibilities
for the conjugacy classes of g and h in G and H respectively. Thus, there are only
finitely many conjugacy classes of elements of prime order in G×H.

Turning to elements of infinite order, let A ⊆ G be finite and consist of elements
of infinite order such that for all nonidentity g ∈ G of infinite order there is i ∈ Z
and a ∈ A with gi ∼ a. Suppose (g, h) has infinite order in G × H. Since H is
torsion, g must have infinite order in G. Let i0 ∈ Z∗ be such that hi0 = 1H , so
(g, h)i0 = (gi0 , 1H). Since gi0 still has infinite order in G, there is an i1 ∈ Z∗ such
that (gi0)i1 ∼ a for some a ∈ A. Then (g, h)i0i1 ∼ (a, 1H). We have shown that
A× {1H} witnesses the fleccness for elements of infinite order in G×H.

Suppose next that T is the torsion subgroup of the flecc group G. Since G/T
is torsion-free, we need only consider elements of infinite order in G/T . Let A ⊆ G
be a finite set of elements of infinite order such that for all g ∈ G of infinite order
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there is i ∈ Z∗ and a ∈ A with gi ∼ a. Then Ā = {aT : a ∈ A} ⊆ G/T is a finite
set of elements of infinite order in G/T . If ḡ = gT has infinite order in G/T , then
g has infinite order in G and so for some i ∈ Z∗ we have gi ∼ a ∈ A. But then
ḡi ∼ ā = Ta in G/T . �

Flecc groups are relevant to our study because of the following observation.

Lemma 8.3.12. Let G be a countable flecc group and x ∈ 2G. Let A ⊆ G−{1G}
be finite such that for all g ∈ G − {1G} there is i ∈ Z and h ∈ G such that
h−1gih ∈ A. Then x is a 2-coloring on G iff x blocks all s ∈ A, i.e., for all s ∈ A
there is a finite T ⊆ G such that

∀g ∈ G ∃t ∈ T x(gt) ̸= x(gst).

Proof. The (⇒) direction is trivial. We only show (⇐). Assume x is not

a 2-coloring on G. Then there is a periodic element y ∈ [x] with period g, i.e.,
g · y = y. By fleccness there is i ∈ Z and h ∈ G with h−1gih ∈ A, and we have
(h−1gih) · (h−1 · y) = h−1 · y. This means that there is s = h−1gih ∈ A and

z = h−1 · y ∈ [x] such that s · z = z. By Corollary 2.2.6 x does not block s ∈ A. �

Theorem 8.3.13. If G is a countably infinite flecc group, then the set of all
2-colorings on G is Σ0

2-complete.

Proof. If G is a countably infinite flecc group, then the characterization in
Lemma 8.3.12 for the set of all 2-colorings on G is Σ0

2. By Theorem 8.2.1 this set
is Σ0

2-hard, hence it is Σ0
2-complete. �

This completely characterizes the descriptive complexity of the set of all 2-
colorings for any countably infinite flecc group.

8.4. Nonflecc groups

In this section we show that the set of all 2-colorings on any countably infinite
nonflecc group is Π0

3-complete. Since the proof is rather involved, we first illustrate
the main ideas of the proof.

We again consider the Π0
3-complete set

P = {α ∈ 2N×N : ∀k ≥ 1 ∃n > k ∀m ≥ n α(k,m) = 0}
and define a continuous function f : 2N×N → 2G so that for any α ∈ 2N×N, f(α) is
a 2-coloring on G iff α ∈ P . To define f(α) we start with a fixed 2-coloring x on G,
identify infinitely many pairwise disjoint fixed finite sets Kn, and modify the detail
of x on Kn according to α. When α ̸∈ P , i.e., when there exists k ≥ 1 such that
α(k, n) = 1 for infinitely many n > k, the definition of f(α) � Kn for these infinitely

many n > k will give rise to a periodic element in [f(α)]. Denote the period for
this element by sk. We will make sure that for each n with α(k, n) = 1, some left
translate of f(α) �Kn already has period sk. On the other hand, when α ∈ P , we
need to make sure that f(α) blocks all nonidentity s ∈ G. Thus in the situation
α(k, n) = 1 but α(1, n) = · · · = α(k− 1, n) = 0, we will make sure that f(α) blocks
enough s, e.g. all s ∈ Hk−1. In particular f(α) � Kn blocks all s ∈ Hk−1. Putting
the two requirements together, when α(k, n) = 1 and α(1, n) = · · · = α(k−1, n) = 0,
we need some left translate of f(α) � Kn to have a period sk (with sk not depending
on n) and at the same time to block all s ∈ Hk−1. In the following we first focus on
showing that it is possible to construct such partial functions for nonflecc groups.
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The next two theorems produce, for any countable nonflecc group G, a periodic
element of 2G that blocks a specific finite subset of elements in G. The method
of proof is a variation of the fundamental method: we first create some layered
regular marker structures, then use a membership test and an orthogonality scheme
similar to the proof of Theorem 6.1.1. The following theorem constructs the marker
structures. These marker structures use objects Γi which play roles similar to the
sets ∆i used in blueprints. For clarity, in the rest of this section we do not use the
abbreviated notation Dn

k but instead write out ∆k ∩ Fn.

Theorem 8.4.1. Let G be a countable nonflecc group, (∆n, Fn)n∈N a centered
blueprint, k ≥ 1, and A ⊆ G a finite set with FkF

−1
k ⊆ A. Suppose for any

i < j ≤ k and g ∈ G, if gFi ∩ Fj ̸= ∅ then gFi ∩ (∆i ∩ Fj)Fi ̸= ∅. Then there is
sk ∈ G and a sequence (Γi)i≤k of subsets of G such that

(i) 1G ∈ Γi for all i ≤ k;
(ii) for all i < k, Γi+1 ⊆ Γi;
(iii) for all i ≤ k, the Γi-translates of Fi are maximally disjoint within G;
(iv) for all g ∈ G and l ∈ Z∗, g−1slkg ̸∈ A− {1G};
(v) for all i ≤ k and g ∈ G, g ∈ Γi iff skg ∈ Γi;
(vi) for all i ≤ j ≤ k and δ ∈ Γj, Γi ∩ δFj = δ(∆i ∩ Fj);
(vii) for all i ≤ j ≤ k, γ ∈ Γi, and δ ∈ Γj, if γFi ∩ δFj ̸= ∅, then γFi ⊆ δFj.

Proof. Since (∆n, Fn)n∈N is centered, we have (∆n)n∈N is decreasing, with
1G ∈ ∆n for all n ∈ N.

Let A0 = A− {1G}. Since G is nonflecc, there is sk ∈ G− {1G} such that for
all g ∈ G and l ∈ Z, g−1slkg ̸∈ A0. Fix such an sk. Then (iv) is satisfied. Next we
define Γk−j by induction on 0 ≤ j ≤ k. Fix an enumeration 1G = g0, g1, . . . of all
elements of G.

We first define Γk in infinitely many stages. At each stage m ∈ N we define a
set Γk,m, and eventually let Γk =

∪
m Γk,m. The sets Γk,m are defined by induction

on m. For m = 0 let Γk,0 = ⟨sk⟩. In general suppose Γk,m is already defined. If
there is an n such that gnFk ∩ Γk,mFk = ∅, let nm be the least such n, and let
Γk,m+1 = Γk,m∪⟨sk⟩gnm . Otherwise let Γk,m+1 = Γk,m. This finishes the definition
of Γk,m for all m, and also of Γk.

It is obvious that 1G ∈ Γk. Also obvious is that ⟨sk⟩Γk,m = Γk,m for all m, and
therefore ⟨sk⟩Γk = Γk, and (v) holds for Γk. Before defining Γi, i < k, we verify
that (iii) holds for Γk.

First we show by induction on m that the Γk,m-translates of Fk are pairwise
disjoint. For m = 0 this reduces to the statement that for all l ̸= r ∈ Z, slkFk ∩
srkFk = ∅. Since FkF

−1
k ⊆ A, we have this required property by (iv). In general

suppose all Γk,m-translates of Fk are pairwise disjoint. Suppose also Γk,m+1 =
Γk,m ∪ ⟨sk⟩gnm . Then by (iv) we have that slkgnmFk ∩ srkgnmFk = ∅ for all l ̸=
r ∈ Z. Also, since gnmFk ∩ Γk,mFk = ∅ and ⟨sk⟩Γk,m = Γk,m, we have that
⟨sk⟩gnmFk∩Γk,mFk = ∅. This shows that the Γk,m+1-translates of Fk are pairwise
disjoint. It follows that the Γk-translates of Fk are all pairwise disjoint. To see
that the Γk-translates of Fk form a maximally disjoint collection, simply note that
if gmFk ∩ ΓkFk = ∅, then m < nm, contradicting the definition of nm. We have
thus defined Γk to satisfy all requirements (i) through (v).

The version of (vi) that makes sense so far states that for all δ ∈ Γk, Γk∩δFk =
δ(∆k ∩Fk), which is trivially true since both sides of the equation are the singleton
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{δ}. The version of (vii) that makes sense so far states that if γ, δ ∈ Γk and
γFk ∩ δFk ̸= ∅ then γFk ⊆ δFk. This follows immediately from the disjointness
of Γk-translates of Fk. In fact, under the assumption we have γ = δ and therefore
γFk = δFk.

In general, suppose Γi+1, . . . ,Γk have been defined to satisfy (i) through (vii),
we define Γi ⊇ Γi+1 as follows. By induction on m ∈ N we define two increasing
sequences Si,m and Γi,m, and then take Γi =

∪
m Γi,m. For m = 0 let

Si,0 = Γi+1Fi+1 ∪ · · · ∪ ΓkFk

and
Γi,0 = Γi+1(∆i ∩ Fi+1) ∪ · · · ∪ Γk(∆i ∩ Fk).

In general suppose Si,m and Γi,m have been defined. If there is n ∈ N such that
gnFi ∩ Si,m = ∅, then let nm be the least such n, and let

Si,m+1 = Si,m ∪ ⟨sk⟩gnmFi

and
Γi,m+1 = Γi,m ∪ ⟨sk⟩gnm .

This finishes the definition of Si,m and Γi,m for all m, and hence that of Γi.
We verify that (i) through (vii) hold with this inductive construction. Since

1G ∈ ∆i ∩ Fi+1, we have that Γi ⊇ Γi,0 ⊇ Γi+1. It follows that (i) and (ii) hold.
Also obvious is that ⟨sk⟩Si,m = Si,m and ⟨sk⟩Γi,m = Γi,m, and (v) follows for Γi.
Next we proceed to verify (iii), (vi) and (vii).

To show that all Γi-translates of Fi are pairwise disjoint, it suffices to show that
all Γi,0-translates of Fi are pairwise disjoint, since then the argument as above will
show inductively that the Γi,m-translates of Fi are pairwise disjoint for all m > 0.
Note that for all i < j ≤ k, the (∆i ∩ Fj)-translates of Fi are pairwise disjoint and
are contained in Fj by the disjoint and coherent properties of a blueprint. Since all
Γj-translates of Fj are pairwise disjoint, it follows that all Γj(∆i ∩ Fj)-translates
of Fi are pairwise disjoint. Next suppose i < j < j′ ≤ k,

γ ∈ Γj , δ ∈ ∆i ∩ Fj , γ
′ ∈ Γj′ , δ

′ ∈ ∆i ∩ Fj′ ,

and γδFi ∩ γ′δ′Fi ̸= ∅. We need to show that γδ = γ′δ′.
Note that δFi ⊆ Fj and δ′Fi ⊆ Fj′ , so we have that γFj ∩ γ′Fj′ ̸= ∅. By the

inductive hypothesis (vii), γFj ⊆ γ′Fj′ . Thus γ ∈ Γj ∩ γ′Fj = γ′(∆j ∩ Fj′) by the
inductive hypothesis (vi). This means that there is η ∈ ∆j ∩Fj′ such that γ = γ′η.

Now γδ = γ′ηδ ∈ Γj′(∆i ∩ Fj′). This is because ηδ ∈ ∆j(∆i ∩ Fj) ⊆ ∆i and
ηδ ∈ ηFj ⊆ Fj′ by the coherent property of the blueprint (∆n, Fn)n∈N. Since the
Γj′(∆i ∩ Fj′)-translates of Fi are pairwise disjoint, we have γδ = γ′δ′ as needed.

Next we verify that the Γi-translates of Fi are maximally disjoint within G. For
this assume g ∈ G is such that gFi ∩ ΓiFi = ∅. We claim first that gFi ∩ Si,0 ̸= ∅.
Otherwise gFi ∩ Si,0 = ∅. Let g = gm. Then m < nm, contradicting the definition
of nm. Now suppose j > i and gFi ∩ ΓjFj ̸= ∅. By the assumption of the theorem
gFi ∩ Γj(∆i ∩ Fj)Fi ̸= ∅. Thus there is γ ∈ Γj(∆i ∩ Fj) ⊆ Γi,0 ⊆ Γi such that
gFi ∩ γFi ̸= ∅, a contradiction.

Now the inductive version of (vi) to be verified states that if j is such that
i ≤ j ≤ k and δ ∈ Γj , then Γi ∩ δFj = δ(∆i ∩Fj). If j = i then this is trivially true
since both sides of the equality are the singleton {δ}. We assume j > i. By our
definition δ(∆i ∩ Fj) ⊆ Γi,0, and thus δ(∆i ∩ Fj) ⊆ Γi ∩ δFj . Conversely, suppose
γ ∈ Γi∩δFj . Then δ

−1γ ∈ Fj and in particular δ−1γFi∩Fj ̸= ∅. So by assumption
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on the blueprint, δ−1γFi ∩ (∆i ∩ Fj)Fi ̸= ∅ and hence γFi ∩ δ(∆i ∩ Fj)Fi ̸= ∅.
However, γi ∈ Γi and δ(∆i ∩ Fj) ∈ Γi, so γ ∈ δ(∆i ∩ Fj) since the Γi-translates of
Fi are disjoint. Thus Γi ∩ δFj ⊆ δ(∆i ∩Fj) and Γi ∩ δFj = δ(∆i ∩Fj), establishing
(vi).

Finally we verify the inductive version of (vii) which states that if j is such that
i ≤ j ≤ k and γ ∈ Γi, δ ∈ Γj , and γFi ∩ δFj ̸= ∅, then γFi ⊆ δFj . For j = i this
follows immediately from the pairwise disjointness of Γi-translates of Fi. We assume
j > i. Since δFj ⊆ Si,0, we have that γ ∈ Γi,0. Thus there is j′ with i < j′ ≤ k
and δ′ ∈ Γj′ such that γ ∈ δ′(∆i ∩ Fj′). Let j

′ be the smallest such index. By the
coherent property of the blueprint (∆n, Fn)n∈N we have γFi ⊆ δ′Fj′ . If j

′ ≤ j then
by the inductive hypothesis we have δ′Fj′ ⊆ δFj since δ′Fj′ ∩ δFj ⊇ γFi∩ δFj ̸= ∅.
It follows that γFi ⊆ δFj as we needed. If j′ > j we have δFj ⊆ δ′Fj′ from
the inductive hypothesis again since δFj ∩ δ′Fj′ ⊇ δFj ∩ γFi ̸= ∅. In particular
δ ∈ δ′Fj′ . By (vi) δ ∈ δ′(∆j ∩Fj′). Now δ′−1δ ∈ ∆j ∩Fj′ and δ

′−1γ ∈ ∆i∩Fj′ , and
δ′−1δFj ∩ δ′−1γFi ̸= ∅. By the coherent property of the blueprint (∆n, Fn)n∈N, we
conclude that δ′−1γFi ⊆ δ′−1δFj , and therefore γFi ⊆ δFj as we needed. �

Note that the assumption in the above theorem is true for the blueprint con-
structed in Theorem 5.3.3 (clause (2) in that proof). Thus it does not lose generality
to assume that all blueprints we are working with have this property. In fact the
sequence (Γi, Fi)i≤k satisfies all axioms for a centered and maximally disjoint blue-
print except that the length of the sequence is finite.

The next theorem gives the promised periodic element blocking a finite set of
elements. The proof uses Γi membership tests that are taken directly from the
proof of Theorem 5.2.5. It also employs a coding technique similar to the proof of
Theorem 6.1.1.

Theorem 8.4.2. Let G be a countable nonflecc group, (∆n, Fn)n∈N a centered
blueprint guided by a growth sequence (Hn)n∈N with γ1 = 1G, R : H0 → 2 a
nontrivial locally recognizable function, k ≥ 1, and A ⊆ G a finite set. Let Mn =
Hn ∪H−1

n for all n ∈ N. Assume that

(a) for all i < k, M4
i ⊆ Hi+1;

(b) for all i ≤ k, |Λi| > 23 log2 |Mi|;
(c) M23

k ⊆ A;
(d) for any i < j ≤ k and g ∈ G, if gFi ∩Fj ̸= ∅ then gFi ∩ (∆i ∩Fj)Fi ̸= ∅.

Let sk ∈ G and Γi, i ≤ k, satisfy the conclusions of Theorem 8.4.1. Then there is
xk ∈ 2G such that

(i) s−1
k · xk = xk, i.e., for all g ∈ G, xk(skg) = xk(g);

(ii) for all 1 ≤ i ≤ k, xk admits a simple Γi membership test with test region
a subset of Fi;

(iii) xk is compatible with R, and xk(g) = 1−R(1G) for all g ∈ G−Γ1(F0∪D1
0);

(iv) for all i ≤ k, if γ, γ′ ∈ Γi and γ′ ∈ γM23
i , then there is t ∈ Fi such that

xk(γt) ̸= xk(γ
′t).

Proof. Let D = G−
∪

1≤i≤k ΓiΛibi−1. The displayed union in the equality is

disjoint. Note that ⟨sk⟩D = D. Since (Γi, Fi)i≤k satisfies all conditions required of
a pre-blueprint for i ≤ k, a definition of xk on D can be made in the same fashion
as in the proof of Theorem 5.2.5. This ensures (iii) by clause (iv) of Theorem 5.2.5
and the assumption γ1 = 1G. Also xk � D admits a simple Γi membership test for
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i ≥ 1, with test region a subset of Fi, by clause (ii) of Theorem 5.2.5. In fact, all
conclusions of Theorem 5.2.5 are true for n ≤ k. Since ⟨sk⟩Γi = Γi for all i ≤ k, by
Theorem 5.2.5 (vi) and (vii), xk(skg) = xk(g) for all g ∈ D.

To define xk on G − D we use the technique presented in the proof of Theo-
rem 6.1.1. For each 1 ≤ i ≤ k let Ri be the graph with vertex set Γi and edge
relation given by

(γ, γ′) ∈ E(Ri) ⇐⇒ γ′ ∈ γM23
i .

Since M−1
i = Mi, E(Ri) is a symmetric relation. A usual greedy algorithm gives

a graph theoretic (|Mi|23 + 1)-coloring of Ri, µi : Γi → {0, 1, . . . , |Mi|23}. We
claim that µi can be obtained so that µi(skγ) = µi(γ) for all γ ∈ Γi. To see this,
apply the greedy algorithm in infinitely many stages as follows. Enumerate all
elements of Γi as 1G = γ0, γ1, . . . . At stage m = 0, let S0 = ⟨sk⟩γ0, assign µi(γ0)
arbitrarily, and then let µi(s

l
kγ0) = µi(γ0) for all l ∈ Z. Since for any g ∈ G and

l ∈ Z∗, g−1slkg ̸∈ A − {1G} and M23
i ⊆ M23

k ⊆ A, we have g−1slkg ̸∈ M23
i − {1G}.

It follows that for any l ̸= r ∈ Z, (slkγ0, srkγ0) ̸∈ E(Ri). In general suppose Sm

and µi � Sm have been defined. We define Sm+1 by induction. If there is n
such that γn ̸∈ Sm, let nm be the least such n, and let Sm+1 = Sm ∪ ⟨sk⟩γnm .
Define µi(γnm) arbitrarily using the greedy algorithm: since γnm has at most |Mi|23
many adjacent vertices there is some v ∈ {0, 1, . . . , |Mi|23} such that by assigning
µi(γnm) = v the resulting function is a partial graph-theoretic coloring. Arbitrarily
choose such a v, and let µi(s

l
kγnm) = v for all l ∈ Z. By a similar argument as

above, (slkγnm , s
r
kγnm) ̸∈ E(Ri) for any l ̸= r ∈ Z. Suppose (slkγnm , ψ) ∈ E(Ri)

for some l ∈ Z and ψ ∈ Sm. Then (γnm , s
−l
k ψ) ∈ E(Ri), where s

−l
k ψ ∈ Sm since

⟨sk⟩Sm = Sm. By induction µi(ψ) = µi(s
−l
k ψ). Thus

µi(s
l
kγnm) = v = µi(γnm) ̸= µi(s

−1
k ψ) = µi(ψ).

We conclude that µi � Sm+1 is a partial graph-theoretic coloring. To summarize,
we have defined µi on all of Γi so that µi(skγ) = µi(γ) for all γ ∈ Γi.

The rest of the proof follows that of Theorem 6.1.1. We thus constructed xk to
satisfy (i) through (iv). �

Again, the assumptions of the theorem are easy to arrange. Growth sequences
satisfying (a) and (b) can be obtained by Corollary 5.4.8, since |Mn| ≤ 2|Hn|;
condition (c) is simply a largeness condition for the finite set A; blueprints satisfying
(d), as we remarked before, arise from the proof of Theorem 5.3.3. One might have
noticed that some of these hypotheses are not needed in the theorem. They will be
only needed in some of our later proofs, but we state them here just to keep our
assumptions about the blueprint explicitly isolated.

We note the following corollary of the proof of Theorem 8.4.2.

Corollary 8.4.3. Let G be a countable nonflecc group and A ⊆ G− {1G} be
finite. Then there is a periodic x ∈ 2G which blocks all elements of A.

For the convenience of our later arguments we also note some finer details
of the Γi membership test constructed in the above theorem. By the proof of
Theorem 5.2.5, we have the following “standard form” of the membership tests.
For the Γ1 membership test, we have

g ∈ Γ1 iff ∀f ∈ F0 xk(gf) = R(f).
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Note that here we used the hypothesis that γ1 = 1G. The general Γi member-
ship test for i > 1 is defined by induction on i with test region Vi = γi(Vi−1 ∪
{ai−1, bi−1}). Specifically, for i > 1,

g ∈ Γi iff gγi ∈ Γi−1 ∧ xk(gγiai−1) = xk(gγibi−1) = 1.

An important feature of these membership tests is that they only depend on the
locally recognizable function R and the blueprint (∆n, Fn)n∈N. In particular, they
do not depend on the number k ≥ 1. In other words, if k ̸= k′ ≥ 1 and if the above
theorem is applied to k and k′ respectively, with the same locally recognizable
function R and the same blueprint (∆n, Fn)n∈N, then the resulting membership
tests take the same form. This point will come up in the proof of our main theorem
below.

In the proof of our main theorem only a finite part of xk will be used at each
stage. However, we need such finite parts to maintain their integrity when it comes
to Γi membership tests for i ≤ k. For this purpose we define the following saturation
operation for finite sets. Given a finite set B ⊆ G, let

sat0(B) =
∪

{γF0 : γ ∈ Γ0, γF0 ∩B ̸= ∅}

and
satk(B) = sat0(B) ∪

∪
i≤k

(Γi ∩ sat0(B))Fi.

It is important to note that B is not necessarily contained in either sat0(B) or
satk(B), but B ∩Γ0F0 ⊆ sat0(B) by definition. Moreover, satk(B) has the obvious
property that for all γ ∈ Γ0, if γF0 ∩B ̸= ∅ then γF0 ⊆ satk(B). We also have the
following strengthened property.

Lemma 8.4.4. For all i ≤ k and γ ∈ Γi ∩ satk(B), γFi ⊆ satk(B).

Proof. Fix i ≤ k and γ ∈ Γi ∩ satk(B). If γ ∈ sat0(B) then γ ∈ Γi ∩ sat0(B)
and therefore γFi ⊆ satk(B) by definition. Suppose instead γ ∈ (Γj∩sat0(B))Fj for
some j ≤ k. Then there is some δ ∈ Γj ∩ sat0(B) such that γ ∈ δFj . If j ≥ i, then
by clause (vii) of Theorem 8.4.1 γFi ⊆ δFj , and therefore γFi ⊆ δFj ⊆ satk(B)
by definition. If j < i, then by clause (ii) of Theorem 8.4.1 γ ∈ Γj . Since the
Γj-translates of Fj are pairwise disjoint, we have γ = δ. This means that δ ∈ Γi,
and so γFi = δFi ⊆ (Γi ∩ sat0(B))Fi ⊆ satk(B). �

For any n > k, we also define

Kn,k = satk(MnM
3
kM

3
k−1 . . .M

3
0 ),

where Mi = Hi ∪H−1
i , and define xnk = xk � Kn,k. x

n
k will be the finite part of xk

used in our main construction.
In our main construction the background will be colored differently from some

translates of the regions Kn,k. However, in the coloring of both parts we use some
blueprint and some membership test for center points. To make the membership
tests distinct we need the following lemma similar to Proposition 6.2.1.

Lemma 8.4.5. Let G be a countably infinite group, B ⊆ G a finite set, and
Q : B → 2 any function. Then there exist a finite set A ⊇ B and two nontrivial
locally recognizable functions R,R′ : A → 2 both extending Q such that for all
x, x′ ∈ 2G with x � A = R and x′ � A = R′,

∀g ∈ A ∃h ∈ A x(gh) ̸= x′(h)
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and

∀g ∈ A ∃h ∈ A x′(gh) ̸= x(h).

Proof. The proof is also similar to that of Proposition 6.2.1. For clarity we
give a self-contained argument below. By defining Q(1G) = 0 if necessary, we may
assume 1G ∈ B. Set B1 = B. Choose distinct elements a, b, a′, b′ ∈ G − B1 and
set B2 = B1 ∪ {a, b, a′, b′}. Next chose any c ∈ G − (B2B2 ∪ B2B

−1
2 ) and set

B3 = B2 ∪ {c} = B1 ∪ {a, b, a′, b′, c}. Let A = B3B3. Define R : A→ 2 by

R(g) =


Q(g) if g ∈ B1

Q(1G) if g ∈ {a, b, c}
1−Q(1G) if g ∈ {a′, b′}
1−Q(1G) if g ∈ A−B3.

R′ is similarly defined, with the role of a, b and respectively of a′, b′ interchanged.
Thus for all g ∈ A − {a, b, a′, b′}, R(g) = R′(g), and for g ∈ {a, b, a′, b′}, R(g) =
1−R′(g). It is obvious that both R and R′ are nontrivial (Definition 5.2.2).

We claim that for any nonidentity g ∈ B3, at least one of a, b, or c is not an
element of gB3. To see this, consider the following cases. Case 1: g ∈ B2. Then
c ̸∈ gB2 ⊆ B2B2 and c ̸= gc since g ̸= 1G. Thus c ̸∈ gB3. Case 2: g ∈ B3 − B2 =
{c}. Then g = c. Since c ̸∈ B2B

−1
2 , we have a, b ̸∈ cB2. If a, b ∈ cB3 then we must

have a = c2 = b, contradicting a ̸= b. We conclude {a, b} ̸⊆ cB3 = gB3.
By symmetry we also have that for any g ∈ B3, at least one of a′, b′, or c is

not an element of gB3.
We verify that R is locally recognizable. Towards a contradiction, suppose

there is y ∈ 2G extending R such that for some 1G ̸= g ∈ A, y(gh) = y(h) for all
h ∈ A. In particular, y(g) = y(1G) = R(1G) so g ∈ B3. By the above claim we
have {a, b, c} ̸⊆ gB3 ⊆ A, but {a, b, c} ⊆ {h ∈ A | y(h) = y(1G)} ⊆ B3. Therefore

|{h ∈ B3 | y(gh) = y(1G)}| < |{h ∈ A | y(h) = y(1G)}|

= |{h ∈ B3 | y(h) = y(1G)}| = |{h ∈ B3 | y(gh) = y(1G)}|,
a contradiction.

A symmetric argument with a, b replaced by a′, b′, respectively proves that R′

is locally recognizable.
To complete the proof of the lemma, we let x, x′ ∈ 2G extending R, R′, respec-

tively, and toward a contradiction assume that for some g ∈ A, x(gh) = x′(h) for all
h ∈ A. Since R ̸= R′ we know that g ̸= 1G. Since R(g) = x(g) = x′(1G) = Q(1G),
we also know that g ∈ B3. Again we have {a, b, c} ̸⊆ gB3 ⊆ A, and therefore

|{h ∈ B3 | x(gh) = Q(1G)}| < |{h ∈ A | x(h) = Q(1G)}|
= |{h ∈ A | x′(h) = Q(1G)}| = |{h ∈ B3 | x′(h) = Q(1G)}|
= |{h ∈ B3 | x(gh) = Q(1G)}|,

a contradiction. Finally a symmetric argument gives that for all g ∈ A there is
h ∈ A such that x′(gh) ̸= x(h). This finishes the proof of the lemma. �

We are now ready to prove our main theorem of this section.

Theorem 8.4.6. Let G be a countable nonflecc group. Then the set of all
2-colorings on G is Π0

3-complete.
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Proof. Let H0 ⊆ G be a finite set with 1G ∈ H0, and R,R′ : H0 → 2 be
two distinct nontrivial locally recognizable functions given by Lemma 8.4.5, with
R(1G) = R′(1G) = 1. Let (Hn)n∈N be a growth sequence with the additional
properties that, for all n ∈ N, letting Mn = Hn ∪H−1

n ,

(1) M4
n ⊆ Hn+1;

(2) M3
nM

3
n−1 . . .M

3
0 ⊆ Hn+1.

Such sequences are easy to construct. Let (∆n, Fn)n∈N be a centered blueprint
guided by (Hn)n∈N, with γ1 = 1G, such that

(3) for all n ∈ N, |Λn| > 23 log2 |Mn|+1.

The existence of such blueprints follows from Corollary 5.4.8, since |Mn| ≤ 2|Hn|
for all n ∈ N. The construction of the blueprint (∆n, Fn)n∈N follows the proof of
Theorem 5.3.3, and therefore we have

(4) for all i < j and g ∈ G, if gFi ∩ Fj ̸= ∅, then gFi ∩ (∆i ∩ Fj)Fi ̸= ∅.

Now apply Theorem 6.1.5 to obtain a strong 2-coloring z ∈ 2G fundamental with
respect to (∆n, Fn)n∈N and compatible with R′.

For each n ≥ 1, let Kn =M4
n. Fix an enumeration of G−{1G} as σ1, σ2, . . . so

that each s ∈ G−{1G} is enumerated infinitely many times. We inductively define
two sequences (πn)n≥1 and (wn)n≥1 of elements of G so that

(5) for all n ̸= m ∈ N, the sets πnKn, πmKm, {wn, σnwn}, and {wm, σmwm}
are pairwise disjoint;

(6) for all n ≥ 1, z(wn) ̸= z(σnwn); and
(7) for all 1 ≤ n < n′, πnKnM

23
n ∩ πn′Kn′ = ∅.

For n = 1 let π1 = 1G. Since z is a strong 2-coloring, there are infinitely many
w ∈ G such that z(σ1w) ̸= z(w). Let w1 ̸∈ π1K1 ∪ σ−1

1 π1K1 be such a w. Then
w1, σ1w1 ̸∈ π1K1. So {w1, σ1w1}∩π1K1 = ∅. In general suppose πm and wm have
been defined for all 1 ≤ m ≤ n to satisfy (5) through (7). Let

B =
∪

1≤m≤n

(
{wm, σmwm} ∪ πmKmM

23
m

)
.

Then B is finite and we may find πn+1 ̸∈ BK−1
n+1 and wn+1 ̸∈ {1G, σ−1}(B ∪

πn+1Kn+1). Then we have that πn+1Kn+1 ∩B = ∅ and {wn+1, σn+1wn+1} ∩ (B ∪
πn+1Kn+1) = ∅. Therefore the sequences are as required.

For each k ≥ 1 we apply Theorem 8.4.1 with A =M23
k to obtain an sk ∈ G and

a sequence (Γi)i≤k. Note that sk only depends on k. The sequence (Γi)i≤k also
depends on k. However, for simplicity we will not introduce k into the notation. The
reader should be aware that at various places we might be referring to different Γi’s
coming from different k values. With k fixed we continue to apply Theorem 8.4.2
to obtain xk compatible with R. For n > k, we also defined the set Kn,k and
xnk = xk � Kn,k. Note that by (1) and (2) above,

Kn,k = satk(MnM
3
k . . .M

3
0 ) ⊆ (MnM

3
k . . .M

3
0 )F

−1
0 F0Fk

⊆MnMk+1M
3
k ⊆M3

n ⊆ Kn.

We are finally ready to define a continuous function f : 2N×N → 2G so that
f(α) is a 2-coloring on G iff α ∈ P , where

P = {α ∈ 2N×N : ∀k ≥ 1 ∃n > k ∀m ≥ n α(k,m) = 0}.
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Given α ∈ 2N×N, we let f(α)(g) = z(g) if g ̸∈
∪

n≥1 πnKn. Then for each n ≥ 1,

f(α) � πnKn will be defined according to the values α(1, n), . . . , α(n, n), as follows.
Let 1 ≤ k < n be the least such that α(k, n) = 1. If k is undefined then we
define f(α)(g) = z(g) for all g ∈ πnKn. Suppose k is defined. Then we let
f(α)(πng) = xnk (g) for all g ∈ Kn,k. For g ∈ πn(Kn −Kn,k), if g ̸∈ ∆0F0 then note
that z(g) = 0 and we let f(α)(g) = 0 as well. If g ∈ πn(Kn −Kn,k) but g ∈ ∆0F0,
let γ ∈ ∆0 be the unique element such that g ∈ γF0. If γF0 ∩ πnKn,k = ∅ we let
f(α)(g) = z(g), otherwise let f(α)(g) = 0. Note that in case γF0 ∩ πnKn,k ̸= ∅,
we have

γF0 ⊆ πnKn,kF
−1
0 F0 ⊆ πnM

3
nM1 ⊆ πnKn,

and therefore f(α) � γF0 is well defined. This finishes the definition of f(α).
It is obvious that each f(α) ∈ 2G and it is routine to check that f is a continuous

function. We argue first that if α ̸∈ P then f(α) is not a 2-coloring. Assume α ̸∈ P .
Let k ≥ 1 be the least such that for infinitely many n > k, α(k, n) = 1. Let n0
be large enough such that for all 1 ≤ i < k and n ≥ n0, α(i, n) = 0. Then for
infinitely many n > n0, k is the least m such that α(m,n) = 1. By the definition
of f(α), for infinitely many such n > k, f(α)(πng) = xnk (g) for g ∈ Kn,k. In
other words, for infinitely many n > k, (π−1

n · f(α)) � Kn,k = xnk . We claim

that (π−1
n · f(α)) � Hn = xk � Hn. This implies that xk ∈ [f(α)]. Since xk is

periodic, f(α) is not a 2-coloring. To prove the claim, fix such an n > k and let
g ∈ Hn. If g ∈ Kn,k then there is nothing to prove. Assume g ̸∈ Kn,k. Since
the Γ0-translates of F0 are maximally disjoint within G, there is γ ∈ Γ0 such that
gF0 ∩ γF0 ̸= ∅. For any such γ, we have γ ∈ gF0F

−1
0 ⊆ HnF0F

−1
0 ⊆ Kn, and

therefore γF0 ⊆ Kn,k. This implies that g ̸∈ Γ0F0. It follows from our definition
of f(α) that f(α)(πng) = 0. Also by Theorem 8.4.2 (iii) we have xnk (g) = 0. This
completes the proof of the claim, and hence we have shown that if α ̸∈ P then f(α)
is not a 2-coloring.

The rest of the proof is devoted to showing that if α ∈ P , then f(α) is a 2-
coloring. We first note that for any n ≥ 1, since wn, σnwn ̸∈

∪
m≥1 πmKm, we

have f(α)(wn) = z(wn) ̸= z(σnwn) = f(α)(σnwn). Thus in particular f(α) is
aperiodic. By Lemma 2.5.4, to show that f(α) is a 2-coloring it suffices to show
that it is a near 2-coloring. Fix α ∈ P and any i ≥ 1. Fix any s ∈ Hi with
s ̸= 1G. Let n0 > i be large enough such that for all n ≥ n0 and 1 ≤ j ≤ i,
α(j, n) = 0. Let S =

∪
1≤m≤n0

πmKm and T =M11
i Fi. We verify that f(α) nearly

blocks s by showing that for all g ̸∈ SF−1
i FiF

−1
i {1G, s−1} there is t ∈ T with

f(α)(gst) ̸= f(α)(gt).
To simplify notation denote f(α) by y. Also denote, for k ≥ 1,

Nk = {n ≥ 1 : n > k and k is the least m with α(m,n) = 1}

and

Xk =
∪

{πnKn,k : n ∈ Nk}.

Then Xk is the set on which the definition of y is given by the periodic element xk.
Let

N =
∪
k≥1

Nk and X =
∪
k≥1

Xk.

Then N contains (and is most likely equal to) the set of all n ≥ 1 such that
y � πnKn ̸= z � πnKn. Note that Nk ∩Nk′ = ∅ and Xk ∩Xk′ = ∅ for k ̸= k′ ≥ 1.
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For a fixed k ≥ 1, if j ≤ k, we define

Γ∗
j =

∪
{πnΓj ∩Xk : n ∈ Nk}.

Then Γ∗
jFj ⊆ Xk by the definition of Kn,k and Lemma 8.4.4. By Theorem 8.4.2

elements of Γ∗
j , j ≥ 1, satisfy a simple membership test induced by R with test

region a subset of Fj . Moreover, by the remark following Theorem 8.4.2, these
membership tests do not depend on k since they are obtained from applying Theo-
rem 5.2.5 by using the same locally recognizable function R and the same blueprint.
In other words, if k ̸= k′ ≥ 1 and j ≤ k, k′, then the membership tests for elements
of Γj in the constructions of xk and xk′ take the same form. For this reason, and
for simplicity of notation, we refrained from mentioning k in the notation Γ∗

j . We
will refer to the membership test involved as simply the Γj membership test.

For any j ∈ N define

∆∗
j = {γ ∈ ∆j : γFj ∩X = ∅}.

In particular, if k ≥ 1 and j ≤ k, then ∆∗
jFj ∩Xk = ∅. Since the construction of

the strong 2-coloring z also comes from the proof of Theorem 5.2.5 by using the
same blueprint, elements of ∆j , j ≥ 1, satisfy a similar simple membership test (for
z), except it is induced by R′ instead, also with test region a subset of Fj . We refer
to it as the ∆j membership test.

We remark that the ∆j membership test (for z) takes exactly the same form as
the Γj membership test (for any xk with k ≥ j), except that instead of the locally
recognizable function R we use R′. Since R and R′ are distinct, the Γ1 membership
test (for any xk with k ≥ 1) and the ∆1 membership test (for z) are different. For
j > 1, the Γj (∆j) membership test is constructed by the same induction using Γj−1

(∆j−1) membership tests. Hence the Γj membership test and the ∆j membership
tests are also different.

We note that elements of ∆∗
j satisfy the ∆j membership test on y. Conversely,

we do not necessarily have that elements satisfying the ∆j membership test on y
must be in ∆∗

j . Instead, we note that if g ∈ G is such that gFj ∩ X = ∅ and g
satisfies the ∆j membership test, then g ∈ ∆∗

j . This is easily seen by induction on
j ≥ 1. When j = 1 we assume gF1∩X = ∅ and g satisfies the ∆1 membership test,
which is y(ga) = R′(a) for all a ∈ F0. By the properties of R′ and our definition of
y, g ∈ ∆1. Since gF1 ∩X = ∅, we have g ∈ ∆∗

1. The proof of the inductive step
follows routinely from the definition of the Γj membership test.

We now claim that for any j ≥ 1 and g ∈ G, g ∈ Γ∗
j iff g satisfies the Γj

membership test in y. In other words, the Γ∗
j membership test on y takes exactly

the same form as the Γj membership test on xk for k ≥ j. We first verify this claim
for j = 1. Thus we are to show that g ∈ Γ∗

1 iff g satisfies the Γ1 membership test in
y. The nontrivial direction is to show that if g satisfies the Γ1 membership test, then
g ∈ Γ∗

1. Since y(gf) = R(f) for all f ∈ F0 we in particular have y(g) = R(1G) = 1.
If g /∈ X, then since y(g) = R(1G) = 1 we must have that g ∈ γF0 for some unique
γ ∈ ∆0. From the definition of y we cannot have that γF0 ∩X ̸= ∅ as otherwise
y(g) = 0. So, y � γF0 = z � γF0. But then if follows from Lemma 8.4.5 that g
cannot satisfy the Γ1 membership test in y. So, we may assume g ∈ X. We may
therefore assume g ∈ Xk for some k ≥ 1. Fix n > k such that g ∈ πnKn,k. Since
y(g) = 1 we have that for some γ ∈ Γ0 that g ∈ πnγF0. By the 0-saturation of
Kn,k we have that πnγF0 ⊆ πnKn,k. We must have that g = πnγ and γ ∈ Γ1 as
otherwise g would not pass the Γ1 membership test in y (c.f. Lemma 5.2.3). To see
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this, note that if γ /∈ Γ1, then since y(g) = 1 we have γ = γ′δ for some γ′ ∈ Γ1 and
δ ∈ D1

0 −{1G}. Also in this case we must have g = πnγ
′δ as y(g) = 1. However, on

the one hand, g satisfies the Γ1 membership test, which means that for all f ∈ F0,

y(gf) = xk(π
−1
n gf) = R(f).

On the other hand, for any γ′ ∈ Γ1 and δ ∈ D1
0−{1G} = D1

0−{γ1}, the construction
of the Γ1 membership test using Theorem 5.2.5 gives that

|{f ∈ F0 : xk(γ
′δf) = R(1G) = 1}| ≤ 1.

Since R is nontrivial, it follows that π−1
n g ̸∈ γ′(D1

0 − {1G}). Thus we must have
π−1
n g ∈ γF0 for γ ∈ Γ1. Since π−1

n g ∈ Kn,k, γ ∈ Γ∗
1. As πnγF0 ⊆ πnKn,k by 0-

stauration, we have that y � πnγF0 = xk � πnΓF0. Since R is locally recognizable,
we have g = πnγ ∈ Γ∗

1, as required.
Suppose next that j > 1 and g passes the Γj membership test in y. Since

g also passes the Γ1 membership test we have that g ∈ Γ∗
1, say g = πnγ where

γ ∈ Γ1 ∩ Kn,k. Suppose first that j ≤ k and assume inductively that γ ∈ Γj−1.
As g satisfies the Γj membership test in y we have that πnγγj satisfies the Γj−1

membership test in y. From the j = 1 case we have that πnγγj ∈ X and hence
πnγγj ∈ πnKn,k as γj ∈ Fk and πnKnFk is disjoint from all Km for m ̸= n. Since
j ≤ k we have by saturation that πnγγjFj ⊆ πnKn,k. It follows that γ passes the
Γj membership test in xk. Thus, γ ∈ Γj and so g = πnγ ∈ πnΓj ∩ πnKn,k ⊆ Γ∗

j .
Suppose now j > k, and g passes the k + 1 membership test in y. As above we
get that g = πnγ where γ ∈ Γk and γγk ∈ Γk where πnγγkFk ⊆ πnKn,k. Since g
passes the k + 1 menbership test in y we see that y(πnγγkak) = y(πnγγkbk) = 1
and so xk(γγkak) = xk(γγkbk) = 1. This is a contradiction as for any γ′ ∈ Γk we
have that xk(γ

′ak) and xk(γ
′bk) are not both 1 from the definition of xk (we may

assume xk has this property without loss of generality). So, there is no g ∈ πnKn,k

which passes the γk+1 membership test. This establishes the claim.
We fix g ̸∈ SF−1

i FiF
−1
i {1G, s−1}. Consider the following cases below.

Case 1a: gFiF
−1
i Fi∩X ̸= ∅. Thus there is δ0 ∈ gFiF

−1
i such that δ0Fi∩X ̸= ∅.

Then for some k ≥ 1 and n > k, δ0Fi ∩πnKn,k ̸= ∅. Fix such δ0, k ≥ 1 and n > k.

Since g ̸∈ SF−1
i FiF

−1
i but g ∈ δ0FiF

−1
i , we have δ0 ̸∈ SF−1

i and δ0Fi∩S = ∅.
Thus n > n0, where n0 is defined in the definition of S. Recall that k is the least
integer with 1 ≤ k < n such that α(k, n) = 1. Since α(j, n) = 0 for all 1 ≤ j ≤ i,
we know that i < k.

Let C = MnM
3
k . . .M

3
i . . .M

3
0 . Recall that Kn,k = satk(C). It follows that

there is 1 ≤ j ≤ k and δ1 ∈ πnsat0(C) ∩ Γ∗
j such that δ0Fi ∩ δ1Fj ̸= ∅. If

j ≥ i then by (4) we may assume j = i, and thus we have found δ1 ∈ Γ∗
i with

δ0Fi ∩ δ1Fi ̸= ∅. Noting that g−1δ0, δ
−1
0 δ1 ∈ FiF

−1
i , we have that g−1δ1 ∈

M4
i ⊆ M11

i . Alternatively, assume j < i. Then δ−1
0 δ1 ∈ FiF

−1
j . Since π−1

n δ1 ∈
sat0(C) ⊆ MnM

3
k . . .M

3
0F0F

−1
0 , then there is δ2 ∈ πnMnM

3
k . . .M

3
i+1 such that

δ−1
2 δ1 ∈ M3

i M
3
i−1 . . .M

3
0F0F

−1
0 . By (2) δ−1

2 δ1 ∈ M3
i MiF0F

−1
0 = M4

i F0F
−1
0 . Since

M−1
i =Mi we have δ

−1
1 δ2 ∈ F0F

−1
0 M4

i . Now π−1
n δ2Fi ⊆MnM

3
k . . .M

3
i+1Fi ⊆ Kn,k,

and thus there is δ3 ∈ Γi such that π−1
n δ2Fi∩δ3Fi ̸= ∅ by the maximal disjointness

of Γi-translates of Fi by Theorem 8.4.1 (iii). Since δ−1
2 πnδ3 ∈ FiF

−1
i , we have

δ3 = π−1
n δ2(δ

−1
2 πnδ3) ∈MnM

3
k . . .M

3
i+1FiF

−1
i ⊆MnM

3
k . . .M

3
i+1M

2
i ⊆ C,
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and δ3Fi ⊆ MnM
3
k . . .M

3
i ⊆ C. This shows that πnδ3 ∈ Γ∗

i . Thus we have found
πnδ3 ∈ Γ∗

i such that

g−1πnδ3 = (g−1δ0)(δ
−1
0 δ1)(δ

−1
1 δ2)(δ

−1
2 πnδ3)

∈ (FiF
−1
i )(FiF

−1
j )(F0F

−1
0 M4

i )(FiF
−1
i ) ⊆M11

i .

In either case of j < i or j ≥ i, we have found γ ∈ Γ∗
i such that g−1γ ∈M11

i .
Let t0 = g−1γ. Then gt0 satisfies the Γi membership test. If gst0 does not

satisfy the Γi membership test, then there is t1 ∈ Fi such that y(gt0t1) ̸= y(gst0t1)
by Theorem 8.4.2 (ii). Since t0t1 ∈ M11

i Fi = T , we are done. Otherwise, assume
gst0 satisfies the Γi membership test. We have

(gt0)
−1(gst0) = t−1

0 st0 ∈M11
i HiM

11
i =M23

i .

By (7) gst0 ∈ Γ∗
i ∩ πnKn. By Theorem 8.4.2 (iv) there is t1 ∈ Fi such that

y(gt0t1) ̸= y(gst0t1). Again t0t1 ∈M11
i Fi.

Case 1b: gsFiF
−1
i Fi ∩X ̸= ∅. The argument is similar to the above argument

in Case 1a, with gs now playing the role of g in that argument.
Case 2: Otherwise, gFiF

−1
i Fi∩X = ∅ and gsFiF

−1
i Fi∩X = ∅. In particular,

for every δ ∈ ∆i with gFi ∩ δFi ̸= ∅, we have that δFi ∩X = ∅. Thus for every
δ ∈ ∆i with gFi∩δFi ̸= ∅, δ ∈ ∆∗

i . Similarly for every δ ∈ ∆i with gsFi∩δFi ̸= ∅,
we also have δ ∈ ∆∗

i . As usual there is t0 ∈ FiF
−1
i such that gt0 ∈ ∆∗

i . If gst0 ∈ ∆∗
i

then we may find t1 ∈ Fi so that y(gt0t1) ̸= y(gst0t1), since (gt0)
−1(gst0) ∈ M23

i ,
and we are done. Assume gst0 ̸∈ ∆∗

i . Since gst0Fi∩X = ∅, we have that gst0 fails
the ∆i membership test on y. Now that gt0 does satisfy the ∆i membership test,
we routinely find t1 ∈ Fi with y(gt0t1) ̸= y(gst0t1).

This shows that y = f(α) is a 2-coloring, and our proof is complete. �
We also draw the following corollaries from the proof.

Theorem 8.4.7. For any countable nonflecc group G the set of all strong 2-
colorings on G is Π0

3-complete.

Proof. It suffices to note that, in the above proof if α ∈ P then f(α) is in fact
a strong 2-coloring on G. This is because y(wn) = z(wn) and y(σnwn) = z(σnwn)
for all n ≥ 1 by (5) and the definition of y. By (6), y(wn) ̸= y(σnwn) for all n ≥ 1.
Thus for each s ̸= 1G there are infinitely many t ∈ G such that y(t) ̸= y(st). �

The following corollary summarizes our findings.

Corollary 8.4.8. Let G be a countable group. Then the following hold:

(1) If G is finite, then the set of all 2-colorings on G is closed.
(2) If G is an infinite flecc group, then the set of all 2-colorings on G is

Σ0
2-complete;

(3) If G is not flecc, then the set of all 2-colorings on G is Π0
3-complete.





CHAPTER 9

The Complexity of the Topological Conjugacy
Relation

In this chapter we study the complexity of the topological conjugacy relation
among subflows of 2G. We remind the reader the definition of topological conjugacy.

Definition 9.0.9. Let G be a countable group and let S1, S2 ⊆ 2G be subflows.
S1 is topologically conjugate to S2 or is a topological conjugate of S2 if there is a
homeomorphism ϕ : S1 → S2 satisfying ϕ(g · x) = g · ϕ(x) for all x ∈ S1 and g ∈ G.
Such a function ϕ is called a conjugacy between S1 and S2. The property of being
topologically conjugate induces an equivalence relation on the set of all subflows of
2G. We call this equivalence relation the topological conjugacy relation.

The purpose of this chapter is to study the complexity of the topological con-
jugacy relation, meaning, in some sense, how difficult it is to determine when two
subflows are topologically conjugate. The precise mathematical way of discussing
the complexity of equivalence relations is via the theory of Borel equivalence re-
lations. In the first section, we present a basic introduction to the aspects of the
theory of countable Borel equivalence relations which will be needed in this chapter.
The second section consists mostly of preparatory work and basic lemmas. In the
third section, we show that for every countably infinite group the equivalence rela-
tion E0, which we will define in section one, is a lower bound to the complexity of
the topological conjugacy relation restricted to free minimal subflows. In the fourth
section, we give a complete classification of the complexity of both the topological
conjugacy relation and the restriction of the topological conjugacy relation to free
subflows.

9.1. Introduction to countable Borel equivalence relations

In this section we review common notation and terminology and basic facts
related to the theory of countable Borel equivalence relations. Some references for
this material include [JKL] and [G]. Throughout this chapter we will also work
with descriptive set theory, and we refer the reader to [K] for any missing details.

Let X be a Polish space, that is, a topological space which is separable and
which admits a complete metric compatible with its topology. Recall that the Borel
sets of X are the members of the σ-algebra generated by the open sets. Informally,
the Borel subsets of X are considered to be the definable subsets of X. A Borel
equivalence relation on X is an equivalence relation on X which is a Borel subset
of X ×X, where X ×X has the product topology. Given two Polish spaces X and
Y , a function f : X → Y is Borel if the pre-image of every Borel set in Y is Borel
in X. As with Borel sets, Borel functions are viewed informally as being definable.

We compare Borel equivalence relations and discuss their complexity relative to
one another via the notion of Borel reducibility. If E is a Borel equivalence relation

169
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on X and F is a Borel equivalence relation on Y , then E is Borel reducible to F ,
written E ≤B F , if there is a Borel function f : X → Y such that f(x1) F f(x2) ⇔
x1 E x2 for all x1, x2 ∈ X. Such a function f is called a reduction, and if f is
injective then we say E is Borel embeddable into F , written E ⊑B F . Furthermore,
E is continuously reducible (or continuously embeddable) to F , written E ≤c F
(respectively E ⊑c F ), if the reduction (respectively embedding) f is continuous.

Intuitively, if E is Borel reducible to F , then E is considered to be no more
complicated than F , and F is considered to be at least as complicated as E. To
illustrate, suppose E is Borel reducible to F and f : X → Y is a Borel reduc-
tion. If there were a definable (Borel) way to determine when two elements of Y
are F -equivalent, then by using the Borel function f there would be a definable
(Borel) way to determine when two elements of X are E-equivalent. The theory of
Borel equivalence relations therefore allows us to compare the relative complexity
of classification problems.

An equivalence relation E is finite if every E-equivalence class is finite, and
E is countable if every E-equivalence class is countable. A universal countable
Borel equivalence relation F is a countable Borel equivalence relation with the
property that if E is any other countable Borel equivalence relation then E is Borel
reducible to F . Thus, the universal countable Borel equivalence relations are the
most complicated among all countable Borel equivalence relations. Let F be the
nonabelian free group on two generators. Then the equivalence relation E∞ on 2F

defined by x E∞ y ⇔ ∃f ∈ F f · x = y is a universal countable Borel equivalence
relation.

On the other hand, one of the least complicated classes of Borel equivalence
relations are the smooth equivalence relations. A Borel equivalence relation E is
smooth if there is a Polish space Y and a Borel f : X → Y such that x1 E x2 ⇔
f(x1) = f(x2) for all x1, x2 ∈ X. This condition is equivalent to E being Borel re-
ducible to the equality equivalence relation on Y . Smooth equivalence relations are
considered to be the simplest Borel equivalence relations because there is a defin-
able way to determine when two elements are equivalent. The universal countable
Borel equivalence relations are not smooth. Note that if E is not smooth and is
Borel reducible to F then F is not smooth.

A Borel equivalence relation E is hyperfinite if E =
∪

n∈NEn, where (En)n∈N is
an increasing sequence of finite Borel equivalence relations. The canonical example
of a hyperfinite equivalence relation is E0, which is the equivalence relation on 2N

defined by
x E0 y ⇐⇒ ∃m ∀n ≥ m x(n) = y(n).

E0 is not smooth.

9.2. Basic properties of topological conjugacy

The purpose of this section is to develop some of the basic facts regarding the
topological conjugacy relation which will be needed in later sections. Of particular
importance is to prove that the topological conjugacy relation is a countable Borel
equivalence relation.

When discussing the topological conjugacy relation, we will employ the follow-
ing notation:

S(G) = {A ⊆ 2G : A is a subflow of 2G};
SM(G) = {A ∈ S(G) : A is minimal};
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SF(G) = {A ∈ S(G) : A is free};
SMF(G) = SM(G) ∩ SF(G);

TC(G) = the topological conjugacy relation on S(G);

TCM(G) = TC(G) � (SM(G)× SM(G));

TCF(G) = TC(G) � (SF(G)× SF(G));

TCMF(G) = TCM(G) ∩ TCF(G);

TCp(G) = {(x, y) ∈ 2G × 2G : ∃ conjugacy ϕ : [x] → [y] with ϕ(x) = y};
We easily have the following.

Lemma 9.2.1. For countable groups G, the equivalence relations TC(G), TCM(G),
TCF(G), TCMF(G), and TCp(G) are all countable equivalence relations.

Proof. Let A ∈ S(G). Then for every B ∈ S(G) topologically conjugate to A

there is a conjugacy ϕB : A → B which is induced by a block code ϕ̂B (Theorem

7.5.5). Clearly if ϕ̂B = ϕ̂C then ϕB = ϕC and B = C. Since there are only
countably many block codes, the TC(G)-equivalence class of A must be countable.
Similar arguments work for the other equivalence relations. �

LetX be a Polish space, and letK(X) = {K ⊆ X : K compact}. The Vietoris
topology on K(X) is the topology generated by subbasic open sets of the form

{K ∈ K(X) : K ⊆ U} and {K ∈ K(X) : K ∩ U ̸= ∅}
where U varies over open subsets ofX. It is well known thatK(X) with the Vietoris
topology is a Polish space (see for example [K]). In fact, a compatible complete
metric on K(X) is the Hausdorff metric. The Hausdorff metric, dH , is defined by

dH(A,B) = max

(
sup
a∈A

inf
b∈G

d(a, b), sup
b∈B

inf
a∈A

d(a, b)

)
,

where A,B ∈ K(X) and d is a complete metric on X compatible with its topology.

Lemma 9.2.2. For every countable group G, S(G) and SF(G) are Polish spaces
with the subspace topology inherited from K(2G).

Proof. Since Gδ subsets of Polish spaces are Polish ([K]), it will suffice to
show that S(G) and SF(G) are Gδ in K(2G). Let {Un : n ∈ N} be a countable
base for the topology on 2G consisting of clopen sets. For n ∈ N and g ∈ G define

Vn,g = {K ∈ K(2G) : (K ∩ Un ̸= ∅ ∧K ∩ g · Un ̸= ∅) ∨K ⊆ (2G − (Un ∪ g · Un))}
Notice that Vn,g is open in K(2G) since Un is clopen and G acts on 2G by homeo-
morphisms. For A ∈ K(2G) we have

A ∈ S(G) ⇐⇒ ∀g ∈ G g ·A = A

⇐⇒ ∀n ∈ N ∀g ∈ G (A ∩ Un ̸= ∅ ⇔ A ∩ g · Un ̸= ∅)

⇐⇒ A ∈
∩
n∈N

∩
g∈G

Vn,g

So S(G) is Gδ in K(2G) and hence Polish.
It now suffices to show SF(G) is Gδ in S(G). A modification of the proof of

Lemma 2.2.4 shows that for A ∈ S(G)

A ∈ SF(G) ⇐⇒ ∀s ∈ G− {1G} ∃ finite T ⊆ G ∀x ∈ A ∃t ∈ T x(st) ̸= x(t)
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⇐⇒ ∀s ∈ G− {1G} ∃ finite T ⊆ G A ⊆ {y ∈ 2G : ∃t ∈ T y(st) ̸= y(t)}

⇐⇒ A ∈
∩

s∈G−{1G}

∪
finite T⊆G

{B ∈ S(G) : B ⊆ {y ∈ 2G : ∃t ∈ T y(st) ̸= y(t)}}.

The set {y ∈ 2G : ∃t ∈ T y(st) ̸= y(t)} is open, and therefore SF(G) is Gδ in
S(G). �

Lemma 9.2.3. For countable groups G, the map x ∈ 2G 7→ [x] is Borel.

Proof. For x ∈ 2G, define f(x) = [x]. We check that the inverse images of
the subbasic open sets in K(2G) are Borel. If U is open in 2G, then f(x) ∩ U ̸= ∅
if and only if [x] ∩ U ̸= ∅. Therefore

f−1({A ∈ S(G) : A ∩ U ̸= ∅}) =
∪
g∈G

g · U

which is Borel (in fact open). For an open U ⊆ 2G, define Un = {y ∈ U :

d(y, 2G−U) ≥ 1/n}. Then each Un is closed and f(x) ⊆ U if and only if [x] ⊆ Un for
some n (by compactness). This is equivalent to the condition that x ∈

∩
g∈G g ·Un

for some n. Thus

f−1({A ∈ S(G) : A ⊆ U}) =
∪
n∈N

∩
g∈G

g · Un.

We conclude f is Borel. �

For the next lemma we need to review some terminology. A measurable space
(X,S) (a set X and a σ-algebra S on X) is said to be a standard Borel space if
there is a Polish topology on X for which S coincides with the collection of Borel
sets in this topology. Thus standard Borel spaces are essentially Polish spaces, but
the topology is not emphasized. If (X,S) is a measurable space and Y ⊆ X, then
the relative σ-algebra on Y inherited from X is the σ-algebra consisting of sets of
the form Y ∩ A, where A ranges over all elements of S. We will view every Polish
space as a measurable space with the σ-algebra of Borel sets. A well known result
is that if X is a Polish space and Y ⊆ X is Borel, then Y is a standard Borel space
with the relative σ-algebra inherited from X (see [K]).

Lemma 9.2.4. For every countable group G, SM(G) and SMF(G) are standard
Borel spaces with the relative σ-algebra inherited from S(G).

Proof. It suffices to show that SM(G) is a Borel subset of S(G). We will need
a Borel function f : S(G) → 2G for which f(A) ∈ A for every A ∈ S(G). Such a
function is called a Borel selector, and by standard results in descriptive set theory
they are known to exist within this context (see [K]). For clarity and to mini-
mize pre-requisites, we construct a Borel selector f explicitly. Fix an enumeration
g0, g1, . . . of G, and define a partial order, ≺, on 2G by

x ≺ y ⇐⇒ (x = y) ∨ (∃n ∈ N ∀k < n x(gk) = y(gk) ∧ x(gn) < y(gn)).

By compactness, if A ∈ S(G) then A contains a ≺-least element. Define f : S(G) →
2G by letting f(A) be the ≺-least element of A. One can show that f is continuous
and hence Borel.

By Lemma 2.4.5 we have that for A ∈ S(G)

A ∈ SM(G) ⇐⇒ A = [f(A)] ∧ (∀ finite H ⊆ G ∃ finite T ⊆ G



9.2. BASIC PROPERTIES OF TOPOLOGICAL CONJUGACY 173

∀g ∈ G ∃t ∈ T ∀h ∈ H f(A)(gth) = f(A)(h))

⇐⇒ A = [f(A)]∧f(A) ∈
∩

finite H⊆G

∪
finite T⊆G

∩
g∈G

∪
t∈T

∩
h∈H

{y ∈ 2G : y(gth) = y(h)}.

Note that this last set on the right is Borel. Finally, if we define g : S(G) →
S(G)× S(G) by g(A) = (A, [f(A)]), then g is Borel and

A = [f(A)] ⇐⇒ A ∈ g−1({(B,B) : B ∈ S(G)}).
We conclude SM(G) is a Borel subset of S(G), in fact SM(G) is Π0

3 in S(G). Clearly
SMF(G) = SM(G) ∩ SF(G) is a Borel (Π0

3) subset of S(G) as well. �

We now prove that all of the equivalence relations we are working with are
countable Borel equivalence relations.

Proposition 9.2.5. For countable groups G, the equivalence relations TC(G),
TCM(G), TCF(G), TCMF(G), and TCp(G) are all countable Borel equivalence re-
lations.

Proof. We saw at the beginning of this section that they are all countable
equivalence relations. So we only need to check that they are all Borel. Since
SM(G), SF(G), and SMF(G) are Borel subsets of S(G), we only need to check that
TC(G) and TCp(G) are Borel.

For a block code f̂ , we will let f : 2G → 2G be the function induced by f̂ . Let
{Un : n ∈ N} be a countable base for the topology on 2G. For A,B ∈ S(G) we
have

(A,B) ∈ TC(G) ⇐⇒ ∃ block codes f̂1, f̂2

f1(A) = B ∧ f2(B) = A ∧ (f2 ◦ f1) � A = idA ∧ (f1 ◦ f2) � B = idB .

For a fixed block code f̂1 the set {(A,B) ∈ S(G)2 : f1(A) = B} is Borel (in fact
Gδ) since

f1(A) = B ⇐⇒ (∀n ∈ N B ∩ Un ̸= ∅ ⇔ A ∩ f−1
1 (Un) ̸= ∅)

⇐⇒ (A,B) ∈
∩
n∈N

({(K1,K2) ∈ S(G)2 : K1 ∩ f−1
1 (Un) ̸= ∅ ∧K2 ∩ Un ̸= ∅}

∪{(K1,K2) ∈ S(G)2 : K1 ⊆ 2G − f−1
1 (Un) ∧K2 ⊆ 2G − Un}).

Also, for fixed block codes f̂1 and f̂2, the set of A ∈ S(G) with (f2 ◦ f1) � A = idA
is Borel (in fact closed) since {x ∈ 2G : f2 ◦ f1(x) ̸= x} is open and

(f2 ◦ f1) � A = idA ⇐⇒ A ∩ {x ∈ 2G : f2 ◦ f1(x) ̸= x} = ∅.

So we conclude that TC(G) is a Borel equivalence relation (in fact it is Σ0
3).

Now we consider TCp(G). Note that if f̂1 is a block code and f1(x) = y, then

f1([x]) = [y] since f1 is continuous and [x] is compact. Also, if f̂2 is another block

code, then {z ∈ 2G : f2 ◦ f1(z) = z} is closed and G-invariant. So (f2 ◦ f1) � [x] =
id

[x]
if and only if f2 ◦ f1(x) = x. Therefore

(x, y) ∈ TCp(G) ⇐⇒ ∃ block codes f̂1, f̂2 f1(x) = y ∧ f2(y) = x

⇐⇒ (x, y) ∈
∪

block codes f̂1,f̂2

({(z, f1(z)) : z ∈ 2G} ∩ {(f2(z), z) : z ∈ 2G}).

We conclude that TCp(G) is a Borel equivalence relation (in fact it is Fσ). �
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Corollary 9.2.6. For countable groups G and x, y ∈ 2G, x TCp(G) y if and
only if there is a finite set H such that

∀g1, g2 ∈ G (∀h ∈ H x(g1h) = x(g2h) =⇒ y(g1) = y(g2)), and

∀g1, g2 ∈ G (∀h ∈ H y(g1h) = y(g2h) =⇒ x(g1) = x(g2)).

Proof. We showed in the proof of the previous proposition that x and y are

TCp(G)-equivalent if and only if there are block codes f̂1 and f̂2 such that f1(x) = y

and f2(y) = x, where f1 and f2 are the functions induced by f̂1 and f̂2 respectively.
The existence of such block codes is equivalent to the condition in the statement of
this corollary. �

Lemma 9.2.7. Let G be a countable group. Then

(i) TCMF(G) ⊑ TCM(G);
(ii) TCMF(G) ⊑ TCF(G);
(iii) TCM(G) ⊑ TC(G);
(iv) TCF(G) ⊑c TC(G);

Proof. Use the inclusion map for each embedding. The first three embeddings
are only Borel because we never formally fixed Polish topologies on SM(G) and
SMF(G). �

In section four, after presenting a complete classification of TC(G) and TCF(G)
it will be a corollary that TCF(G) and TC(G) are Borel bi-reducible. In the re-
mainder of this section, we present a relationship between the topological conjugacy
relations on 2H , 2K , and 2H×K for countable groups H and K.

Let 2H × 2K have the product topology, and let H ×K act on 2H × 2K in the
obvious way. For (x, y) ∈ 2H × 2K we let [(x, y)] denote the orbit of (x, y). We call
a closed subset of 2H × 2K which is invariant under the action of H ×K a subflow.
A subflow of 2H × 2K is free if every point in the subflow has trivial stabilizer, and
it is minimal if every orbit in the subflow is dense. Two subflows of 2H × 2K are
topologically conjugate if there is a homeomorphism between them which commutes
with the action of H ×K. Such a homeomorphism is called a conjugacy. Finally,
TC(2H×2K), TCF(2

H×2K), TCMF(2
H ×2K), TCM(2H ×2K), and TCp(2

H×2K)
denote the obvious equivalence relations.

Lemma 9.2.8. Let H and K be countable groups, let A1, A2 ∈ S(H) and
B1, B2 ∈ S(K), and let x1, x2 ∈ 2H and y1, y2 ∈ 2K . Then

(i) A1 ×B1 is free if and only if A1 and B1 are free;
(ii) A1 ×B1 is minimal if and only if A1 and B1 are minimal;
(iii) if A1, A2, B1, and B2 are minimal then A1×B1 is topologically conjugate

to A2 ×B2 if and only if A1 TC(H) A2 and B1 TC(K) B2;
(iv) (x1, y1) TCp(2

H × 2K) (x2, y2) if and only if both x1 TCp(H) x2 and
y1 TCp(K) y2.

Proof. The proofs of clauses (i) and (ii) are trivial. For (iii) it is clear that if
ϕ : A1 → A2 and ψ : B1 → B2 are conjugacies then ϕ × ψ is a conjugacy between
A1 × B1 and A2 × B2. Now suppose that A1, A2, B1, and B2 are minimal and
that θ is a conjugacy between A1 × B1 and A2 × B2. Fix y1 ∈ B1 and x1 ∈ A1,
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let pH : 2H × 2K → 2H and pK : 2H × 2K → 2K be the projection maps, and set
y2 = pK(θ(x1, y1)). Then for every h ∈ H we have

y2 = pK(θ(x1, y1)) = pK(h · θ(x1, y1)) = pK(θ(h · x1, y1)).

Since A1 is minimal, A1 = [x1] and therefore for every x ∈ A1 we have y2 =
pK(θ(x, y1)). The same reasoning shows that for every x ∈ A2 we have y1 =
pK(θ−1(x, y2)). Define ϕ : A1 → A2 by ϕ(x) = pH(θ(x, y1)). This is clearly
continuous and commutes with the action of H. It is injective and surjective since
ϕ−1(x) = pH(θ−1(x, y2)). Thus A1 TC(H) A2. A similar argument shows that
B1 TC(K) B2. The proof of (iv) is essentially the same. �

Corollary 9.2.9. For countable groups H and K we have

(i) TCMF(H)× TCMF(K) ⊑c TCMF(2
H × 2K);

(ii) TCM(H)× TCM(K) ⊑c TCM(2H × 2K);
(iii) TCp(H)× TCp(K) ⊑c TCp(2

H × 2K).

Now we want to relate topological conjugacy in 2H×2K to topological conjugacy
in 2H×K . The following lemma makes this easy. In the rest of this section we let 0
denote the element of 2H or 2K which is identically zero.

Lemma 9.2.10. Let H and K be countable groups. There exists a function
f : 2H × 2K → 2H×K with the following properties:

(i) f restricted to (2H − {0})× (2K − {0}) is a homeomorphic embedding;
(ii) f commutes with the action of H ×K;
(iii) if A ∈ S(H) and B ∈ S(K) then f(A×B) ∈ S(H ×K);
(iv) if A ∈ SM(H) and B ∈ SM(K), then f(A×B) ∈ SM(H ×K);
(v) if A ∈ SF(H) and B ∈ SF(K), then f(A×B) ∈ SF(H ×K).

Proof. For notational convenience, we denote (h, k) ∈ H × K by hk. For
x ∈ 2H , y ∈ 2K , h ∈ H, and k ∈ K define

f(x, y)(hk) = min(x(h), y(k)) = x(h) · y(k).
So f(x, y) = xy is the product of x and y, as defined at the beginning of Section
3.2.

(i). Clearly f is continuous. Suppose x0, x1 ∈ 2H − {0} and y0, y1 ∈ 2K −
{0} satisfy f(x0, y0) = f(x1, y1). We claim x0 = x1 and y0 = y1. Towards a
contradiction, suppose x0 ̸= x1 (the case y0 ̸= y1 is similar). Let h ∈ H be such
that x0(h) ̸= x1(h). Then for some i = 0, 1 we have xi(h) = 0. Therefore for all
k ∈ K

y1−i(k) = x1−i(h) · y1−i(k) = f(x1−i, y1−i)(hk)

= f(xi, yi)(hk) = xi(h) · yi(k) = 0,

contradicting y1−i ̸= 0. We conclude f is one-to-one on (2H − {0}) × (2K − {0}).
Now let U ⊆ (2H − {0}) × (2K − {0}) be open. Then U is open in 2H × 2K , and
since f({0} × 2K ∪ 2H × {0}) = 0 ̸∈ f(U), we have

f(U) = f(2H × 2K)− f(2H × 2K − U)

is open in f(2H × 2K) since f(2H × 2K − U) is compact. We have verified (i).
(ii). This is easily checked.
(iii). By (ii) f(A×B) is invariant under the action of H ×K. Since A×B is

compact, f(A×B) is also compact and hence closed.
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(iv). Fix x ∈ A and y ∈ B. Since A and B are minimal, x and y are minimal

and [x] = A and [y] = B. So A × B = [(x, y)] and f(A × B) = [f(x, y)] since
f(A × B) is compact. So it suffices to show that f(x, y) ∈ 2H×K is minimal. If
f(x, y) is identically 0, then it is trivially minimal. Otherwise, f(x, y) is minimal
by clause (iv) of Proposition 3.2.2.

(v). It suffices to show that f(x, y) is a 2-coloring for every x ∈ A and y ∈ B.
If x ∈ A and y ∈ B, then x and y are 2-colorings since A and B are free. So f(x, y)
is a 2-coloring by clause (i) of Proposition 3.2.2. �

Define P (H,K) = (2H −{0})× (2K −{0}). Clauses (i) and (ii) of the previous
lemma say that P (H,K) and f(P (H,K)) are topologically conjugate. In other
words, they have identical topology and dynamics arising from the action of H×K.
If we define A(H) = {x ∈ 2H : 0 ̸∈ [x]} and A(K) = {y ∈ 2K : 0 ̸∈ [y]} then we
have the following.

Theorem 9.2.11. If H and K are countable groups then

(i) (TCp(H) � A(H))× (TCp(K) � A(K)) ⊑c TCp(H ×K);
(ii) TCM(H)× TCM(K) ≤B TCM(H ×K);
(iii) TCMF(H)× TCMF(K) ⊑c TCMF(H ×K).

Proof. (i) and (iii) follow immediately from Corollary 9.2.9 and the previous
lemma. Let 1 denote the element of 2H which has constant value 1. Define QH :
SM(H) → SM(H) by

QH(A) =

{
A if 0 ̸∈ A

1 if 0 ∈ A.

Notice that if 0 ∈ A thenA = {0} by minimality ofA. Also, noteQH(A) TCM(H)A,
so that QH(A1) TCM(H) QH(A2) if and only if A1 TCM(H) A2. Define QK simi-
larly. Then QH and QK are Borel. Now the map f◦(QH×QK) : SM(H)×SM(K) →
SM(H ×K) is a Borel reduction of TCM(H)× TCM(K) to TCM(H ×K). �

9.3. Topological conjugacy of minimal free subflows

In this section, we show that E0 continuously embeds into TCp(G) and Borel
embeds into TCMF(G) for every countably infinite group G. Something which
makes E0 easy to work with is that it deals with one-sided infinite sequences, as
do our blueprints. The basic idea will be the following. We will fix a fundamental
function c ∈ 2⊆G, and for each x ∈ 2N we will build a function e(x) ∈ 2G extending
c in such a way that, for every n ≥ 1, e(x) � ∆nΘn(c) will depend only on x � {i ∈
N : i ≥ n − 1}. If x, y ∈ 2N are E0-equivalent, then e(x) and e(y) will only be

different on a small scale. So, we should be able to build a conjugacy between [e(x)]

and [e(y)] using a block code with a large domain. On the other hand, if x and
y are not E0-equivalent, then on arbitrarily large subsets of G e(x) and e(y) will
have distinctly different behavior and therefore will not be topologically conjugate.
With this basic outline of the proof in mind, the details should be easy to follow.

We begin with a very simple lemma. We point out that an immediate conse-
quence of Theorem 7.5.5 is that every continuous function which commutes with
the action of G and is defined on a subflow of 2G can be extended (not necessarily
uniquely) to a continuous function commuting with the action of G defined on all
of 2G.
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Lemma 9.3.1. Let G be a countably infinite group, let (∆n, Fn)n∈N be a blue-
print guided by a growth sequence (Hn)n∈N, and let c ∈ 2G be fundamental with
respect to this blueprint. If y ∈ 2G and if there is a continuous function from 2G to
itself which commutes with the action of G and sends c to y, then there is n ≥ 1 so
that

∀γ, ψ ∈ ∆n+3 (∀f ∈ Fn+3 c(γf) = c(ψf) =⇒ ∀f ∈ Fn y(γf) = y(ψf)).

Proof. Let ϕ : 2G → 2G be a function satisfying the hypothesis. Then ϕ is

induced by a block code ϕ̂, and there is n ∈ N with dom(ϕ̂) ⊆ Hn. Let γ, ψ ∈ ∆n+3

satisfy c(γf) = c(ψf) for all f ∈ Fn+3. Then it follows from Lemma 7.5.3 that

c(γh) = c(ψh) for all h ∈ Hn+1. Thus, for f ∈ Fn we have fdom(ϕ̂) ⊆ HnHn ⊆
Hn+1, so

(f−1γ−1 · c) � dom(ϕ̂) = (f−1ψ−1 · c) � dom(ϕ̂).

It follows that y(γf) = ϕ(c)(γf) = ϕ(c)(ψf) = y(ψf). �

Let (∆n, Fn)n∈N be a centered blueprint guided by a growth sequence (Hn)n∈N.
Recall that such a blueprint is necessarily directed and maximally disjoint and
furthermore (Fn)n∈N is an increasing sequence and (∆n)n∈N is a decreasing sequence
(see Lemma 5.3.5 and clause (i) of Lemma 5.1.5). The following two functions will
be very useful in defining the function e : 2N → 2G. Define

r :
∪
n≥1

(∆n × {n}) → N

by
r(γ, n) = min{k > n : γ ∈ ∆kFk}

for (γ, n) ∈ dom(r). Additionally, define

L :
∪
n≥1

(∆n × {n}) → ∆1

so that for (γ, n) ∈ dom(L) L(γ, n) = ψ, where ψ is the unique element of ∆r(γ,n)

with γ ∈ ψFr(γ,n). Intuitively, the functions r and L together allow one to “lift” a
∆k-translate of Fk, say γFk, to a ∆m-translate of Fm containing γFk, where m > k
is least with γFk ⊆ ∆mFm. Formally this is expressed as γFk ⊆ L(γ, k)Fr(γ,k). For

convenience we let L0(γ, n) = γ, r0(γ, n) = n, L1 = L, and r1 = r. In general, for
k > 1 let

rk(γ, n) = r(Lk−1(γ, n), rk−1(γ, n)),

and
Lk(γ, n) = L(Lk−1(γ, n), rk−1(γ, n)).

These functions will only be used in this section.

Lemma 9.3.2. Let G be a countably infinite group and let (∆n, Fn)n∈N be a
centered blueprint guided by a growth sequence (Hn)n∈N. Then we have the follow-
ing:

(i) if n ≥ 1, γ ∈ ∆n, and 1 ≤ k < n then r(γ, k) = k + 1 and L(γ, k) = γ;
(ii) γ ∈ Lk(γ, n)Frk(γ,n) for all n ≥ 1, γ ∈ ∆n, and k ∈ N;
(iii) if γ ∈ ∆n, m ≥ n ≥ 1, σ ∈ ∆m, and γ ∈ σFm, then there exists k ∈ N

with rk(γ, n) = m and Lk(γ, n) = σ;
(iv) for all n ≥ 1 and γ ∈ ∆n, there is N ∈ N so that for all k ≥ N Lk(γ, n) =

1G and rk(γ, n) = k −N + rN (γ, n);
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(v) for all 1 ≤ k ≤ n, λ ∈ Dn
k , and γ ∈ ∆n, if m ∈ N satisfies either

rm(λ, k) = n or rm(γλ, k) = n then for all 0 ≤ i ≤ m

ri(γλ, k) = ri(λ, k), and

Li(γλ, k) = γLi(λ, k);

(vi) for all n ≥ 1, γ ∈ ∆n, and m ≥ 1

L([Lm(γ, n)]−1Lm−1(γ, n), rm−1(γ, n)) = 1G

and

r([Lm(γ, n)]−1Lm−1(γ, n), rm−1(γ, n)) = rm(γ, n).

Proof. (i). Clearly γ ∈ ∆k and γ ∈ γFk for all 1 ≤ k ≤ n.
(ii). By definition γ ∈ L1(γ, n)Fr1(γ,n). Suppose γ ∈ Lm(γ, n)Frm(γ,n). Then

Lm(γ, n) ∈ ∆rm(γ,n) and Lm(γ, n) ∈ Lm+1(γ, n)Frm+1(γ,n). So by the coherent
property of blueprints

γ ∈ Lm(γ, n)Frm(γ,n) ⊆ Lm+1(γ, n)Frm+1(γ,n).

(iii). Note that in general for (ψ, i) ∈ dom(r), r(ψ, i) > i. If n = m then
γ = σ and (iii) is satisfied by taking k = 0. Otherwise, let k ∈ N be maximal with
rk(γ, n) < m. Then by (ii) Lk(γ, n)Frk(γ,n) ∩ σFm ̸= ∅. By the coherent property

of blueprints Lk(γ, n) ∈ σFm. Since k is maximal with rk(γ, n) < m, it follows
from the definition of r and L that rk+1(γ, n) = m and Lk+1(γ, n) = σ.

(iv). This follows from clause (iv) of Lemma 5.1.5 together with (iii) and (i).
(v). Notice that m must exist by (iii). If m = 0 then k = n, λ = 1G, and the

claim is trivial. So assume m > 0. Clearly λ, γλ ∈ ∆nFn, so r(λ, k), r(γλ, k) ≤ n.
By clause (vii) of Lemma 5.1.4, λ ∈ ∆sFs if and only if γλ ∈ ∆sFs for k < s ≤ n.
It then follows from the definition of r that r(λ, k) = r(γλ, k) = t ≤ n. Set
ψ = L(λ, k) ∈ ∆t. We have λ ∈ Fn∩ψFt, so by the coherent property of blueprints
ψ ∈ Dn

t . Since γψ ∈ ∆t and γλ ∈ γψFt, we have L(γλ, k) = γψ. Thus we have
verified the claim for i = 0 and i = 1. The claim then follows by induction: replace
λ with ψ and k with t.

(vi). Lm−1(γ, n) ∈ Lm(γ, n)Frm(γ,n), so there is λ ∈ D
rm(γ,n)
rm−1(γ,n) such that

Lm−1(γ, n) = Lm(γ, n)λ. Then by (v)

Lm(γ, n) = L(Lm−1(γ, n), rm−1(γ, n)) = Lm(γ, n)L(λ, rm−1(γ, n)),

which implies

L([Lm(γ, n)]−1Lm−1(γ, n), rm−1(γ, n)) = L(λ, rm−1(γ, n)) = 1G.

Clause (v) also implies that

r([Lm(γ, n)]−1Lm−1(γ, n), rm−1(γ, n)) = r(Lm−1(γ, n), rm−1(γ, n)) = rm(γ, n).

�

We are now prepared to prove the main theorem of this section. The following
theorem appears to be quite nontrivial as it relies on all of the machinery developed
in Chapters 5 and 7.

Theorem 9.3.3. For any countably infinite group G, E0 continuously embeds
into TCp(G) and embeds into TC(G), TCF(G), TCM(G), and TCMF(G).
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Proof. For n ≥ 1 and k ∈ N define pn(k) = 4 · (2k4 + 1) · (12k4 + 1) and
qn(k) = 2k3. Then (pn)n≥1 is a sequence of functions of subexponential growth.
By Proposition 6.3.1, there is a centered blueprint (∆n, Fn)n∈N guided by a growth
sequence (Hn)n∈N with |Λn| ≥ qn(|Fn−1|) + log2 pn(|Fn|) for each n ≥ 1 and
such that for every g ∈ G − Z(G) and every n ≥ 1 there are infinitely many
γ ∈ ∆n with γg ̸= gγ. We are free to pick any distinct αn, βn, γn ∈ Dn

n−1 for
each n ≥ 1. We choose γn = 1G and let αn and βn be arbitrary for every n ≥ 1.
By clause (i) of Lemma 5.3.5 the blueprint is directed and maximally disjoint, and
by clause (viii) of Lemma 5.1.5

∩
n∈N ∆nan =

∩
n∈N ∆nbn = ∅. Apply Theorem

5.2.5 to get a function c ∈ 2⊆G which is canonical with respect to this blueprint.
By Proposition 7.3.5 the function c is ∆-minimal. Apply Corollary 7.4.7 to get a
function c′ ⊇ c which is fundamental with respect to (∆n, Fn)n∈N, is ∆-minimal,
has |Θn(c

′)| > 1 + log2 (12|Fn|4 + 1) for each n ≥ 1, and has the property that
every extension of c′ to all of G is a 2-coloring. Now apply Corollary 7.5.8 to
get a fundamental and ∆-minimal c′′ ⊇ c′ and a collection {νni ∈ ∆n+5 : n ≡ 1
mod 5, 1 ≤ i ≤ s(n)} where s(n) = 2 if n ≡ 1 mod 10 and s(n) = |FnF

−1
n − Z(G)|

otherwise. We have that |Θn(c
′′)| ≥ 1 for all n ≥ 1, c′′(f) = c′′(νni f) for all n ≡ 1

mod 5, 1 ≤ i ≤ s(n), and f ∈ Fn+4 ∩ dom(c′′), and if x, y ∈ 2G extend c′′ and

x(f) = x(νni f) for all n ≡ 1 mod 5, 1 ≤ i ≤ s(n), and f ∈ Fn+4 then [x] and [y]
are topologically conjugate if and only if there is a conjugacy mapping x to a y-
centered element of [y]. By using Lemma 7.4.5 (with µ identically 0), Lemma 7.3.6,
and Lemma 7.3.8, we may suppose without loss of generality that |Θn(c

′′)| = 1 for
all n ≥ 1.

For k ∈ N, let rk and Lk be defined as in the paragraph preceding Lemma
9.3.2. We wish to find a function

µ :
∪
n≥2

({γ ∈ Dn
k : 1 ≤ k < n, r(γ, k) = n} × {n}) → {0, 1}

which satisfies:

(1) for each n ≥ 2 µ(1G, n) = 0;
(2) for each n ≥ 2 there is ψ ∈ Dn

n−1 with µ(ψ, n) = 1;
(3) if (γ, n) ∈ dom(µ) and γ ̸∈ Dn

n−1 then µ(γ, n) = 0;
(4) for every k ≡ 1 mod 5, 1 ≤ i ≤ s(k), and m ∈ N

µ([Lm+1(νki , k + 5)]−1Lm(νki , k + 5), rm+1(νki , k + 5))

= µ(1G, r
m+1(νki , k + 5)) = 0.

It may aid the reader to note that dom(µ) may be expressed in a possibly more
understandable form. Let π1 : G× N → G be the first component projection map.
Then

dom(µ) =
∪
n≥2

π1[L
−1(1G) ∩ r−1(n)]× {n}.

Note that Dn
n−1 ×{n} ⊆ dom(µ) for each n ≥ 2, and that the expression in (4) lies

in the domain of µ by conclusion (vi) of Lemma 9.3.2.
Clearly (1), (2), and (3) are achievable, and (4) is consistent with (1) and (3).

The only difficulty is to show that (2) and (4) can be simultaneously achieved.
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However, we only need to observe that if rm+1(νki , k + 5) = n then k + 5 < n and∑
k ≡ 1 mod 5
k < n− 5

s(k) <
∑

k ≡ 1 mod 5
k < n− 5

|Fk|2 < n · |Fn−1|2 < |Fn−1|3 ≤ 1

2
|Dn

n−1|.

The last inequality holds due to the definition of qn and c in the first paragraph.
Therefore (2) and (4) can be simultaneously achieved, and such a function µ exists.

For each n ≥ 1, let θn be the unique element of Θn(c
′′). For x ∈ 2N define

e(x) ∈ 2G so that e(x) ⊇ c′′ and for n ≥ 1 and γ ∈ ∆n

e(x)(γθnbn−1) =
∞∑
k=0

x(rk(γ, n)−1) ·µ([Lk+1(γ, n)]−1Lk(γ, n), rk+1(γ, n)) mod 2.

This sum is finite by clause (iv) of Lemma 9.3.2 and property (1) of µ. Moreover,
the number of indices for which the summand is nonzero is bounded independent of
x ∈ 2N. It is therefore easy to see that e : 2N → 2G is continuous (where 2N has the

product topology). By Lemma 9.2.3 the map x 7→ [e(x)] is Borel. The expression
above is well defined as clause (vi) of Lemma 9.3.2 implies that

([Lk+1(γ, n)]−1Lk(γ, n), rk+1(γ, n)) ∈ dom(µ)

for all k ∈ N, n ≥ 1, and γ ∈ ∆n. The function e(x) has two useful properties
which we list below.

(a) Let x ∈ 2N, 1 ≤ k ≤ n, γ ∈ ∆n, and λ1, λ2 ∈ Dn
k satisfy r(λ1, k) =

r(λ2, k) = n. If x(k − 1) = 1 then

e(x)(γλ1θkbk−1) = e(x)(γλ2θkbk−1) ⇐⇒ µ(λ1, n) = µ(λ2, n)

and if x(k − 1) = 0 then e(x)(γλ1θkbk−1) = e(x)(γλ2θkbk−1) always.
(b) Let x ∈ 2N, n ≥ 1, and γ ∈ ∆n+1. Then for every f ∈ Fn − dom(c′′)

e(x)(γθn+1bn) = e(x)(θn+1bn) ⇐⇒ e(x)(γf) = e(x)(f).

We spend the next two paragraphs establishing the validity of (a) and (b).
(a). By clause (v) of Lemma 9.3.2 r(γλ1, k) = r(γλ2, k) = n, and so by the

definition of L we must have L(γλ1, k) = L(γλ2, k) = γ. By the definition of Lm

and rm, it follows that rm(γλ1, k) = rm(γλ2, k) and L
m(γλ1, k) = Lm(γλ2, k) for

all m ≥ 1. Thus when considering the summations defining e(x)(γλ1θkbk−1) and
e(x)(γλ2θkbk−1), we see that all the summands are equal except possibly the first.
If x(k−1) = 1, then the first summands are equal if and only if µ(λ1, n) = µ(λ2, n).
If x(k−1) = 0, then the first summands are always equal. Property (a) now clearly
follows.

(b). Fix f ∈ Fn−dom(c′′). Since G−dom(c′′) =
∪

k≥1 ∆kθkbk−1, there is k ≥ 1

with f ∈ ∆kθkbk−1. Since γn+1 = 1G, 1G ∈ ∆n+1, and βn+1 ̸= γn+1 ∈ Dn+1
n , we

have that if k > n+ 1 then

∅ ̸= Fn ∩∆kθkbk−1 ⊆ ∆n+1γn+1Fn ∩∆n+1βn+1Fn = ∅,

a contradiction. So k ≤ n + 1 (one can further show that k ≤ n, but we do
not need this). Since f ∈ Fn+1 ∩ ∆kFk (recall Fn ⊆ Fn+1 since our blueprint
is centered), it follows by the coherent property of blueprints that there is λ ∈
Dn+1

k with f = λθkbk−1. Let m ∈ N be such that rm(λ, k) = n + 1. Then
Lm(λ, k) = 1G. By clause (v) of Lemma 9.3.2 we have that ri(γλ, k) = ri(λ, k)
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and Li(γλ, k) = γLi(λ, k) for all 0 ≤ i ≤ m. It follows that in the summations
defining e(x)(γλθkbk−1) and e(x)(λθkbk−1), the first m terms (the terms where the
index of the sum is between 0 and m − 1, inclusive) are respectively equal. Let S
denote the common value of the sums of the first m terms. For i > m we have that
Li(λ, k) = Li−m(1G, n+ 1), ri(λ, k) = ri−m(1G, n+ 1), ri(γλ, k) = ri−m(γ, n+ 1),
and Li(γλ, k) = Li−m(γ, n+ 1). Therefore we see that

e(x)(γλθkbk−1) = S + e(x)(γθn+1bn)

and

e(x)(λθkbk−1) = S + e(x)(θn+1bn).

Recalling that f = λθkbk−1, we conclude

e(x)(γθn+1bn) = e(x)(θn+1bn) ⇐⇒ e(x)(γf) = e(x)(f).

For x ∈ 2N, define e(x) = [e(x)]. We will show that e : 2N → 2G is a continuous
embedding of E0 into TCp(G) and that e : 2N → SMF(G) is a Borel embedding
of E0 into TCMF(G). From this the validity of the theorem will follow by Lemma
9.2.7. As mentioned immediately after the definition of e, the function e is indeed
continuous and the function e is indeed Borel. In the next two paragraphs we prove
that the image of e is contained in SMF(G) and that e is injective. An immediate
consequence of this is that e is also injective.

We check that e(x) is a minimal 2-coloring for all x ∈ 2N. From this it will
follow that the image of e is contained in SMF(G). The fact that e(x) is a 2-coloring
is immediate since e(x) extends c′′. So we check that e(x) is minimal. The function
e(x) is defined on all of G and extends the fundamental function c′′. Thus e(x) is
fundamental. Since our blueprint is centered, directed, and αn ̸= γn = 1G ̸= βn
for all n ≥ 1, we have that

∩
n∈N ∆nbn = ∅ by clause (viii) of Lemma 5.1.5. So by

Corollary 7.2.6, it suffices to show that for every k ≥ 1 there is n > k so that for all
γ ∈ ∆n there is λ ∈ Dn

k with e(x)(γλf) = e(x)(f) for all f ∈ Fk. So fix k ≥ 1. Since
c′′ is ∆-minimal, there is m > k so that for all γ ∈ ∆m we have c′′(γf) = c′′(f)
for all f ∈ Fk ∩ dom(c′′). We now proceed by cases. Case 1: x(i − 2) = 0 for all
i > m. Set n = m + 1 and let γ ∈ ∆n. Set λ = 1G ∈ Dn

n−1. After inspecting the
summation defining e(x) we see that

e(x)(γλθn−1bn−2) = e(x)(γθn−1bn−2) = 0 = e(x)(θn−1bn−2).

We have that γλ ∈ ∆n−1 = ∆m, so by our choice of m and property (b) we have
e(x)(γλf) = e(x)(f) for all f ∈ Fk. Thus e(x) is minimal. Case 2: There is n > m
with x(n − 2) = 1. Fix γ ∈ ∆n. By (a) and properties (1) and (2) of µ there
must be λ ∈ Dn

n−1 with e(x)(γλθn−1bn−2) = e(x)(θn−1bn−2). Again by (b) and
our choice of m we have e(x)(γλf) = e(x)(f) for all f ∈ Fk. We conclude that e(x)
is minimal.

Now we check that [e(x)] ̸= [e(y)] for x ̸= y ∈ 2N. It will suffice to show that
e(x) and e(y) are orthogonal. Fix x ̸= y ∈ 2N, and let n ≥ 1 be such that x(n−1) ̸=
y(n−1). Set T = Fn+1F

−1
n+1Fn+1, and let g1, g2 ∈ G be arbitrary. Let t ∈ Fn+1F

−1
n+1

be such that g1t ∈ ∆n+1. If g2t ̸∈ ∆n+1 or if e(x)(g1tθnbn−1) ̸= e(y)(g2tθnbn−1)
then we are done. So suppose g2t ∈ ∆n+1 and e(x)(g1tθnbn−1) = e(y)(g2tθnbn−1).
By property (2) of µ, let ψ ∈ Dn+1

n be such that µ(ψ, n+1) = 1 ̸= 0 = µ(1G, n+1).
Then it follows from (a) that e(x)(g1tψθnbn−1) ̸= e(y)(g2tψθnbn−1). As tψθnbn−1 ∈
T , we conclude e(x) is orthogonal to e(y) and [e(x)] ̸= [e(y)].
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Now we move into the final stage of the proof. The remaining task is to show
that for x, y ∈ 2N

x E0 y ⇐⇒ e(x) TCp(G) e(y) ⇐⇒ e(x) TCMF(G) e(y).

In order to achieve this task, we rely on the rigidity constructions from Section 7.5.
In particular, we invoke the fact that c′′ originated from Corollary 7.5.8. In the next
paragraph, we will show that e(x)(νni f) = e(x)(f) for all n ≡ 1 mod 5, 1 ≤ i ≤
s(n), f ∈ Fn+4, and x ∈ 2N. So by Corollary 7.5.8, we have that e(x) TCMF(G) e(y)

if and only if there is a conjugacy sending e(x) to an e(y)-centered element of [e(y)].

Therefore, in the second paragraph we briefly study e(x)-centered elements of [e(x)]
for x ∈ 2N. Then in the final two paragraphs we prove the validity of the displayed
expression above, completing the proof of the theorem.

For x ∈ 2N, n ≡ 1 mod 5, and 1 ≤ i ≤ s(n), by considering property (4) of µ
and the summation defining e(x), we see that

e(x)(νni θn+5bn+4) = 0 = e(x)(θn+5bn+4).

By the definition of c′′ we have that e(x)(νni f) = e(x)(f) for all f ∈ Fn+4∩dom(c′′).
So by (b) we have

e(x)(νni f) = e(x)(f)

for all n ≡ 1 mod 5, 1 ≤ i ≤ s(n), f ∈ Fn+4, and x ∈ 2N.

We now briefly discuss e(x)-centered elements of [e(x)]. Let w ∈ [e(x)] be
e(x)-centered. By Lemma 7.3.9 we have that w(g) = e(x)(g) for all g ∈ dom(c′′).
Fix g ̸∈ dom(c′′). Then there is k ≥ 1 and ψ ∈ ∆k with g = ψθkbk−1. Since our
blueprint is centered and directed, there is n ≥ k with ψFk ⊆ Fn (clause (iv) of
Lemma 5.1.5). Let m > n and note ψ ∈ Dn

k ⊆ Dm
k . Since w is an e(x)-centered

element of [e(x)], by clause (i) of Proposition 7.1.1 there is γ ∈ ∆m with w(f) =
(γ−1 · e(x))(f) = e(x)(γf) for all f ∈ Fm. We have the following equivalences:

w(g) = e(x)(g) ⇐⇒ w(ψθkbk−1) = e(x)(ψθkbk−1) ⇐⇒

e(x)(γψθkbk−1) = e(x)(ψθkbk−1) ⇐⇒ e(x)(γθmbm−1) = e(x)(θmbm−1)

⇐⇒ w(θmbm−1) = e(x)(θmbm−1)

(the second line is due to (b)). Therefore, we have that w(g) = e(x)(g) if and only if
w(θmbm−1) = e(x)(θmbm−1) for all sufficiently large m. Since the second condition
does not depend on g ∈ G− dom(c′′), we have that either w = e(x) or else

w(g) =

{
e(x)(g) if g ∈ dom(c′′)

1− e(x)(g) otherwise.

So [e(x)] contains at most two e(x)-centered elements (counting e(x) itself). More-
over, an important observation is that if w ̸= e(x) is an e(x)-centered element of

[e(x)], then w satisfies properties (a) and (b) with respect to the sequence x ∈ 2N.
Although we will not make any use of this fact whatsoever, we do mention that
if [e(x)] does contain two e(x)-centered elements, then they are never TCp(G)-
equivalent, despite their strong similarities.

In the remaining two paragraphs we prove that for x, y ∈ 2N

x E0 y ⇐⇒ e(x) TCp(G) e(y) ⇐⇒ e(x) TCMF(G) e(y).

Here we prove that the negation of the leftmost expression implies the negations of
the other two. In the next and final paragraph we prove that the leftmost expression
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implies the other two expressions. Let x, y ∈ 2N be such that ¬(x E0 y), or in other
words x(n) ̸= y(n) for infinitely many n ∈ N. Without loss of generality we may
assume x(n) = 0 ̸= y(n) for infinitely many n ∈ N. Towards a contradiction,

suppose e(x) is TCp(G)-equivalent to some e(y)-centered z ∈ [e(y)] (potentially
z = e(y)). By Lemma 9.3.1, there is n ≥ 1 such that if γ, ψ ∈ ∆n+3 and e(x)(γf) =
e(x)(ψf) for all f ∈ Fn+3 then z(γf) = z(ψf) for all f ∈ Fn. Since c

′′ is ∆-minimal,
there is m > n + 3 so that e(x)(γf) = e(x)(f) for all γ ∈ ∆m and f ∈ Fn+3 ∩
dom(c′′). Pick k > m with x(k − 1) = 0 ̸= y(k − 1), and pick γ ∈ Dk+1

k ⊆ ∆k with
µ(γ, k + 1) = 1. Then L(γ, k) = 1G = L(1G, k) and r(γ, k) = k + 1 = r(1G, k), so
by (a) e(x)(γθkbk−1) = e(x)(θkbk−1) and z(γθkbk−1) ̸= z(θkbk−1) (since z satisfies
properties (a) and (b) with respect to the sequence y ∈ 2N). Since γ ∈ ∆k ⊆ ∆m

and k − 1 ≥ n + 3, we have by (b) that e(x)(γf) = e(x)(f) for all f ∈ Fn+3. It
follows that z(γf) = z(f) for all f ∈ Fn. In particular, z(γθnbn−1) = z(θnbn−1)
which, by (b), is in contradiction with z(γθkbk−1) ̸= z(θkbk−1).

Now let x, y ∈ 2N be such that x E0 y. To complete the proof of the theorem,
it suffices to show that e(x) TCp e(y). Let N ∈ N be such that x(n− 1) = y(n− 1)

for all n ≥ N . Set K = F−1
N FN . To show e(x) TCp(G) e(y), it is sufficient, by

Corollary 9.2.6, to show that

∀g, h ∈ G (∀k ∈ K e(x)(gk) = e(x)(hk) =⇒ e(y)(g) = e(y)(h)), and

∀g, h ∈ G (∀k ∈ K e(y)(gk) = e(y)(hk) =⇒ e(x)(g) = e(x)(h)).

By symmetry of information regarding x and y, it will be enough to verify the first
property above. Let g, h ∈ G be such that e(x)(gk) = e(x)(hk) for all k ∈ K. We
will show e(y)(g) = e(y)(h). Note that e(x) and e(y) agree on dom(c′′) and on∪

n≥N ∆nθnbn−1. So we may suppose at least one of g, h is in

G−

dom(c′′) ∪
∪

m≥N

∆mθmbm−1

 =
∪

1≤m<N

∆mθmbm−1.

However, by our choice of K, for m < N one of g or h is in ∆mθmbm−1 if and
only if both are (since e(x) has a ∆m membership test with test region a subset
of Fm ⊆ FN ). So let 1 ≤ m < N be such that g, h ∈ ∆mθmbm−1. Let n ≤ N be
maximal with g ∈ ∆nFn. Again, since e(x) has a ∆n membership test, this same
n equals the maximal i ≤ N with h ∈ ∆iFi. It follows that there are γ, ψ ∈ ∆n

and λ ∈ Dn
m with g = γλθmbm−1 and h = ψλθmbm−1. Let k ≥ −1 be such that

rk+1(γλ,m) = n. By conclusion (v) of Lemma 9.3.2, for any w ∈ 2N

k∑
i=0

w(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2

=

k∑
i=0

w(ri(ψλ,m)− 1) · µ([Li+1(ψλ,m)]−1Li(ψλ,m), ri+1(ψλ,m)) mod 2.

In particular, the first k + 1 terms of the sums defining e(y)(g) and e(y)(h) are
respectively equal. Since e(x)(g) = e(x)(h), the above equality implies

∞∑
i=k+1

x(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2
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=
∞∑

i=k+1

x(ri(ψλ,m)− 1) · µ([Li+1(ψλ,m)]−1Li(ψλ,m), ri+1(ψλ,m)) mod 2.

If n = N , then rk+1(γλ,m) = rk+1(ψλ,m) = N so
∞∑

i=k+1

x(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2

=
∞∑

i=k+1

y(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2,

and similarly for ψ in place of γ. On the other hand, if n < N , then since
rk+2(γλ,m), rk+2(ψλ,m) > N , property (3) of µ gives

∞∑
i=k+1

x(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2

= 0 +
∞∑

i=k+2

x(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2

= 0 +
∞∑

i=k+2

y(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2

=
∞∑

i=k+1

y(ri(γλ,m)− 1) · µ([Li+1(γλ,m)]−1Li(γλ,m), ri+1(γλ,m)) mod 2,

and similarly for ψ in place of γ. Therefore all terms after the (k + 1)st term in
the sums defining e(y)(g) and e(y)(h) are respectively equal. We conclude that
e(y)(g) = e(y)(h). �

The above theorem has two immediate corollaries. We point out that on the
space of all subflows of kG we use the Vietoris topology (see Section 9.2), or equiv-
alently the topology induced by the Hausdorff metric. In symbolic and topological
dynamics there is a lot of interest in finding invariants, and in particular search-
ing for complete invariants, for topological conjugacy, particularly for subflows of
Bernoulli flows over Z or Zn. The following corollary says that, up to the use
of Borel functions, there are no complete invariants for the topological conjugacy
relation on any Bernoulli flow.

Corollary 9.3.4. Let G be a countably infinite group and let k > 1 be an
integer. Then there is no Borel function defined on the space of subflows of kG

which computes a complete invariant for any of the equivalence relations TC, TCF,
TCM, or TCMF. Similarly, there is no Borel function on kG which computes a
complete invariant for the equivalence relation TCp.

The above theorem and corollary imply that from the viewpoint of Borel
equivalence relations, the topological conjugacy relation on subflows of a common
Bernoulli flow is quite complicated as no Borel function can provide a complete
invariant. However, the above results do not rule out the possibility of the exis-
tence of algorithms for computing complete invariants among subflows described
by finitary data, such as subflows of finite type.

The above theorem also leads to another nice corollary. We do not know if the
truth of the following corollary was previously known.
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Corollary 9.3.5. For every countably infinite group G, there are uncountably
many pairwise non-topologically conjugate free and minimal continuous actions of
G on compact metric spaces.

9.4. Topological conjugacy of free subflows

In this section we present a complete classification of the complexity of both
TC(G) and TCF(G) for every countably infinite group G. We show that for a
countably infinite group G, the equivalence relations TC(G) and TCF(G) are both
Borel bi-reducible with E0 if G is locally finite and are both universal countable
Borel equivalence relations if G is not locally finite. In particular, by Lemma 9.2.7
we have that for every countably infinite locally finite group G, all of the equivalence
relations TCp(G), TCMF(G), TCM(G), TCF(G), and TC(G) are Borel bi-reducible
with E0. We remind the reader the definition of a locally finite group.

Definition 9.4.1. A group G is locally finite if every finite subset of G gener-
ates a finite subgroup.

We first consider locally finite groups. The main theorem of the previous section
allows us to quickly classify the associated equivalence relations. We need the
following simple lemma.

Lemma 9.4.2. Let G be a countable group, and let f, g : 2G → 2G be functions

induced by the block codes f̂ : 2H → 2 and ĝ : 2K → 2, respectively. Then f ◦ g is
induced by a block code on HK.

Proof. Clearly, f ◦ g is continuous and commutes with the shift action of G.
So by Theorem 7.5.5, f ◦ g is induced by a block code. It therefore suffices to show
that if x, y ∈ 2G agree on HK then [f ◦ g(x)](1G) = [f ◦ g(y)](1G). So fix x, y ∈ 2G

with x � HK = y � HK. Then for each h ∈ H we have (h−1 ·x) � K = (h−1 ·y) � K.
Therefore for h ∈ H

g(x)(h) = ĝ((h−1 · x) � K) = ĝ((h−1 · y) � K) = g(y)(h).

So g(x) � H = g(y) � H and therefore f(g(x))(1G) = f(g(y))(1G). �
Theorem 9.4.3. Let G be a countably infinite, locally finite group. Then

TC(G), TCF(G), TCM(G), TCMF(G), and TCp(G) are all Borel bi-reducible with
E0. In particular, these equivalence relations are nonsmooth and hyperfinite.

Proof. By Theorem 9.3.3 we have that E0 Borel embeds into each of the
equivalence relations. By Lemma 9.2.7, it will suffice to show that both TC(G) and
TCp(G) are hyperfinite since it is well known that hyperfinite equivalence relations
Borel reduce to E0 ([DJK]). We remind the reader that a Borel equivalence relation
is hyperfinite if it is the increasing union of finite Borel equivalence relations.

Since G is locally finite, we can find an increasing sequence, (Hn)n∈N, of finite
subgroups of G whose union is G. For each n ∈ N, define En ⊆ S(G)×S(G) by the
rule: A En B if and only if there is a conjugacy ϕ between A and B for which both
ϕ and ϕ−1 are induced by block codes on Hn. Then En is an equivalence relation
as transitivity follows from the previous lemma (since Hn is a subgroup of G). Also
the proof of Proposition 9.2.5 immediately shows that each equivalence relation
En is Borel. Since

∪
n∈NHn = G, we have that TC(G) =

∪
n∈NEn. Now we use

the fact that G is locally finite. Each Hn is finite, so there are only finitely many
block codes on Hn and hence each equivalence relation En is finite. We conclude
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that TC(G) is hyperfinite, and therefore Borel reducible to E0. A similar argument
shows that TCp(G) is hyperfinite as well. �

The proof of the previous theorem seems quite simple, but one should not
overlook the fact that it relies on Theorem 9.3.3. The authors do not know if there
is a simpler proof of Theorem 9.3.3 in the context of locally finite groups.

Now we change our focus to nonlocally finite groups. We prove that for count-
ably infinite nonlocally finite groupsG the equivalence relations TC(G) and TCF(G)
are universal countable Borel equivalence relations. Unfortunately, we are unable
to classify TCM(G), TCMF(G), and TCp(G) for nonlocally finite groups.

The authors’ original interest in studying the complexity of the topological
conjugacy relation, TC(G), stemmed from the following theorem of John Clemens.

Theorem 9.4.4 ([C]). TC(Zn) is a universal countable Borel equivalence rela-
tion for every n ≥ 1.

Our proof roughly follows Clemens’ proof for Z. However, substantial additions
and changes to his proof are required since we want to both extend his result to
all nonlocally finite groups and extend it from TC to TCF. One of the crucial
components of our proof is constructing elements of 2G which mimic the behavior
of elements of 2Z. The following lemma is a small step towards this construction.
After this lemma are three more lemmas followed by the main theorem.

In this section, for x ∈ 2Z we let −x denote the element of 2Z defined by
−x(n) = x(−n) for all n ∈ Z. Clearly x ∈ 2Z is a 2-coloring if and only if −x is a
2-coloring.

Lemma 9.4.5. There is a 2-coloring π ∈ 2Z for which π and −π are orthogonal.

Proof. Let c be any 2-coloring on Z. Define

π(n) =



1 if n ≡ 0 mod 8

1 if n ≡ 1 mod 8

0 if n ≡ 2 mod 8

1 if n ≡ 3 mod 8

0 if n ≡ 4 mod 8

c(m) if n = 8m+ 5

0 if n ≡ 6 mod 8

0 if n ≡ 7 mod 8

Then π is a 2-coloring since it clearly blocks 8n for all n ∈ Z (see Corollary 2.2.6).
Let g1, g2 ∈ Z and set T = {0, 1, 2, . . . , 10}. Clearly there is 0 ≤ n ≤ 7 with
g1 + n ≡ 0 mod 8 and hence π(g1 + n) = π(g1 + n + 1) = 1. If −π(g2 + n) ̸= 1
or −π(g2 + n + 1) ̸= 1 then we are done since n, n + 1 ∈ T . Otherwise we must
have that −g2 − n ≡ 1 mod 8. It follows that −g2 − n − 3 ≡ 6 mod 8 and thus
π(g1 + n+ 3) = 1 ̸= 0 = −π(g2 + n+ 3). Since n+ 3 ∈ T , this completes the proof
that π and −π are orthogonal. �

The following is a technical lemma which will be needed briefly for a very
specific purpose in the proof of the main theorem.

Lemma 9.4.6. Let X be a compact metric space, let Z act continuously on X,
let y ∈ X be minimal, and let d ∈ N. Let (ξn)n∈N and (νn)n∈N be sequences of
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functions from N to N. Suppose that each such function is monotone increasing
and tends to infinity. Then there exists an increasing function s : N → N+ such
that y = lim s(n) · y and for n, n′, k ∈ N we have the implication:

−2d+ νk((4d+ 1)(s(k + 1)− s(k)− 8)− 2d)

≤ (4d+ 1)|s(n)− s(n′)| ≤
2d+ ξk((4d+ 1)(s(k + 1)− s(k) + 8) + 2d)

implies max(n, n′) = k + 1.

Proof. Let ρ be the metric onX. We claim that if ϵ > 0 and n ∈ N, then there
is k ≥ n with ρ(k · y, y) < ϵ. To see this, let z be any limit point of {k · y : k ≥ n}
(a limit point must exist since X is compact). By minimality of y, we must have

y ∈ [z]. In particular, there is m ∈ Z with ρ(m ·z, y) < ϵ
2 . Since Z acts continuously

on X, m ·z is a limit point of {(m+k) ·y : k ≥ n}. So there is k ≥ n with m+k ≥ n
and ρ((m+ k) · y,m · z) < ϵ

2 . Then ρ((m+ k) · y, y) < ϵ and m+ k ≥ n, completing
the proof of the claim.

Fix a sequence (ϵn)n∈N of positive real numbers tending to 0. We will choose a
function s : N → N+ which will have the additional property that ρ(s(n) ·y, y) < ϵn
for all n ∈ N. Pick s(0) > 0 with ρ(s(0) · y, y) < ϵ0. Let t1 ≥ s(0) be such that

−2d+ ν0((4d+ 1)(t1 − 8)− 2d) > 0

(t1 exists since ν0 tends to infinity). Pick s(1) > s(0) + t1 with ρ(s(1) · y, y) < ϵ1.
Suppose that s(0), s(1), · · · , s(n−1) have been defined and satisfy all of the required
properties. Let m ∈ N be the maximal element of the union

{2d+ ξk((4d+ 1)(s(k + 1)− s(k) + 8) + 2d : k + 1 < n}∪
{(4d+ 1)|s(k′)− s(k)| : k, k′ < n}.

Let tn ≥ m be such that

−2d+ νn−1((4d+ 1)(tn − 8)− 2d) > m > 0

(tn exists since νn−1 tends to infinity). Now pick s(n) > s(n− 1)+ tn with ρ(s(n) ·
y, y) < ϵn. This defines the function s : N → N+.

Clearly we have y = lim s(n) · y. Let n, n′, k ∈ N satisfy max(n, n′) ̸= k + 1.
We must show that either

−2d+ νk((4d+ 1)(s(k + 1)− s(k)− 8)− 2d) > (4d+ 1)|s(n)− s(n′)|

or

(4d+ 1)|s(n)− s(n′)| > 2d+ ξk((4d+ 1)(s(k + 1)− s(k) + 8) + 2d).

By swapping n and n′, we may suppose that n ≥ n′. If n = n′ then we are done
since

(4d+ 1)|s(n)− s(n′)| = 0 < −2d+ νk((4d+ 1)(tk+1 − 8)− 2d) ≤

−2d+ νk((4d+ 1)(s(k + 1)− s(k)− 8)− 2d),

where the second inequality follows from νk being monotone increasing. If n > k+1
then by our construction we have

(4d+ 1)|s(n)− s(n′)| ≥ (4d+ 1)(s(n)− s(n− 1)) ≥ s(n)− s(n− 1)

> tn ≥ 2d+ ξk((4d+ 1)(s(k + 1)− s(k) + 8) + 2d).
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Finally, if n < k + 1 then n′ < k + 1 and

(4d+ 1)|s(n)− s(n′)| < −2d+ νk((4d+ 1)(tk+1 − 8)− 2d)

≤ −2d+ νk((4d+ 1)(s(k + 1)− s(k)− 8)− 2d),

where again the second inequality follows from νk being monotone increasing. This
completes the proof. �

Let G be a finitely generated countably infinite group. Call a set S ⊆ G
symmetric if S = S−1. Let S be a finite symmetric set which generates G. The
(right) Cayley graph of G with respect to S, ΓS , is the graph with vertex set G and
edge set {(g, gs) : g ∈ G, s ∈ S}. Since S generates G, this graph is connected.
Also, G acts on ΓS by multiplication on the left and this action is by automorphisms
of ΓS . This is the only action of G on ΓS which we will discuss. We define a metric,
ρS , on G = V(ΓS) by setting ρS(g, h) equal to the length of the shortest path joining
g and h in ΓS . This metric is left-invariant, meaning that ρS(tg, th) = ρS(g, h) for
all t, g, h ∈ G. In particular, G acts on ΓS by isometries. We will call ρS the left-
invariant word length metric associated to S. For g, h ∈ G, we let [g, h]S denote
the set of shortest paths P : {0, 1, . . . , ρS(g, h)} → V(ΓS) which begin at g and
end at h. Notice that for t, g, h ∈ G we have that t · [g, h]S = [tg, th]S , where
(t · P )(n) = t · P (n) for paths P .

Lemma 9.4.7. Let G be a countably infinite group generated by a finite symmet-
ric set S. Let ρS be the left-invariant word-length metric associated to S, and let
d ≥ 1. Then there is a bi-infinite sequence P : Z → G such that ρS(P (n), P (k)) =
d|n− k| for all n, k ∈ Z.

Proof. Let ΓS be the (right) Cayley graph of G with respect to S. Since
G =

∪
n∈N S

n is infinite and S is finite, we must have that Sn+1 ̸⊆ Sn for all

n ∈ N. For every n ≥ 1, pick gn ∈ S2n − S2n−1 and Qn ∈ [1G, gn]S . Notice
that ρS(1G, gn) = 2n and therefore dom(Qn) = {0, 1, . . . , 2n}. Also notice that
ρS(Qn(k1), Qn(k2)) = |k1 − k2| whenever k1, k2 ∈ dom(Qn). For n ≥ 1 define
Pn : {−n,−n+ 1, . . . , n} → V(ΓS) by setting

Pn(k) = Qn(n)
−1 ·Qn(k + n).

Clearly each Pn is a path in ΓS and furthermore by the left-invariance of ρS we
have that ρS(Pn(k1), Pn(k2)) = |k1 − k2| whenever k1, k2 ∈ dom(Pn). Clearly
Pn(0) = 1G, and since Pn is a path in ΓS we must have that Pn(k) ∈ Sk for all
k ∈ dom(Pn). Since Sk is a finite set, there is a subsequence (Pn(i))i∈N such that
for all k ∈ Z the sequence of group elements (Pn(i)(k))i∈N is eventually constant.

Define P̃ : Z → G by letting P̃ (k) be the eventual value of (Pn(i)(k))i∈N. Clearly

P̃ (0) = 1G and ρS(P̃ (k1), P̃ (k2)) = |k1−k2| for all k1, k2 ∈ Z. The proof is complete

after defining P : Z → G by P (n) = P̃ (dn). �

We let F = ⟨a, b⟩ denote the nonabelian free group on the generators a and b.
Recall that E∞ denotes the equivalence relation on 2F given by x E∞ y ⇔ [x] = [y].
E∞ is a universal countable Borel equivalence relation, or in other words, it is the
most complicated countable Borel equivalence relation.

We introduce some terminology which will be helpful in the next lemma. If g ∈
F is not the identity element, then the reduced word representation of g is the unique
ordered tuple (s1, s2, . . . , sn) where g = s1 · s2 · · · sn, each si ∈ {a, a−1, b, b−1}, and
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si ̸= s−1
i−1 for 1 < i ≤ n. If s ∈ {a, a−1, b, b−1} then we say that g ∈ F begins

with s if g is not the identity element and the first member of the reduced word
representation of g is s. We call the nonidentity elements of ⟨a⟩ ∪ ⟨b⟩ segments.
A segment is even if the length of its reduced word representation is even and is
otherwise called odd. For s ∈ {a, a−1, b, b−1} we say a segment g is of type s if there
is n ≥ 1 with g = sn. For nonidentity g ∈ F, the segment representation of g is the
unique ordered tuple (s1, s2, . . . , sn) where g = s1 · s2 · · · sn, each si is a segment,
and for 1 < i ≤ n the type of si is neither the type of si−1 nor the inverse of the
type of si−1. For example, if g = a3b−2a then the reduced word representation of
g is

(a, a, a, b−1, b−1, a)

and the segment representation of g is

(a3, b−2, a).

For nonidentity g ∈ F, the segments of g are the members of the segment representa-
tion of g, and the nth segment of g is the nth member of the segment representation
of g.

The following lemma is due to John Clemens. We include a proof for complete-
ness.

Lemma 9.4.8 ([C]). There is a Borel set J ⊆ 2F which is invariant under the
action of F and satisfies:

(i) E∞ ⊑B E∞ � J , so E∞ � J is a universal countable Borel equivalence
relation;

(ii) For x, y ∈ J with ¬(x E∞ y) there are infinitely many g ∈ F with x(g) ̸=
y(g);

(iii) For every x ∈ J there are infinitely many g ∈ F with x(g) = 1.

Proof. Let H ⊆ F be the subgroup generated by a2 and b2. Let ϕ : F → H be
the isomorphism induced by ϕ(a) = a2 and ϕ(b) = b2. For x ∈ 2F define f(x) ∈ 2F

by

f(x)(w) =


x(u) if w = ϕ(u) for some u or w = ϕ(u)abv for some u and v

with v not beginning with b−1;

1 otherwise.

Then f is a continuous injection, so the image of f is Borel. Let J =
∪

g∈F g ·f(2F).
Clearly J is Borel. Clause (iii) is immediately satisfied.

Suppose x, y ∈ 2F satisfy x E∞ y. Then y = g · x for some g ∈ F and it is easy
to check that f(y) = f(g · x) = ϕ(g) · f(x). Thus f(x) E∞ f(y). Pick any x, y ∈ 2F

and g ∈ F. To complete the proof, it suffices to show that if f(y) and g · f(x) agree
at all but finitely many coordinates then [y] = [x] (and hence [f(x)] = [f(y)]). If
f(y) has value 1 at all but finitely many coordinates, then f(y) is identically 1, as
are f(x), x, and y and hence [y] = [x]. So we may suppose that there is k ∈ F
with y(k) = 0 and hence f(y)(ϕ(k)) = f(y)(ϕ(k)abv) = 0 for all v ∈ F which do
not begin with b−1. Let t, h ∈ F be such that g = hϕ(t) and such that the reduced
word representation of h does not end in aa, a−1a−1, bb, or b−1b−1. Then

f(y) =∗ g · f(x) = h · f(t · x) = h · f(x′)
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(=∗ denotes equality at all but finitely many coordinates) where x′ = t·x. If h = 1F,
then we are done since f is injective. Towards a contradiction, suppose that h ̸= 1F.

If h−1ϕ(k)ab = b2m for m ∈ Z (possibly m = 0) then set s1 = b and s2 = a−1.
Otherwise let s1 ∈ {a, a−1} be such that s−1

1 is not the last element in the reduced
word representation of h−1ϕ(k)ab, and let s2 = b. We must have that for some
n ≥ 1

0 = f(y)(ϕ(k)ab(s1s2)
n) = [h · f(x′)](ϕ(k)ab(s1s2)n) = f(x′)(h−1ϕ(k)ab(s1s2)

n).

By the definition of f , there must be p, v ∈ F with v not beginning with b−1 and

h−1ϕ(k)ab(s1s2)
n = ϕ(p)abv or h−1ϕ(k)ab(s1s2)

n = ϕ(p).

By choosing a larger value of n if necessary, we can assume h−1ϕ(k)ab(s1s2)
n =

ϕ(p)abv. Notice that since the first segment of h−1 is odd, the first segment of
h−1ϕ(k) must also be odd. If the initial segment of h−1ϕ(k)ab is not odd, then
h−1ϕ(k) must have at most two segments and h−1ϕ(k)ab must be either a2mb or
b2m for some m ∈ Z (possibly m = 0). In ϕ(p)abv, the first odd segment of type b
is preceded by an odd segment of type a or a−1. So for m ∈ Z we have

a2mba±1s2(s1s2)
n−1 ̸= ϕ(p)abv ̸= b2mba−1(s1s2)

n−1.

Therefore a2mb ̸= h−1ϕ(k)ab ̸= b2m (recall the definition of s1 and s2). Thus the
initial segment of h−1ϕ(k)ab must be odd. So the initial segment of ϕ(p)abv must
be odd and thus we must have that ϕ(p) = a2m for some m ∈ Z. Then the initial
segment of h−1ϕ(k)ab must be of type a or a−1 and hence the initial segment of
h−1ϕ(k) is of type a or a−1. We cannot have h−1ϕ(k) ∈ ⟨a⟩ as otherwise the initial
segment of h−1ϕ(k)ab would be even. So h−1ϕ(k) has at least two segments and
the first segment is of type a or a−1. Since

h−1ϕ(k)ab(s1s2)
n = a2m+1bv

the second segment of h−1ϕ(k) must be of type b (as opposed to being of type b−1).
Let t1 ∈ {b, b−1} be such that t−1

1 is not the last element of the reduced word
representation of h−1ϕ(k). Set t2 = a. Then there is N ∈ N with

f(y)(ϕ(k)(t1t2)
N ) = [h · f(x′)](ϕ(k)(t1t2)N ).

Clearly ϕ(k)(t1t2)
N is not in the image of ϕ. Also, the first odd segment of

ϕ(k)(t1t2)
N is of type b or b−1, so there cannot exist k′, v′ ∈ F with v′ not be-

ginning with b−1 and ϕ(k)(t1t2)
N = ϕ(k′)abv′. By the definition of f we have

f(y)(ϕ(k)(t1t2)
N ) = 1. However, there is v′ ∈ F not beginning with b−1 with

h−1ϕ(k)(t1t2)
N = ϕ(p)abv′

(where p is the same as in the last paragraph). We have

[h · f(x′)](ϕ(k)(t1t2)N ) = f(x′)(ϕ(p)abv′) = f(x′)(ϕ(p)abv) = 0.

This is a contradiction. We conclude h = 1F. �
We are now ready for the final theorem of this chapter. This theorem states that

TC(G) and TCF(G) are universal countable Borel equivalence relations when G is
not locally finite. We mention that John Clemens claims to have an independent
proof of this theorem, however as of yet he has not made his proof public.

To give a very rough outline of the proof, we will construct elements of 2G

which have behavior very similar to elements of 2Z and then we will adapt and
implement Clemens’ proof of this result for TC(Z).
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Theorem 9.4.9. Let G be a countably infinite, nonlocally finite group. Then
TC(G) and TCF(G) are universal countable Borel equivalence relations.

Proof. Since G is not locally finite, there is a finite symmetric 1G ∈ S ⊆ G
with ⟨S⟩ infinite. Set p1(k) = 16 · (2k4+1) and for n > 1 set pn(k) = 2k4+1. Then
(pn)n≥1 is a sequence of functions of subexponential growth. By Corollary 5.4.8
there is a centered, directed, and maximally disjoint blueprint (∆n, Fn)n∈N with
|Λn| ≥ log2 pn(|Fn|) for all n ≥ 1. It is easy to see from the proof of Corollary 5.4.8
that the blueprint can be chosen to have the additional property that F1 ⊆ ⟨S⟩.
Recall that we are free to fix a choice of distinct αn, βn, γn ∈ Dn

n−1 for all n ≥ 1.
For n ≥ 1 set γn = 1G and let αn, βn ∈ Dn

n−1 − {1G} be arbitrary but distinct.
By clause (viii) of Lemma 5.1.5, we have

∩
n∈N ∆nan =

∩
n∈N ∆nbn = ∅. Apply

Theorem 5.2.5 to get a function c which is canonical with respect to this blueprint.
By Proposition 7.3.5 c is ∆-minimal. Apply Corollary 7.4.7 to get a fundamental
and ∆-minimal c′ with |Θ1(c

′)| ≥ log2(16) = 4 and with the property that every
element of 2G extending c′ is a 2-coloring. A trivial application of Lemma 7.4.5
(with µ identically 0), Lemma 7.3.6, and Lemma 7.3.8 gives us a fundamental and
∆-minimal x ∈ 2⊆G extending c′ and with the property that |Θ1(x)| = 4 and
Θn(x) = ∅ for n > 1. Let θ1, θ2, θ3, θ4 be the distinct elements of Θ1(x). From this
point forward Θ1 will denote Θ1(x).

Equip ⟨S⟩ with the left-invariant word length metric ρ induced by the generat-
ing set S. We define a norm on ⟨S⟩ and on finite subsets of ⟨S⟩ by

∥g∥ = ρ(g, 1G), and

∥A∥ = max{ρ(a, 1G) : a ∈ A}
for g ∈ ⟨S⟩ and finite A ⊆ ⟨S⟩. Notice that if A,B ⊆ ⟨S⟩ are finite then ∥AB∥ ≤
∥A∥+ ∥B∥. Set

d = ∥F1F
−1
1 ∥.

This expression is meaningful since F1 ⊆ ⟨S⟩. Apply Lemma 9.4.7 with respect to
the number 4d + 1 to get P : Z → ⟨S⟩ ⊆ G. Recall that 1G ∈ S and therefore for
m ∈ N

m∪
i=0

Si = Sm.

We claim that for every n ∈ Z

{k ∈ Z : P (k)F1F
−1
1 ∩ P (n)F1F

−1
1 F1F

−1
1 S4d+1F1F

−1
1 ̸= ∅} = {n− 1, n, n+ 1}.

Indeed, if k ∈ Z is in the set on the left then

P (n)−1P (k) ∈ F1F
−1
1 F1F

−1
1 S4d+1F1F

−1
1 F1F

−1
1

so

|k − n|(4d+ 1) = ∥P (k)−1P (n)∥ ≤ d+ d+ (4d+ 1) + d+ d = 8d+ 1.

Thus |k−n| ≤ 1. On the other hand, if k ∈ Z and |k−n| ≤ 1 then P (k) ∈ P (n)S4d+1

since ∥P (n)−1P (k)∥ = |k − n|(4d + 1) ≤ 4d + 1. For each n ∈ Z, pick Q(n) ∈ ∆1

with Q(n) ∈ P (n)F1F
−1
1 . Note that Q(n) ̸= Q(k) for n ̸= k. Also, we have that

for all n ∈ Z

{k ∈ Z : Q(k) ∩Q(n)F1F
−1
1 S4d+1F1F

−1
1 ̸= ∅} = {n− 1, n, n+ 1}.
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Let π ∈ 2Z be a 2-coloring with π and −π orthogonal (see Lemma 9.4.5). Define
x′ ∈ 2G by

x′(g) =


x(g) if g ∈ dom(x)

π(n) if g = Q(n)θ2

1 if g ∈ Q(Z)θ3
0 otherwise

.

Note that x′ admits a Q(Z) membership test. Specifically,

g ∈ Q(Z) ⇐⇒ g ∈ ∆1 and x′(gθ3) = 1.

Set

X = {w ∈ [x′] : 1G ∈ ∆w
1 and w(θ3) = 1}.

Notice that X ∩ [x′] = Q(Z)−1 ·x′. It follows from the definition of ∆w
1 (see Section

7.1) that X is a clopen subset of [x′]. Therefore, if w = lim gn · x′ ∈ X then
gn · x′ ∈ X and g−1

n ∈ Q(Z) for all but finitely many n ∈ N. So approximating
w ∈ X by points in X ∩ [x′] = Q(Z)−1 · x′ gives

|F1F
−1
1 S4d+1F1F

−1
1 · w ∩X| = 3.

Notice that w is in the set on the left. We put a graph structure, Γ, on X as follows:
w,w′ ∈ X are adjacent in Γ if and only if w ̸= w′ and

w′ ∈ F1F
−1
1 S4d+1F1F

−1
1 · w.

Then every element of X has degree precisely 2 in Γ. Note that for k ∈ Z the
vertices adjacent to Q(k)−1 · x′ are precisely Q(k − 1)−1 · x′ and Q(k + 1)−1 · x′.
Again, approximating points in X by points in X ∩ [x′] = Q(Z)−1 · x′ shows that
every connected component of Γ is infinite and in particular is isomorphic to the
standard Cayley graph of Z.

We claim that for w ∈ X the connected component of Γ containing w is precisely
[w]∩X. Clearly the connected component of Γ containing w is contained in [w]∩X.
We now show the opposite inclusion. So suppose that h ∈ G and h · w ∈ X. We
can approximate w by points in [x′] ∩X to find g ∈ G such that g · x′, hg · x′ ∈ X.
Since [x′] ∩X ⊆ ⟨S⟩ · x′ and x′ has trivial stabilizer, we have that g, gh ∈ ⟨S⟩ and
thus h ∈ ⟨S⟩. Let n ∈ N be such that ∥h∥ ≤ n(4d+ 1) + 2d. Again, approximating
w by points in [x′] ∩ X, we find g′ ∈ G such that tg′ · x′ ∈ X ⇔ t · w ∈ X for
every t ∈ Sn(4d+1)+2d. So g′ · x′, hg′ · x′ ∈ X and thus there are −n ≤ m ≤ n
and k ∈ Z with g′ = Q(k)−1 and h = Q(k +m)−1Q(k). So for |i| ≤ |m| we have
Q(k + i)−1Q(k)g′ · x′ ∈ X and thus Q(k + i)−1Q(k) · w ∈ X. Therefore there is a
path in Γ from w = Q(k)−1Q(k) · w to h · w = Q(k +m)−1Q(k) · w. We conclude
that [w]∩X is precisely the connected component of Γ containing w. We point out
for future reference that this argument showed that if w ∈ X and h · w ∈ X then
h ∈ Q(Z)−1Q(Z).

We now define an action, ∗, of Z onX. LetM ∈ N be such that for all n1, n2 ∈ Z
there is −M ≤ t ≤ M with π(n1 + t) ̸= π(n2 − t) (M exists since π is orthogonal
to −π). Fix w ∈ X. Set w0 = w and let w−M , w−M+1 . . . , wM−1, wM ∈ X be the
vertices which can be joined to w0 in Γ by a path of length at mostM . Rearranging
the indices if necessary, we may assume that (wi, wi+1) ∈ E(Γ) for each −M ≤ i <
M . By approximating w0 by elements of [x′] ∩X, we see that there is n ∈ Z with
either wi(θ2) = π(n + i) for all −M ≤ i ≤ M or wi(θ2) = −π(−n + i) = π(n − i)
for all −M ≤ i ≤ M . By the definition of M , one of these two possibilities must
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fail for all n ∈ Z so in particular the two possibilities cannot be simultaneously
satisfied. By swapping wi and w−i for each −M ≤ i ≤ M if necessary, we may
assume that there is n ∈ Z with wi(θ2) = π(n + i) for all −M ≤ i ≤ M . We
define 0 ∗ w0 = w0, 1 ∗ w0 = w1, and −1 ∗ w0 = w−1. In general, recursively define
k ∗w0 = 1∗ ((k−1)∗w0) and −k ∗w0 = −1∗ ((−k+1)∗w0) for k > 1 and w0 ∈ X.

We claim this action of Z on X is continuous. Since X is clopen in [x′], there

is a finite 1G ∈ B ⊆ G and V ⊆ 2B such that for w′ ∈ [x′] we have w′ ∈ X if and
only if w′ � B ∈ V . By approximating w = w0 ∈ X by elements of [x′] ∩ X and
recalling the definitions of P and Q we see that

w−M , w−M+1, . . . , wM ∈ F1F
−1
1 SM(4d+1)F1F

−1
1 · w0 ⊆ SM(4d+1)+2d · w0.

Let w′ ∈ X and let w′
−M , . . . , w

′
M be defined similarly to before, with w′

0 = w′. For
−M ≤ i ≤M let gi ∈ G be such that wi = gi · w0. If

w′
0 � SM(4d+1)+2dB{1G, θ2} = w0 � SM(4d+1)+2dB{1G, θ2}

then (f · w′
0) � B = (f · w0) � B for all f ∈ SM(4d+1)+2d and hence w′

i = gi · w′
0

and w′
i(θ2) = wi(θ2) for all −M ≤ i ≤ M . So if w′ and w satisfy the displayed

expression above and if w′ is sufficiently close to w, then 1 ∗w′ = g1 ·w′ is close to
1 ∗ w = g1 · w since the action of G on 2G is continuous. Similarly −1 ∗ w′ is close
to −1 ∗ w. We conclude that the action of Z on X is continuous. In fact, since X
is compact, for each k ∈ Z the map w 7→ k ∗ w is uniformly continuous.

X is a clopen subset of [x′] and is therefore compact and Hausdorff. Therefore,
there is y ∈ X which is minimal with respect to the action of Z (Lemma 2.4.2).
For notational simplicity for the rest of the proof, we redefine π ∈ 2Z by

π(n) = (n ∗ y)(θ2).

Notice that this new π is in the closure of the orbit of the old π, the new π is a
2-coloring, and it is orthogonal to its reflection −π.

Fix an increasing sequence (Cn)n∈N of finite subsets of G with 1G ∈ C0, Cn =
C−1

n , and
∪

n∈N Cn = G. For n ∈ N define ξn : N → N by

ξn(m) = ∥C−1
n SmCn ∩ ⟨S⟩∥.

Then for each n ∈ N the function ξn is monotone increasing, tends to infinity, and
m ≤ ξn(m) ≤ ξn+1(m) for all m ∈ N. The functions ξn may not map bijectively
onto N, but we define functions νn which behave similar to ξ−1

n . For n, k ∈ N we
define

νn(k) = min{m ∈ N : ξn(m) ≥ k}.
We again have that for each n ∈ N the function νn is monotone increasing, tends
to infinity, and νn+1(k) ≤ νn(k) ≤ k.

Apply Lemma 9.4.6 to get an increasing function s : N → N+ such that
lim s(n) ∗ y = y and for all n, n′, k ∈ N the following implication holds:

−2d+ νk((4d+ 1)(s(k + 1)− s(k)− 8)− 2d)

≤ (4d+ 1)|s(n)− s(n′)| ≤
2d+ ξk((4d+ 1)(s(k + 1)− s(k) + 8) + 2d)

implies max(n, n′) = k + 1. The reader is discouraged from thinking too much
about the technical condition above. The technical requirement on the function s
is needed briefly for a very specific purpose near the end of the proof. Aside from
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this, we will only make use of the fact that lim s(n) ∗ y = y and that s(n) > 0 for
all n ∈ N.

For n ∈ Z let qn ∈ G be the unique group element with q−1
n · y = n ∗ y. Note

that q0 = 1G, {qn : n ∈ Z} ⊆ ∆y
1 ⊆ ⟨S⟩, and for n, k ∈ Z

(4d+ 1)|n− k| − 2d ≤ ∥q−1
n qk∥ ≤ (4d+ 1)|n− k|+ 2d.

Although it is a bit of a misnomer, we will refer to (qn)n∈Z as a bi-infinite path,
and for t ∈ Z we will refer to (qn)n≥t as a right-infinite path and (qn)n≤t as a
left-infinite path. The point y ∈ 2G in some sense mimics π ∈ 2Z. The rest of the
proof will proceed by working with certain elements of 2G which agree with y on
all coordinates not in ∆y

1Θ1. Find a sequence (gn)n∈N in G with y = lim gn ·x′ and
set z = lim gn · x. Note that the limit exists,1G ∈ ∆z

1 = ∆y
1, and for all g ̸∈ ∆y

1Θ1

z(g) = y(g). Since z ∈ [x], z is ∆-minimal, every element of 2G extending z is
a 2-coloring, and G − dom(z) = ∆z

1Θ1. We also have the useful property that
lim q−1

s(n) · z = z. From this point forward we will work with y and extensions of z

and therefore no longer need x or x′.
Let F denote the nonabelian free group with two generators a and b. Let J ⊆ 2F

be as referred to in Lemma 9.4.8. Define c : F → 2<N by setting

c(1F) = 11000011,
c(a) = 11100011,
c(a−1) = 11010011,
c(b) = 11001011,
c(b−1) = 11000111,

and

c(g) = c(e1)
⌢c(e2)

⌢ · · ·⌢ c(en)

where ⌢ denotes concatenation, g ∈ F − {1F}, ei ∈ {a, a−1, b, b−1}, and g = e1 ·
e2 · · · en is the unique reduced word representation of g. Note that c(g) has length
8 times as long as the length of the reduced word representation of g (for g ̸= 1F).

Let (hi)i∈N be an enumeration of F with h0 = 1F. For i, k ∈ N and u ∈ J define

f(u, i, k)(g) =



z(g) if g ∈ dom(z)

c(hi)(n− s(k)) if n ≥ s(k) ∧ n− s(k) ∈ dom(c(hi)) ∧ g = qnθ1

π(n) if n ≥ s(k) ∧ g = qnθ2

1 if n ≥ s(k) ∧ g = qnθ3

(hi · u)(hk) if g = θ4

0 otherwise

.

The values of f(u, i, k) are shown in Figure 9.4. Basically, f(u, i, k) extends z and
has special values at θ4 and along the right-infinite path (qn)n≥s(k) and is zero
elsewhere. Along the path (qn)n≥s(k), θ1 is used to record c(hi), θ2 is used to
record π, and θ3 provides a simple {qn : n ≥ s(k)} membership test. The single
point θ4 is used to record (hi · u)(hk). For u ∈ J we define the subflow A(u) to be

A(u) = G · {f(u, i, k) : i, k ∈ N}.

By clause (ii) of Proposition 6.1.2, A(u) is a free subflow of 2G for every u ∈ J .
To complete the proof, it suffices, by Lemma 9.2.7 and clause (i) of Lemma 9.4.8,
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G

qs(k)

qn

qnθ1 7→ c(hi)(n− s(k))

qnθ2 7→ π(n)

qnθ3 7→ 1
1G

θ4

θ4 7→ (hi · u)(hk)

g ∈ dom(z)

g 7→ z(g)

invisible path

visible path data

c data and path data

Figure 9.1. The values of f(u, i, k) for n ≥ s(k) and for g ∈ dom(z).

to show that A is a Borel reduction from E∞ � J to TCF(G). In other words, we
must show that A : J → SF(G) is a Borel function and

u E∞ v ⇐⇒ A(u) TCF(G) A(v)

for all u, v ∈ J . Recall that by definition u E∞ v if and only if [u] = [v].
We first prove that A : J → SF(G) is Borel. Recall that the topology on SF(G)

is generated by the subbasic open sets

{K ∈ SF(G) : K ⊆ U} and {K ∈ SF(G) : K ∩ U ̸= ∅}

where U varies over the open subsets of 2G (see Section 9.2). Let U ⊆ 2G be open.
Temporarily define fi,k(u) = f(u, i, k). Then each fi,k : J → 2G is continuous.
Since U is open we have A(u) ∩ U ̸= ∅ if and only if there are i, k ∈ N with
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[f(u, i, k)] ∩ U ̸= ∅, or equivalently f(u, i, k) ∈
∪

g∈G g · U . Therefore

A−1({K ∈ SF(G) : K ∩ U ̸= ∅}) =
∪

i,k∈N

f−1
i,k

∪
g∈G

g · U


which is Borel since each fi,k is continuous. Define Un = {x ∈ 2G : d(x, 2G −U) ≥
1/n}. Then each Un is closed and we have that A(u) ⊆ U if and only if there is
n ≥ 1 so that for all i, k ∈ N [f(u, i, k)] ⊆ Un (this follows from the compactness
of A(u)). The condition [f(u, i, k)] ⊆ Un is equivalent to f(u, i, k) ∈

∩
g∈G g · Un.

Therefore

A−1({K ∈ SF(G) : K ⊆ U}) =
∪
n≥1

∩
i,k∈N

f−1
i,k

∩
g∈G

g · Un


which is Borel since each fi,k is continuous. We conclude A : J → SF(G) is Borel.

For u ∈ J we define X(u) ⊆ A(u) similar to how we defined X before. Specif-
ically, w ∈ A(u) is an element of X(u) if and only if 1G ∈ ∆w

1 and w(θ3) = 1.
We point out that X(u) is a clopen subset of A(u). Notice that for i, k ∈ N the
elements of [f(u, i, k)] ∩X(u) are precisely the points q−1

n · f(u, i, k) for n ≥ s(k).
We put a graph structure, Γ(u), on X(u) just as before. There is an edge between
w,w′ ∈ X(u) if and only if w ̸= w′ and

w′ ∈ F1F
−1
1 S4d+1F1F

−1
1 · w.

It is clear from the definition of A(u) that every element of X(u) has degree either
1 or 2 in Γ(u). As before, by approximating w ∈ X(u) by elements of X(u) ∩ G ·
{f(u, i, k) : i, k ∈ N} we see that every connected component of Γ(u) is infinite
and that for w ∈ X(u) the connected component of Γ(u) containing w is precisely
[w] ∩X(u). Since some vertices in Γ(u) have degree 1, we cannot define an action
of Z on X(u) similar to before. We can however define an action of N on X(u)
which we again denote by ∗. If w ∈ X(u), then w lies in an infinite connected
component of Γ(u), so there are w0, w1, . . . , w2M ∈ X(u) (where M is as before)
with (wi, wi+1) ∈ E(Γ(u)) for each 0 ≤ i < 2M and with w = wk for some
0 ≤ k ≤ 2M . By re-indexing the wi’s if necessary, we may assume that there
is n ∈ Z with wi(θ2) = π(n + i) for all 0 ≤ i ≤ 2M . If k < 2M then we
define 1 ∗ w = 1 ∗ wk = wk+1. If k = 2M then an approximation by elements of
X(u) ∩ G · {f(u, i, k) : i, k ∈ N} shows that w has degree 2 in Γ(u) and hence
there is w2M+1 ̸= w2M−1 which is adjacent to wk = w2M . In this case, we define
1 ∗ w = w2M+1. In general, define m ∗ w = 1 ∗ ((m− 1) ∗ w) and 0 ∗ w = w. This
action is well defined due to the properties of M and π. The same argument as
for the action of Z on X shows that the action of N on X(u) is continuous, and
hence for each k ∈ N the map w 7→ k ∗ w is uniformly continuous. In fact, that
previous argument shows something stronger which we will need. There is a finite
set B ⊆ G such that if t ≥ 2M and w,w′ ∈ X(u) satisfy

w � St(4d+1)+2dBΘ1 = w′ � St(4d+1)+2dBΘ1

then for g ∈ G and 0 ≤ i ≤ t we have

i ∗ w = g · w ⇐⇒ i ∗ w′ = g · w′,

i ∗ (g · w) = w ⇐⇒ i ∗ (g · w′) = w′,
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and if g ·w ∈ X(u) and i∗(g ·w) = w or i∗w = g ·w then (g ·w) � Θ1 = (g ·w′) � Θ1.
We will now prove that if u, v ∈ J and u E∞ v then A(u) TCF(G) A(v). So

fix u, v ∈ J with u E∞ v, or in other words [u] = [v]. Let g ∈ F be such that
u = g · v. By considering the reduced word representation of g in the generators a
and b and using the fact that TCF(G), being an equivalence relation, is transitive
and symmetric, we see that it suffices to consider the cases u = a · v and u = b · v.
We will treat the case u = a·v as the case u = b·v is nearly identical. We must show
that A(u) TCF(G) A(v). Define the permutation σ : N → N by setting σ(i) = j
if hia = hj . Let ϕ be the function sending g · f(u, i, k) to g · f(v, σ(i), k) for each
g ∈ G and i, k ∈ N. The function ϕ is well defined as it is easy to check that
[f(u, i, k)] ̸= [f(u, j,m)] for i, j, k,m ∈ N with (i, k) ̸= (j,m) (since f(u, i, k) and
f(u, j,m) extend z, one can apply clause (i) of Proposition 6.1.2). Notice that

f(u, i, k)(θ4) = (hi · u)(hk) = (hia · v)(hk) = (hσ(i) · v)(hk) = f(v, σ(i), k)(θ4).

Therefore ϕ is only changing the c(hi) data in g · f(u, i, k) to the c(hσ(i)) data in
g · f(v, σ(i), k). Notice that in order to change c(hi) to c(hσ(i)) one only needs to

either append c(a) (if c(hi) does not end with c(a−1) and hi ̸= 1F), change the last
8 digits of c(hi) (if hi = a−1 or hi = 1F), or delete the last 8 digits of c(hi) (if c(hi)
ends with c(a−1) and h ̸= a−1). Therefore if ℓi denotes the length of c(hi) then
g · f(u, i, k) and g · f(v, σ(i), k) agree on

G− g{qn : s(k) + ℓi − 8 ≤ n ≤ s(k) + ℓi + 8}θ1.

To show that ϕ is induced by a block code, it suffices to show that the map w 7→
ϕ(w)(1G) is uniformly continuous for w ∈ G · {f(u, i, k) : i, k ∈ N}. If ϕ(w)(1G) ̸=
w(1G), then there must be i, k, n ∈ N with n ≥ s(k) and w = (qnθ1)

−1 ·f(u, i, k), in
which case w ∈ θ−1

1 ·X(u) as q−1
n · f(u, i, k) ∈ X(u). So for w not in θ−1

1 ·X(u) we
have ϕ(w)(1G) = w(1G), and thus the map w 7→ ϕ(w)(1G) is uniformly continuous
outside of θ−1

1 ·X(u). Since θ−1
1 ·X(u) is clopen, it suffices to show that the map

w 7→ ϕ(w)(1G) is uniformly continuous on

(θ−1
1 ·X(u)) ∩ (G · {f(u, i, k) : i, k ∈ N}).

But on this set the map w 7→ ϕ(w)(1G) is the composition of the maps w 7→ θ1 · w
(with domain the set above) and g · f(u, i, k) 7→ (g · f(v, σ(i), k))(θ1) (with domain
X(u) ∩ G · {f(u, i, k) : i, k ∈ N}). The first map is clearly uniformly continuous,
and the uniform continuity of the second map follows from our discussion on how
to change c(hi) to c(hσ(i)) and from the final remark of the previous paragraph.
Therefore ϕ is induced by a block code and so extends to a continuous function
ϕ : A(u) → A(v) which commutes with the action of G. The set ϕ(A(u)) is
compact, hence closed, and contains a dense subset of A(v). So ϕ(A(u)) = A(v).
By considering the block code for ϕ, it is easy to see that ϕ is injective (alternatively,
we could have just as easily shown that the inverse map ϕ−1 : G · {f(v, i, k) : i, k ∈
N} → G · {f(u, i, k) : i, k ∈ N} is induced by a block code and so extends to
ϕ−1 : A(v) → A(u)). We conclude that A(u) TCF(G) A(v).

Before proving A(u) TCF(G) A(v) implies u E∞ v, we first have to shed more
light on the properties of A(u). In order to better understand the subflow A(u), we
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make a few more definitions. For i ∈ N define

f(i)(g) =



z(g) if g ∈ dom(z)

c(hi)(n) if n ≥ 0 ∧ n ∈ dom(c(hi)) ∧ g = qnθ1

π(n) if n ≥ 0 ∧ g = qnθ2

1 if n ≥ 0 ∧ g = qnθ3

0 otherwise

.

The function f(i) is very similar to f(u, i, k), but differs in two ways. First, f(i)
has special values along the path (qn)n≥0, while f(u, i, k) has special values along
the path (qn)n≥s(k). Second, f(i)(θ4) = 0 while f(u, i, k)(θ4) = (hi · u)(hk). We
define z0 to be the extension of z which is zero everywhere z is not defined, and z1
by

z1(g) =


z(g) if g ∈ dom(z)

1 if g = θ4

0 otherwise

.

We call the points in X(u) path data points. If w ∈ X(u) and there are 0 ≤ i, j ≤ 8
and w′ ∈ X(u) with w′(θ1) = 1, i ∗ w′ = w, and (j ∗ w)(θ1) = 1 then we call w a
c data point (here the “c” is in reference to the function c : F → 2<N). The final
remark of the paragraph in which X(u) was defined shows that the set of c data
points in A(u) is a clopen subset of A(u). By approximating w ∈ X(u) by elements
of G · {f(u, i, k) : i, k ∈ N} we see that the set of c data points in [w] ∩ X(u)
is connected in Γ(u). The action of N on X(u) gives us a well defined notion of
right and left directions in X(u). Namely, if w ∈ X(u) then 1 ∗ w is to the right
of w, and if w has degree 2 in Γ(u) then the unique w′ ∈ X(u) with 1 ∗ w′ = w
is to the left of w. With this convention, calling a connected subset of Γ(u) left-
infinite, right-infinite, and bi-infinite has the obvious meaning. We use left-infinite
and right-infinite in the strict sense, meaning that any set which is left-infinite or
right-infinite cannot be bi-infinite. We say x ∈ A(u) has infinite, right-infinite,
left-infinite, or bi-infinite path data (c data), if [x] ∩X(u) (respectively the c data
points in [x]∩X(u)) is infinite, right-infinite, left-infinite, or bi-infinite respectively.
We say x ∈ A(u) has finite path data (finite c data) if [x] ∩ X(u) (respectively
the c data points in [x] ∩ X(u)) is nonempty and finite. Finally we say x ∈ A(u)
has no path data (no c data) if [x] ∩X(u) (respectively the set of c data points in
[x] ∩X(u)) is empty.

For u ∈ J , we define:

A1(u) =
∪

i,k∈N[f(u, i, k)];

A2(u) =
∪

i∈N[f(i)];
A3(u) = {w ∈ A(u) : w has infinite c data};
A4(u) = {w ∈ A(u) : w has bi-infinite path data but no c data};
A5(u) = [z1];

A6(u) = [z0].

Note that A1(u) through A5(u) may not be subflows of 2G. We spend the next few
paragraphs proving the following:

(i) {A1(u), A2(u), . . . , A6(u)} is a partition of A(u);
(ii) A1(u) is the set of isolated points of A(u);
(iii) A6(u) is minimal;
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(iv) A4(u) ⊆ [w] for all w ∈ A4(u);

(v) A4(u) ∪A6(u) =
∩

i,k∈N [f(u, i, k)].

(i). We first check that the sets are pairwise disjoint. Notice that the points in
A1(u)∪A2(u) have finite c data, and the points in A5(u)∪A6(u) have no path data
and no c data. So we only need to show that A1(u) ∩A2(u) = A5(u) ∩A6(u) = ∅.
Since s(k) > 0 for all k ∈ N, for i, j ∈ N we have

f(u, i, k)(θ1) = 0 ̸= 1 = f(j)(θ1)

and hence f(u, i, k) ̸= f(j). If s ̸= 1G, then by clause (i) of Proposition 6.1.2 there
is t ∈ G with t, s−1t ∈ dom(z) and

(s · f(u, i, k))(t) = f(u, i, k)(s−1t) = z(s−1t) ̸= z(t) = f(j)(t).

Therefore f(j) ̸∈ [f(u, i, k)] and [f(j)] ∩ [f(u, i, k)] = ∅. It follows that A1(u) and
A2(u) are disjoint. Finally, we have z1(θ4) = 1 but w(θ4) = 0 for all w ∈ A6(u) with
1G ∈ ∆w

1 . So A5(u) and A6(u) are disjoint as well. Now we move on to showing
that Ar(u) ⊆ A(u) for 1 ≤ r ≤ 6. This is clear for r = 1, r = 3, and r = 4. Since
z = lim q−1

s(n) · z, a comparison of f(u, i, k) with z shows that

f(i) = lim q−1
s(k) · f(u, i, k).

Therefore A2(u) ⊆ A(u). Clause (iii) of Lemma 9.4.8 implies that z1 is an accumu-
lation point of (f(u, 0, k))k∈N, so A5(u) ⊆ A(u). Since

(4d+ 1)|n−m| − 2d ≤ ∥q−1
n qm∥ ≤ (4d+ 1)|n−m|+ 2d,

some element of A6(u) is an accumulation point of (q−1
n · f(u, 0, 0))−∞

n=−1. So,
temporarily assuming the validity of clause (iii), we have A6(u) ⊆ A(u). We
do point out that A3(u) and A4(u) are nonempty. Any accumulation point of
(q−1

n · f(u, 0, 0))n∈N is an element of A4(u) and any accumulation point of (q−1
t(i) ·

f(u, i, 0))i∈N is an element of A3(u), where t(i) is half the length of c(hi). Finally,
we must show that if w ∈ A(u) then w ∈ Ar(u) for some 1 ≤ r ≤ 6. If w has
infinite c data then w ∈ A3(u). If w has no c data but has bi-infinite path data
then w ∈ A4(u). If w has no c data and no path data then it is easy to see that
w ∈ A5(u)∪A6(u). Finally, if w has finite c data and w ̸∈ A1(u) then w must be in
the orbit of a limit point of the form lim q−1

s(k(n)) · f(u, i(n), k(n)), where k : N → N
tends to infinity. However, since this limit has finite c data, i(n) must eventually
be constant, say of value i, and hence lim q−1

s(k(n)) · f(u, i(n), k(n)) = f(i) (since

lim q−1
s(k(n)) · z = z). Therefore w ∈ [f(i)] ⊆ A2(u).

(ii). From the definition of A(u) it follows that every isolated point of A(u)
must lie in A1(u). Since G acts on A(u) by homeomorphisms, it suffices to show
that {q−1

s(k) · f(u, i, k) : i, k ∈ N} consists of isolated points of A(u). Fix i, k ∈ N
and towards a contradiction suppose there are q−1

s(k) · f(u, i, k) ̸= xn ∈ A(u) with

q−1
s(k) · f(u, i, k) = limxn. Since A1(u) is dense in A(u), we may suppose without

loss of generality that xn ∈ A1(u) for every n ∈ N. Since q−1
s(k) · f(u, i, k) ∈ X(u)

is not in 1 ∗ X(u) (or equivalently, has no member of X(u) to the left of it),
we must have that xn ∈ X(u) − 1 ∗ X(u) for all sufficiently large n ∈ N. For
j,m ∈ N we have [f(u, j,m)] ∩ (X(u) − 1 ∗ X(u)) = q−1

s(m) · f(u, j,m). There-

fore there are functions j,m : N → N such that xn = q−1
s(m(n)) · f(u, j(n),m(n))

for all sufficiently large n ∈ N. By recalling z and the definition of s(n) and
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qn, we see that lim q−1
s(m(n)) · f(u, j(n),m(n)) = lim f(j(n)). So q−1

s(k) · f(u, i, k) =

lim f(j(n)). Clearly we must have that j(n) = i for sufficiently large n. Therefore
q−1
s(k) · f(u, i, k) = f(i), contradicting the fact that A1(u) and A2(u) are disjoint.

(iii). This follows immediately from the definition of z0 and the fact that z is
∆-minimal.

(iv). Let w ∈ A4(u) and let h ∈ G be such that h · w ∈ X(u). By definition of
A(u), there are gn ∈ G and functions i, k : N → N with w = lim gn ·f(u, i(n), k(n)).
Since X(u) is clopen, hgn · f(u, i(n), k(n)) ∈ X(u) for sufficiently large n ∈ N. So
for large n we have hgn = q−1

m(n) where m(n) ≥ k(n) (since the limit h · w is a

path data point). Since w has no c data and has bi-infinite path data, we have
that m(n) >> k(n) + 8∥i(n)∥ for large n (here ∥i(n)∥ denotes the reduced word
length of i(n) ∈ F). Since y and f(u, i(n), k(n)) agree outside of a neighborhood of
{qt : −∞ < t ≤ k(n) + 8∥i(n)∥} we have that

h · w = lim q−1
m(n) · f(u, i(n), k(n)) = limm(n) ∗ y.

So h · w ∈ Z ∗ y. If x ∈ A4(u) then we similarly have that there is g ∈ G with
g · x ∈ Z ∗ y. Since y is minimal with respect to the action of Z, we have g · x ∈
Z ∗ y = Z ∗ (h · w) (the action of Z on h ·w is defined since h ·w ∈ Z ∗ y). Therefore
x ∈ [w]. We conclude A4(u) ⊆ [w].

(v). Let i, j, k,m ∈ N with (i, k) ̸= (j,m). If i ̸= j ∈ N then clearly [f(u, i, k)] ̸=
[f(u, j,m)] since c(hi) and c(hj) are distinct. If i = j and k ̸= m then f(u, i, k) ̸=
f(u, i,m) and furthermore by clause (i) of Proposition 6.1.2 we have [f(u, i, k)] ̸=
[f(u, i,m)]. So (i, k) ̸= (j,m) implies [f(u, i, k)] ̸= [f(u, j,m)]. So by clause (ii) we

have that A1(u) is disjoint from
∩

i,k∈N [f(u, i, k)]. Now fix i, k ∈ N. Since f(u, i, k)
has finite c data, every point of [f(u, i, k)]− [f(u, i, k)] must have no c data. Also,

if γ ∈ ∆z
1 and f(u, i, k)(γθ4) = 1 then γ = 1G. So we cannot have z1 ∈ [f(u, i, k)].

Therefore ∩
j,m∈N

[f(u, j,m)] ⊆ A4(u) ∪A6(u).

Since

(4d+ 1)|n−m| − 2d ≤ ∥qnq−1
m ∥ ≤ (4d+ 1)|n−m|+ 2d,

there are subsequences of (q−1
n ·f(u, i, k))−∞

n=−1 and (q−1
n ·f(u, i, k))∞n=1 converging to

points in A6(u) and A4(u) respectively. So by clauses (iii) and (iv) A4(u)∪A6(u) ⊆
[f(u, i, k)]. We conclude

A4(u) ∪A6(u) =
∩

i,k∈N

[f(u, i, k)].

Now we begin the final phase of the proof. All that remains is to show that
if u, v ∈ J and A(u) TCF(G) A(v) then u E∞ v (or equivalently [u] = [v]). So
suppose that ϕ : A(u) → A(v) is a conjugacy. Our proof proceeds by verifying the
following facts:

(vi) ϕ(Ar(u)) = Ar(v) for all 1 ≤ r ≤ 6;
(vii) there is a fixed g ∈ G with ϕ({f(u, i, k) : i, k ∈ N}) = g · {f(v, i, k) :

i, k ∈ N};
(viii) there is a finite D ⊆ G such that if w ∈ A(u) and ϕ(w) is a c data point

then there is at least one c data point in D · w;
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(ix) there is a fixed j ∈ N so that ϕ(f(u, 0, k)) = g ·f(v, j, k) for all sufficiently
large k ∈ N;

(x) u E∞ v.

(vi). By clause (ii) we immediately have that ϕ(A1(u)) = A1(v) and therefore
by clause (v) we have ϕ(A4(u) ∪ A6(u)) = A4(v) ∪ A6(v). If w ∈ A6(u) and
ϕ(w) ∈ A6(v), then since A6(u) and A6(v) are minimal it would immediately follow
that ϕ(A6(u)) = A6(v). On the other hand, if w ∈ A4(u) and ϕ(w) ∈ A6(v) then

by clause (iv) we would have ϕ(A4(u)) ⊆ ϕ([w]) ⊆ A6(v). In this case we must have
ϕ(A4(u)) = A6(v) as otherwise there is w′ ∈ A6(u) with ϕ(w

′) ∈ A6(v) and hence
ϕ(A6(u)) = A6(v), contradicting the fact that ϕ is one-to-one. So either A6(v) =
ϕ(A6(u)) or A6(v) = ϕ(A4(u)). The same applies to ϕ−1, so either ϕ(A6(u)) =
A6(v) or else ϕ(A6(u)) = A4(v). Towards a contradiction, suppose ϕ(A6(u)) =
A4(v). Then ϕ(z0) has bi-infinite path data and no c data. The functions z0 and
z1 differ at only one point, so ϕ(z0) and ϕ(z1) must differ at finitely many points
(since ϕ is induced by a block code). So ϕ(z1) has infinite path data and hence
ϕ(z1) ̸∈ A5(v)∪A6(v). By making only a finite number of changes, one cannot turn
a bi-infinite path into a right-infinite path. Therefore ϕ(z1) ̸∈ A1(v)∪A2(v). Also,
ϕ(z1) can have at most finite c data, so ϕ(z1) ̸∈ A3(v). Thus we must have ϕ(z1) ∈
A4(v) = ϕ(A6(u)). This contradicts the fact that ϕ is one-to-one. Therefore we now
know that ϕ(Ar(u)) = Ar(v) for r = 1, 4, 6. Since z1 and z0 differ at only finitely
many places and ϕ(A6(u)) = A6(v), we must have that ϕ(A5(u)) = A5(v). Finally,
we have ϕ(A2(u) ∪A3(u)) = A2(v) ∪A3(v). For i, k ∈ N f(i) differs from f(u, i, k)
at only finitely many points. So every member of A2(u) differs at only finitely many
points from some member of A1(u). Therefore we must have ϕ(A2(u)) ⊆ A2(v).
However, the same argument applies to ϕ−1, so ϕ(A2(u)) = A2(v). We conclude
ϕ(Ar(u)) = Ar(v) for all 1 ≤ r ≤ 6.

(vii). Pick i, k, j,m ∈ N. Let g, h ∈ G and i′, k′, j′,m′ ∈ N be such that

ϕ(f(u, i, k)) = g · f(v, i′, k′) and ϕ(f(u, j,m)) = h · f(v, j′,m′).

We will show that g = h. To simplify notation, set

x1 = f(u, i, k); x2 = f(u, j,m); y1 = f(v, i′, k′); y2 = f(v, j′,m′).

Then ϕ(x1) = g · y1 and ϕ(x2) = h · y2. Recall that, as stated after the definition
of X(v), there is a finite set B ⊆ G such that if w,w′ ∈ X(v) satisfy

w � S6d+1BΘ1 = w′ � S6d+1BΘ1

then for every g ∈ G we have

1 ∗ w = g · w ⇐⇒ 1 ∗ w′ = g · w′.

Since x1 and x2 differ at only finitely many places, so do g · y1 and h · y2. Let p ∈ N
be such that

∀n ≥ p (g · y1) � gqnS6d+1BΘ1 = (h · y2) � gqnS6d+1BΘ1.

Such p exists since g · y1 and h · y2 differ at only finitely many coordinates and the
elements (qn)n∈N are pairwise distinct.

Since X(v) is clopen in A(v) and g · y1 and h · y2 differ at only finitely many
coordinates, the sets g · {qn : n ≥ s(k′)} and h · {qn : n ≥ s(m′)} differ by only
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finitely many elements. Let t ≥ max(p, s(k′)) be such that gqt ∈ h · {qn : n ≥
s(m′)}. Say gqt = hqr. Then by definition of p

(g · y1) � gqtS6d+1BΘ1 = (h · y2) � gqtS6d+1BΘ1 = (h · y2) � hqrS6d+1BΘ1.

This implies
(q−1

t · y1) � S6d+1BΘ1 = (q−1
r · y2) � S6d+1BΘ1.

Let f ∈ G be such that 1 ∗ (q−1
t · y1) = f · (q−1

t · y1). The equality above and the
fact that q−1

t ·y1, q−1
r ·y2 ∈ X(v) implies that 1∗ (q−1

r ·y2) = f · (q−1
r ·y2). However,

q−1
t+1 · y1 = 1 ∗ (q−1

t · y1) and q−1
r+1 · y2 = 1 ∗ (q−1

r · y2).

So f = q−1
t+1qt = q−1

r+1qr. It follows that

gqt+1 = gqtf
−1 = hqrf

−1 = hqr+1.

Since t + 1 > t ≥ max(p, s(k′)), we can repeat this argument and conclude that
gqt+n = hqr+n for all n ∈ N. This gives

π(t+ n) = (g · y1)(gqt+nθ2) = (h · y2)(hqr+nθ2) = π(r + n)

for all n ∈ N. Since π is a 2-coloring we must have t = r, so gqr = hqr, and hence
g = h.

(viii). Let (Dn)n∈N be an increasing sequence of finite subsets of G with∪
n∈NDn = G. Towards a contradiction, suppose that for every n ∈ N there is

wn ∈ A(u) with Dn ·wn containing no c data points and with ϕ(wn) a c data point.
Let w ∈ A(u) be an accumulation point of (wn)n∈N. Since ϕ is continuous and the
set of c data points is a closed subset of A(v), we have that ϕ(w) is a c data point.
If g ∈ G then g ·w is an accumulation point of (g ·wn)n∈N and there is n ∈ N with
g ∈ Dn. For k ≥ n Dn ⊆ Dk, so g ·wk is not a c data point. Since the c data points
in A(u) is an open subset of A(u) we have that g · w is not a c data point. Since
g ∈ G was arbitrary, we have that w ∈ A4(u) ∪A5(u) ∪A6(u). However, ϕ(w) is a
c data point and therefore ϕ(w) ̸∈ A4(v) ∪ A5(v) ∪ A6(v). This contradicts clause
(vi).

(ix). Let g ∈ G be as in clause (vii) and let D ⊆ G be as in clause (viii). Recall
the increasing sequence (Cn)n∈N of finite symmetric subsets of G and the functions
(ξn)n∈N and (νn)n∈N used in defining the function s : N → N. Let n ∈ N be such
that D ⊆ Cn. Let k ≥ n+ 2 and let j0, j1, j2,m0,m1,m2 ∈ N be such that

ϕ(f(u, 0, k − t)) = g · f(v, jt,mt)

for 0 ≤ t ≤ 2. Then

ϕ(q−1
s(mt)

g−1 · f(u, 0, k − t)) = q−1
s(mt)

· f(v, jt,mt)

is a c data point. As the c data points of [f(u, 0, k − t)] are precisely

{q−1
r : s(k − t) ≤ r ≤ s(k − t) + 8} · f(u, 0, k − t)

we have that by (viii)

{q−1
r : s(k − t) ≤ r ≤ s(k − t) + 8} ∩ Cnq

−1
s(mt)

g−1 ̸= ∅.

Therefore
qs(mt) ∈ g−1{qr : s(k − t) ≤ r ≤ s(k − t) + 8}Cn

and hence for t = 0, 1 we have that q−1
s(mt)

qs(mt+1) is an element of

C−1
n {q−1

r : s(k− t) ≤ r ≤ s(k− t)+ 8}{qr : s(k− t− 1) ≤ r ≤ s(k− t− 1)+ 8}Cn.
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Notice that for h1, h2 ∈ ⟨S⟩
h1 ∈ C−1

n h2Cn =⇒ νn(∥h2∥) ≤ ∥h1∥ ≤ ξn(∥h2∥).
After recalling that

(4d+ 1)|r − t| − 2d ≤ ∥q−1
r qt∥ ≤ (4d+ 1)|r − t|+ 2d

for all r, t ∈ N, we have that

νn((4d+ 1)(s(k − t)− s(k − t− 1)− 8)− 2d)

≤ ∥q−1
s(mt)

qs(mt+1)∥ ≤
(4d+ 1)|s(mt+1)− s(mt)|+ 2d

and
(4d+ 1)|s(mt+1)− s(mt)| − 2d

≤ ∥q−1
s(mt)

qs(mt+1)∥ ≤
ξn((4d+ 1)(s(k − t)− s(k − t− 1) + 8) + 2d).

However, for all r ∈ N we have ξn(r) ≤ ξk−t(r) and νk−t(r) ≤ νn(r). So

νk−t((4d+ 1)(s(k − t)− s(k − t− 1)− 8)− 2d)

≤ νn((4d+ 1)(s(k − t)− s(k − t− 1)− 8)− 2d)

and
ξn((4d+ 1)(s(k − t)− s(k − t− 1) + 8) + 2d)

≤ ξk−t((4d+ 1)(s(k − t)− s(k − t− 1) + 8) + 2d).

Therefore by the definition of s : N → N we must have that max{mt,mt+1} = k−t.
So m1 ≤ max(m1,m2) = k − 1 and max(m0,m1) = k together imply that m0 = k.
This gives ϕ(f(u, 0, k)) = g · f(v, j0, k). Since k ≥ n+2 was arbitrary, we conclude
that for all k ≥ n+ 2 there is j(k) ∈ N with

ϕ(f(u, 0, k)) = g · f(v, j(k), k).
Since z = lim q−1

s(r) · z, we see that f(0) = lim q−1
s(k) · f(u, 0, k). By clause (vi)

there is j ∈ N and h ∈ G such that ϕ(f(0)) = h · f(j). Then h · f(j) = lim q−1
s(k)g ·

f(v, j(k), k). We have that f(j) = h−1 ·(h ·f(j)) is in the clopen set X(v)−1∗X(v)
and therefore for sufficiently large k we must have h−1q−1

s(k)g ·f(v, j(k), k) ∈ X(v)−
1 ∗ X(v). Since [f(v, j(k), k)] ∩ (X(v) − 1 ∗ X(v)) = q−1

s(k) · f(v, j(k), k), we must

have h−1q−1
s(k)g = q−1

s(k) for all sufficiently large k ∈ N. Therefore

f(j) = h−1 · lim q−1
s(k)g · f(v, j(k), k) = lim q−1

s(k)f(v, j(k), k)

so j(k) = j for sufficiently large k ∈ N.
(x). Let g ∈ G be as in clause (vii) and let j ∈ N be as in clause (ix). For

i = 0, 1 let Ku
i = {k ∈ N : u(hk) = i} and Kv

i = {k ∈ N : (hj · v)(hk) = i}. Pick
any i = 0, 1 with Ku

i infinite. We have

lim
k∈Ku

i

f(u, 0, k) = zi.

Applying ϕ to both sides we get

ϕ(zi) = ϕ

(
lim

k∈Ku
i

f(u, 0, k)

)
= lim

k∈Ku
i

ϕ(f(u, 0, k))

= lim
k∈Ku

i

g · f(v, j, k) = g · lim
k∈Ku

i

f(v, j, k).
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A priori we know that if limk∈Ku
i
f(v, j, k) exists then this limit must be either z0

or z1. Since the limit does exist, (hj · v)(hk) must be constant for all but finitely
many k ∈ Ku

i and by clause (vi) and the equations above we have that this constant
value must be i. Thus Ku

i −Kv
i is finite.

By clause (iii) of Lemma 9.4.8 we have that Ku
1 is infinite. Thus Ku

1 −Kv
1 is

finite. We now consider two cases. Case 1: Ku
0 is infinite. Then Ku

0 −Kv
0 is finite.

Since N = Ku
0 ∪ Ku

1 , we have that K = (Ku
0 ∩ Kv

0 ) ∪ (Ku
1 ∩ Kv

1 ) is cofinite in N
and u(hk) = (hj · v)(hk) for all k ∈ K. Thus u and hj · v differ at only finitely
many coordinates. So by clause (ii) of Lemma 9.4.8 we have u E∞ v. Case 2:
Ku

0 is finite. Since N = Ku
0 ∪ Ku

1 , we have that Ku
1 is cofinite in N. Thus both

Kv
1 and Ku

1 ∩ Kv
1 are cofinite in N. So for all but finitely many k ∈ N we have

u(hk) = 1 = (hj · v)(hk). Thus u and hj · v differ at only finitely many coordinates.
So by clause (ii) of Lemma 9.4.8 we have u E∞ v. �

Corollary 9.4.10. For every countably infinite group G, TC(G) and TCF(G)
are Borel bi-reducible.

Problem 9.4.11. For a countably infinite nonlocally finite group G, what are
the complexities of TCp(G), TCM(G), and TCMF(G)?

We point out that strangely we do not even know the answer to the above
question in the case G = Z.



CHAPTER 10

Extending Partial Functions to 2-Colorings

In this chapter we study the problem when a partial function on a countably
infinite group can be extended to a 2-coloring on the entire group. The answer
is immediate (and affirmative) if the partial function has a finite domain, since
the set of all 2-colorings is dense (Theorem 6.2.3). Results in this chapter can
therefore be regarded as a strengthened form of density. A partial function with
cofinite domain has only finitely many extensions. In a group with the ACP such
a function can be extended to a 2-coloring iff any extension of it is a 2-coloring.
However, in a non-ACP group G we know that there are functions with domain
G−{1G} so that one of the two extensions is a 2-coloring and the other is periodic
(c.f., e.g., the proof of Theorem 6.3.3). These results suggest that it might be
difficult to provide a unified solution to the above problem by stating an intrinsic
condition on the partial function. Thus in this chapter we focus on the domain of
the partial function. In Sections 10.1 and 10.2 we characterize subsets of the group
on which any partial function can be extended to a 2-coloring of the full group. In
Section 10.4 we determine the countable group(s) G for which any extension of a
2-coloring on a nontrivial subgroup is a 2-coloring on G.

10.1. A sufficient condition for extendability

For a countably infinite group G and a subset A ⊆ G, we ask when any function
with domain A can be extended to a 2-coloring on G. This problem will be the
focus of the first two sections of this chapter.

In this section we give a sufficient condition on A for this extendability to hold.
Although this result will soon be superseded by the results of the next section, we
include it here for two reasons. First, its proof is much easier and shorter than those
in the next section. Second, the proof involves a new way to apply the fundamental
method. In fact, the following proposition is a strengthening of Theorem 6.1.1 with
a similar proof. It results from a careful scrutiny of what the technique used in the
proof of Theorem 6.1.1 can achieve.

Proposition 10.1.1. Let G be a countably infinite group and let r : N → N
be any function. Then there exists a sequence (Tn)n∈N of finite subsets of G with
the following property: if {un,i ∈ G : n ∈ N, 0 ≤ i ≤ r(n)} is any collection of
group elements then there is a fundamental c ∈ 2⊆G such that for every n ∈ N and
0 ≤ i ≤ r(n), Tn witnesses that c blocks un,i.

Proof. For n ≥ 1, define pn(k) = 2 · k4 · (r(n − 1) + 1). Then (pn)n≥1 is
a sequence of functions of subexponential growth. By Corollaries 5.4.8 and 5.4.9
there is a blueprint (∆n, Fn)n∈N and a fundamental c0 ∈ 2⊆G with

|Θn| > log2(2 · |Bn|4 · (r(n− 1) + 1))

205
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for each n ≥ 1, where Bn satisfies ∆nBnB
−1
n = G. For n ≥ 1, let Vn be the

test region for the ∆n membership test admitted by c0. For n ≥ 1 define Tn =
Bn+1B

−1
n+1(Vn+1 ∪Θn+1bn). We claim (Tn)n∈N has the desired property.

Let {un,i ∈ G : n ∈ N, 0 ≤ i ≤ r(n)} be any collection of elements of G.
For i, k ∈ N let Bi(k) be the ith digit from least to most significant in the binary
representation of k when k ≥ 2i−1 and Bi(k) = 0 when k < 2i−1. For n ≥ 1 let
s(n) = |Θn| and let θn1 , . . . , θ

n
s(n) be an enumeration of Θn. For n ≥ 1, let Γn be

the graph with vertex set ∆n and edge relation

(γ, ψ) ∈ E(Γn) ⇐⇒
∃0 ≤ i ≤ r(n− 1) γ−1ψ ∈ BnB

−1
n un,iBnB

−1
n or ψ−1γ ∈ BnB

−1
n un,iBnB

−1
n .

for distinct γ, ψ ∈ ∆n. Then degΓn
(γ) ≤ 2 · |Bn|4 · (r(n− 1) + 1) for each γ ∈ ∆n.

We can therefore find, via the greedy algorithm, a graph theoretic (2|Bn|4(r(n −
1) + 1) + 1)-coloring of Γn, say µn : ∆n → {0, 1, . . . , 2|Bn|4(r(n− 1) + 1)}.

Define c ⊇ c0 by setting

c(γθni bn−1) = Bi(µn(γ))

for each n ≥ 1, γ ∈ ∆n, and 1 ≤ i ≤ s(n). Since 2s(n) > 2|Bn|4(r(n − 1) + 1),
all integers 0 through 2|Bn|4(r(n − 1) + 1) can be written in binary using s(n)
digits. Thus no information is lost between the µn’s and c. Setting Θn(c) =
Θn(c0)− {θn1 , . . . , θns(n)} we clearly have that c is fundamental.

Now an argument identical to that appearing in the proof of Theorem 6.1.1
shows that Tn witnesses that c blocks un,i. �

Theorem 10.1.2. If G is a countably infinite group and A ⊆ G satisfies
FA−1AF ̸= G for all finite sets F ⊆ G, then every partial function c : A → 2
can be extended to a 2-coloring on G.

Proof. For each n ≥ 1 let rn : N → N be the function which is constantly 1.
Let (Tn)n∈N be as in the previous proposition. Fix an enumeration s1, s2, . . . of the
nonidentity group elements of G. By assumption we have that

{1G, s−1
n }{1G, sn}TnA−1AT−1

n ̸= G.

For each n ≥ 1 pick

hn ̸∈ {1G, s−1
n }{1G, sn}TnA−1AT−1

n .

For each n ≥ 1 set un,0 = sn and un,1 = h−1
n snhn. Let c ∈ 2G be fundamental and

such that Tn witnesses that c blocks un,0 and un,1 for each n ≥ 1.
Let x ∈ 2A be an arbitrary function. Define y ∈ 2G by

y(g) =

{
x(g) if g ∈ A

c(g) otherwise.

So y extends x. We will show that y is a 2-coloring of G. Fix 1G ̸= s ∈ G. Then
for some n ≥ 1 we have s = sn. Set T = Tn ∪ hnTn and let g ∈ G be arbitrary.
Notice that A ∩ (gTn ∪ gsnTn) ̸= ∅ if and only if g ∈ AT−1

n ∪AT−1
n s−1

n . So by the
definition of hn we have that

A ∩ (gTn ∪ gsnTn) ̸= ∅ =⇒ A ∩ (ghnTn ∪ gsnhnTn) = ∅.
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If A∩ (gTn ∪ gsnTn) = ∅ then set k = 1G. Otherwise set k = hn. In either case we
have A ∩ (gkTn ∪ gsnkTn) = ∅. Therefore for all t ∈ Tn

y(gkt) = c(gkt) and y(gsnkt) = c(gsnkt).

Notice that Tn witnesses that c blocks k−1snk. Therefore, there is t ∈ Tn with

y(gkt) = c(gkt) ̸= c(gk(k−1snk)t) = c(gsnkt) = y(gsnkt).

This completes the proof since kt ∈ T . �

Note that this gives another proof for the density of 2-colorings.

10.2. A characterization for extendability

In this section we continue to consider the problem when any partial function
with domain A can be extended to a 2-coloring on G.

There is an obvious obstacle if the set A is too large in the following sense. We
let χA denote the characteristic function of A ⊆ G:

χA(g) =

{
1 if g ∈ A

0 if g ̸∈ A.

If 1 ∈ [χA] then there is no 2-coloring onG extending 1 ∈ 2A, the constant 1 function
with domain A. This is because, for any x ∈ 2G extending 1 ∈ 2A and sequence
(gn)n∈N of elements of G so that 1 = lim gn · χA, we must have lim gn · x = 1, since
x can have value 0 only when χA has value 0. This shows that x is not a 2-coloring.
A moment of reflection shows that 1 ∈ [χA] is indeed a largeness condition since it
is equivalent to saying that A contains a translate of any finite subset of G.

The objective of this section is to show that this is the only obstacle for the
extendability. We introduce the following terminology.

Definition 10.2.1. We say that A ⊆ G is slender if 1 ̸∈ [χA].

The following characterizations of slenderness are immediate. We state them
without proof.

Lemma 10.2.2. Let G be a countably infinite group. The following are equiva-
lent for A ⊆ G:

(i) A is slender, i.e., 1 ̸∈ [χA];
(ii) 1⊥χA;
(iii) there exists a finite T ⊆ G so that for every g ∈ G there is t ∈ T with

gt ̸∈ A.

It is easy to see that any proper subgroup is slender. In fact, if H < G and
T = {1G, a} for some arbitrary a ∈ G−H, then for any g ∈ G, gT ̸⊆ H.

The main technical result of this section is the following theorem.

Theorem 10.2.3. Let G be a countably infinite group, A ⊆ G a slender subset,
s ∈ G a nonidentity element, and y ∈ 2A. There exist a slender A′ ⊇ A and
x0, x1 ∈ 2A

′
extending y such that

(a) any extension of x0 or x1 blocks s, and
(b) for any z0, z1 ∈ 2G extending x0, x1 respectively, z0 ⊥ z1.
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Before giving the long and technical proof, we offer some remarks on its struc-
ture and main ideas. Then during the proof we give more commentaries to elaborate
on the ideas. In this proof we will try to recreate, as much as is possible and needed,
the machinery used in our standard construction of a 2-coloring. However, since we
only need to block a single element s, we do not need to construct an entire blue-
print, but just a single ∆ and F . The construction of ∆ and F will run parallel to
extending y. In extending y, we shall create a membership test for the set ∆. The
membership test will rely on counting the number of 1’s within a finite test region,
but it will not be a simple membership test as used in our original fundamental
method. The bulk of the work is to strategically add a lot of 1’s at select locations
but at the same time make sure they are not visible from other unwanted locations.
This makes the ∆-translates of F look different from the background.

Proof of Theorem 10.2.3. Let G, A, s and y be given. Let T ⊆ G be a
finite set such that gT ̸⊆ A for any g ∈ G. We fix a finite B ⊆ G with 1G ∈ B such
that for every g ∈ G,

|gB ∩ (G−A)| ≥ 2.

Such a B can be taken to be the union of two disjoint (left) translates of T , with
one of them containing 1G.

Much of this proof will rely on counting the number of 1’s of a partial function
within some left translate of B. We define a counting function as follows. For
z ∈ 2⊆G and g ∈ G, let

rz(g) = |{b ∈ B : gb ∈ dom(z) and z(gb) = 1}|.
Note that rz is total even if z is partial, and rz(g) ≤ |B| in general. Set N = |B|−2
so that max{ry(g) : g ∈ G} ≤ N .

If we add in more 1’s in a particular translate gB, then these 1’s will be visible
in at most the gBB−1-translates of B. In order to control the number of 1’s seen
within translates of B, we will often insist that translates of BB−1 be disjoint.
Let C be a finite symmetric set (meaning C = C−1) containing BB−1. Elements
outside gC will not see in their translate of B newly added 1’s in gB. However,
since we can not expect to have a locally recognizable function on gC, a difficulty
is how to pinpoint the precise element of the prospective ∆ if we already know
it is within gC. A natural solution is to look beyond gC and use information in
other parts of gF (which requires that the prospective F be sufficiently big). The
following function a tells us where to look for this additional information.

For every c1, c2 ∈ C, fix a(c1, c2) ∈ G so that the following conditions hold:

∀c1, c2 ∈ C a(c1, c2) = a(c2, c1);

∀c1, c2 ∈ C c1a(c1, c2)C ∩ C = ∅;

∀c1, c2, c3, c4 ∈ C {c1, c2} ̸= {c3, c4} =⇒ c1a(c1, c2)C ∩ c3a(c3, c4)C = ∅.
Note that the symmetry in the first condition implies that if {c1, c2} ̸= {c3, c4}
then c2a(c1, c2)C ∩ c3a(c3, c4)C = ∅. Such a function a exists since G is infinite.

Now let F ⊆ G be finite with

F ⊇ C3 ∪ C ·
∪

c1,c2∈C

a(c1, c2)C

and satisfying

ρ(F ;C)− |C|6 − |C|3 ≥ log2 (2|C|3N+3|F |2 + 1) + log2 (|C|) + 4.
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Such an F exists by Lemma 5.4.5.
Let D0 ⊆ r−1

y (N) = {g ∈ G : ry(g) = N} be a maximal subset of r−1
y (N) with

the D0-translates of CF disjoint. Similarly, let D1 ⊆ r−1
y (N − 1) be a maximal

subset of r−1
y (N − 1) with the D1-translates of CF disjoint and D1C

4F ∩D0CF =
∅. In general, once D0 through Dm−1 have been defined (1 < m ≤ N), let
Dm ⊆ r−1

y (N −m) be a maximal subset of r−1
y (N −m) with the Dm-translates of

CF disjoint and

DmC
3m+1F ∩

∪
0≤i<m

DiCF = ∅.

We set D =
∪

0≤i≤N Di. One or more Di might be finite or even empty (including

DN ), but D is always infinite. To provide some perspective, the set D will soon be
modified slightly (each element of D right translated by an element of C) to create
∆.

We point out two important properties ofD. First, let g ∈ G and let 0 ≤ m ≤ N
be such that ry(g) = N −m. Then by the definition of Dm either

gC3m+1F ∩
∪

0≤i<m

DiCF ̸= ∅

or else gCF ∩DmCF ̸= ∅. In any case,

g ∈
∪

0≤i≤m

DiCFF
−1C3m+1 ⊆ DCFF−1C3N+1.

Second, let 0 ≤ m ≤ N , let d ∈ Dm, and let g ∈ dC3. Then for any t < m

gC3t+1F ∩
∪

0≤i≤t

DiCF ⊆ DmC
3m+1F ∩

∪
0≤i<m

DiCF = ∅

and therefore ry(g) ̸= N − t. It follows that ry(g) ≤ N −m for all g ∈ DmC
3. Thus

each point in D achieves a local maximum ry-value.
In what follows we will go through a number of consecutive extensions of y,

and in the middle of these extensions we will also define ∆. We first extend y to y1
so that

dom(y1) = dom(y) ∪DC
and for every d ∈ D all elements of dC − dom(y) are assigned the value 0 except
for precisely 2 elements in dB − dom(y) which are assigned the value 1. y1 exists
since the D translates of C are disjoint (1G ∈ C ⊆ F ) and every left translate of B
contains at least 2 elements not in dom(y). Notice that for g ∈ G,

ry(g) ≤ ry1(g) ≤ ry(g) + 2

and

ry1(g) > ry(g) =⇒ g ∈ DC.

Next we extend y1 to y2 where y2 has domain

dom(y1) ∪D{c1a(c1, c2) : c1 ̸= c2 ∈ C}B
and satisfies for each d ∈ D and each c1 ̸= c2 ∈ C

∃b ∈ B y2(dc1a(c1, c2)b) ̸= y2(dc2a(c1, c2)b),

and

ry2(dc1a(c1, c2)) + ry2(dc2a(c1, c2)) ≤ ry1(dc1a(c1, c2)) + ry1(dc2a(c1, c2)) + 1.
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Notice that for c1, c2 ∈ C, c1a(c1, c2)B ⊆ F , so one can extend y1 to y2 by consid-
ering one D-translate of F at a time. Also, by the construction of the function a we
have that for any d ∈ D and c1, c2 ∈ C, dc1a(c1, c2)B ∩DC = ∅. Thus for d ∈ D
and c1, c2 ∈ C, dc1a(c1, c2)B contains at least 2 elements not in dom(y1). When
c1 ̸= c2, dc1a(c1, c2) ̸= dc2a(c1, c2) so one can achieve the last two requirements
listed above. Finally, by construction dc1a(c1, c2)B ∩ dc3a(c3, c4)B = ∅ for any
d ∈ D and c1 ̸= c2, c3 ̸= c4 ∈ C with {c1, c2} ̸= {c3, c4}. Therefore the function y2
exists. In the above argument, we showed that various group elements had disjoint
B translates. However, the reader can easily check that they all have disjoint C
translates. We therefore notice that y2 has the following properties for every g ∈ G:

ry(g) ≤ ry2(g) ≤ ry(g) + 2;

ry2(g) > ry(g) =⇒ g ∈ D(C ∪
∪

c1 ̸=c2∈C

c1a(c1, c2)C);

ry2(g) > ry(g) + 1 =⇒ g ∈ DC.

For further extensions we set

V = {a(c1, c2) : c1 ̸= c2 ∈ C}C.
Now extend y2 to y3 where

dom(y3) = dom(y2) ∪DCV
and for all g ∈ dom(y3) − dom(y2), y3(g) = 0. Since y3 extends y2 using only the
value 0, y3 also satisfies the three properties listed above for y2.

Now we can modify D to get ∆. The construction of y1 was a naive attempt
of creating a membership test for D by placing several 1’s within a translate of B.
The problem is that we may not be able to uniformly tell the difference between
elements of DC and elements of D only using a finite set. As we will now see, the
construction of y2 and y3 allow us to recognize a particular element of dC for each
d ∈ D, though this recognized element may not be d itself.

By the definition of y2, we have for any d ∈ D and c1 ̸= c2 ∈ C, there is b ∈ B
with y2(dc1a(c1, c2)b) ̸= y2(dc2a(c1, c2)b) and hence

((dc1)
−1 · y3) � V ̸= ((dc2)

−1 · y3) � V.
Also, by definition of y3, for every d ∈ D and c ∈ C, ((dc)−1 · y3) � V ∈ 2V .
Arbitrarily pick a total ordering, ≺, on 2V . We define a function

q : D =
∪

0≤m≤N

Dm → DC

as follows. If d ∈ Dm, then we let q(d) = dc, where c is the unique element of

S = {c′ ∈ C : ry3(dc
′) = N −m+ 2}

so that ((dc)−1 · y3) � V is the ≺-largest among

{((dc′)−1 · y3) � V : c′ ∈ S}.
We define ∆ = q(D), and for each 0 ≤ m ≤ N we define ∆m = q(Dm). Since
the D-translates of CF are disjoint, from the definition of q it follows that the
∆-translates of F are disjoint.

Although we have defined the sets ∆ and F , a membership test for ∆ has
to wait until we have further extended y3. One can expect that the prospective
membership test will be inductive on ∆m, and it will necessarily use the property
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that ∆m elements not only have local maximum values for the counting function,
but also achieve the maximum in the ≺-ordering among their local competitors. All
these desired properties are already in place by our construction so far. However, it
seems that, in order to carry out the induction successfully, we need to make use of
the maximal disjointness properties imposed on elements of D when it was defined.
It is therefore necessary for us to create also a membership test for D at the same
time. And this will be implemented by trying to code information contained in
the function q by parities of the counting function values. This extra coding is the
main idea of the following extensions.

Let Λ ⊆ F be such that the Λ-translates of C are contained and maximally
disjoint within F . Notice that:

|{λ ∈ Λ : CλC ∩ C ̸= ∅}| = |{λ ∈ Λ : λ ∈ C3}| ≤ |C|3;

|{λ ∈ Λ : CλC ∩ CV ̸= ∅}| = |{λ ∈ Λ : λ ∈ C2V C}| ≤ |C|6.
We have |Λ| ≥ ρ(F ;C), and therefore there are at least

log2 (2|C|3N+3|F |2 + 1) + log2 (|C|) + 4

elements of Λ which are in neither of the sets above. Let λ1, λ2, . . . , λM enumerate
the elements of Λ which are in neither of the above sets. Let K be the least integer
greater than log2 (|C|). Notice that M −K − 2 ≥ log2 (2|C|3N+3|F |2 + 1).

As {λ1, λ2, . . . , λM}C ⊆ F and the D-translates of CF are disjoint, it follows
that the ∆-translates of {λ1, λ2, . . . , λM}C are disjoint. Also, by the choice of λ1
through λM , we have for each 1 ≤ i ≤M

∆λiC ∩D(C ∪ CV ) ⊆ DCλiC ∩D(C ∪ CV ) = ∅.

Since

y3 � (G−D(C ∪ CV )) = y � (G−D(C ∪ CV ))

each ∆{λ1, λ2, . . . , λM}-translate of B contains at least 2 elements not in the do-
main of y3. Let y4 extend y3 by only assigning the value 0 and have a domain with
the property that every ∆{λ1, . . . , λM}-translate of B has exactly one undefined
point and that no other points besides these are undefined. To be more precise, we
require

∀g ∈ dom(y4)− dom(y3) y4(g) = 0,

G−∆{λ1, . . . , λM}B ⊆ dom(y4),

and

|(G− dom(y4)) ∩ γλiB| = 1

for every γ ∈ ∆ and 1 ≤ i ≤M . It follows from the properties of y3, the properties
of the λi’s, and the definition of y4 that for every g ∈ G:

ry(g) ≤ ry4(g) ≤ ry(g) + 2;

ry4(g) > ry(g) =⇒ g ∈ D(C ∪ CV );

ry4(g) > ry(g) + 1 =⇒ g ∈ DC.

Moreover, we have that if z ∈ 2G is any extension of y4 then for every g ∈ G:

ry(g) ≤ rz(g) ≤ ry(g) + 2;

rz(g) > ry(g) =⇒ g ∈ D(C ∪ CV ∪ C{λ1, . . . , λM}C);
rz(g) > ry(g) + 1 =⇒ g ∈ DC.



212 10. EXTENDING PARTIAL FUNCTIONS TO 2-COLORINGS

For i, k ∈ N, we let Bi(k) ∈ {0, 1} be the ith digit from least to most significant
in the binary representation of k when k ≥ 2i−1 and Bi(k) = 0 when k < 2i−1. Let
p : C → 2K be any injective function. Extend y4 to y5 so that

dom(y5) = dom(y4) ∪∆{λ1, λ2, . . . , λK}B
and for every γ ∈ ∆ and 1 ≤ i ≤ K

ry5(γλi) ≡ Bi(p(d
−1γ)) mod 2

where d ∈ D is such that γ ∈ dC (or equivalently, d = q−1(γ)). Recall that
K > log2 (|C|), so no information is lost between the function p and its “encoding”
into y5. The function y5 and any extension of it still satisfy the last 3 properties
listed at the end of the previous paragraph.

We claim that for any 0 ≤ m ≤ N y5 admits a ∆m membership test if and
only if it admits a Dm membership test. Fix 0 ≤ m ≤ N and first suppose that y5
admits a ∆m membership test. Let z ∈ 2G be an arbitrary extension of y5. Then
for g ∈ G, g ∈ Dm iff

there is c ∈ C so that gc ∈ ∆m and for every 1 ≤ i ≤ K

rz(gcλi) ≡ Bi(p(c)) mod 2.

If d ∈ Dm, then clearly there is c ∈ C with dc ∈ ∆m and the last requirement is
satisfied by definition of y5. Now suppose g ∈ G has the stated properties. Let
c ∈ C be such that gc ∈ ∆m. It is clear that for any γ ∈ ∆ the parities of rz(γλi)
(1 ≤ i ≤ K) uniquely determine an element c′ ∈ C with γ(c′)−1 ∈ D. Therefore,
the property satisfied by g clearly implies g ∈ Dm. Now suppose that y5 admits a
Dm membership test. Let z ∈ 2G be an arbitrary extension of y5. Since z is defined
on all of G, we can define a relation ≺z on G by

g ≺z h⇐⇒ (g−1 · z) � V ≺ (h−1 · z) � V.
The relation ≺z is a quasiordering, i.e. it is reflexive and transitive, but fails to be
antisymmetric. An important property of ≺z is that the construction of y3 ensures
that ≺z is a total ordering whenever restricted to a single D-translate of C. We
claim that for g ∈ G, g ∈ ∆m iff

rz(g) = N −m+2, there is c ∈ C with gc ∈ Dm, and h ≺z g for
all elements h ∈ gcC with rz(h) = N −m+ 2.

By the way ∆m was defined, it is clear that elements of ∆m have these properties.
If g ∈ G satisfies these properties, then let c ∈ C be such that gc = d ∈ Dm.
Let γ ∈ ∆m ∩ dC. By definition, γ is ≺z-largest among all elements h ∈ dC with
rz(h) = N −m+ 2. So g ≺z γ, γ ≺z g, and γ, g ∈ dC. Therefore g = γ ∈ ∆m.

Now we will show that y5 admits a ∆ membership test. For this, it will suffice
to show that each ∆m has a membership test. We will use induction on m.

We begin with ∆0. Let z ∈ 2G be an arbitrary extension of y5. Let ≺z be
defined as above. We claim that for g ∈ G, g ∈ ∆0 iff

rz(g) = N + 2 and h ≺z g for all h ∈ gC2 with rz(h) = N + 2.

First, let γ ∈ ∆0. Then clearly rz(γ) = N + 2. By construction, C3 ⊆ F , so the
D-translates of C3 are disjoint. Let d ∈ D0 be such that γ ∈ dC. Then γC2 ⊆ dC3

and therefore if d′ ∈ D and γC2 ∩ d′C ̸= ∅, then d′ = d. Additionally, every
element h ∈ G with rz(h) = N + 2 is an element of DC. Therefore,

{h ∈ γC2 : rz(h) = N + 2} ⊆ dC.
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It then follows from the construction of ∆0 that h ≺z γ for all such h. Conversely,
let g ∈ G be such that rz(g) = N+2 and h ≺z g for all h ∈ gC2 with rz(h) = N+2.
By construction, we immediately have g ∈ D0C. Let d ∈ D0 be such that g ∈ dC.
Let γ ∈ dC ∩∆0. Now γ ∈ dC ⊆ gC2 and rz(γ) = N + 2, so γ ≺z g. However, g
and γ are both in dC and by construction g ≺z γ. It follows g = γ ∈ ∆0.

For the inductive step, let 0 < m ≤ N and suppose that y5 admits a ∆t-
membership test for all t < m. Then y5 also admits a Dt-membership test for all
t < m. Let z ∈ 2G be an arbitrary extension of y5, and define ≺z as before. We
claim that for g ∈ G, g ∈ ∆m iff there is c ∈ C such that

rz(g) = N −m+ 2;

rz(gc) = N −m+ 2;

gcC3m+1F ∩ (
∪

0≤t<m

DtCF ) = ∅;

and h ≺z g for all h ∈ gC2 with rz(h) = N −m+ 2.

Note that one can test the truth of the third requirement by only checking the
values of z on a finite set. One only needs to run the Dt-membership test for each
0 ≤ t < m and each element of gcC3m+1FF−1C. First suppose γ ∈ ∆m. Then
clearly there is c ∈ C with γc = d ∈ Dm. By construction, rz(γ) = rz(γc) =
N −m+ 2. Also, from the definition of Dm we have that d = γc satisfies the third
condition listed above. It follows from the paragraph following the definition of
D that ry(h) ≤ N − m for all h ∈ γC2 ⊆ dC3. Therefore every h ∈ γC2 with
rz(h) = N −m + 2 must lie in DC. Since the D-translates of C3 are disjoint, it
follows that

{h ∈ γC2 : rz(h) = N −m+ 2} ⊆ dC.

So it follows from the definition of ∆m that γ is ≺z largest among all such h.
Conversely, suppose g ∈ G and c ∈ C satisfy the conditions above. Then for

every i < m we have

gcC3i+1F ∩ (
∪

0≤t<i

DtCF ) = ∅

and
gcCF ∩DiCF ⊆ gcC3m+1F ∩DiCF = ∅.

Therefore, it follows from the definition of Di that for every 0 ≤ i < m ry(gc) ̸=
N−i. So ry(gc) ≤ N−m. Since rz(gc) = N−m+2, it must be that ry(gc) = N−m
and gc ∈ DiC for some m ≤ i ≤ N . As mentioned in the paragraph following the
definition ofD, we have ry(h) ≤ N−i for all h ∈ DiC

3. So we must have gc ∈ DmC.
Let d ∈ Dm be such that gc ∈ dC. Then g ∈ dC2. We have ry(g) ≤ N −m. Since
rz(g) = N − m + 2, it must be that ry(g) = N − m and g ∈ DC. Since the
D-translates of C2 are disjoint, g ∈ dC. Then dC ⊆ gC2 ⊆ dC3. It follows that

{h ∈ gC2 : rz(h) = N −m+ 2} ⊆ dC.

If γ ∈ dC∩∆m, then rz(γ) = N −m+2 so γ ≺z g. By construction of ∆m, g ≺z γ.
Therefore g = γ ∈ ∆m. This finishes the proof that y5 admits a ∆ membership
test. It follows also that y5 admits a D membership test.

The rest of the proof uses familiar techniques in the fundamental method. The
remaining tasks are to extend y5 to block the element s, to reach further orthogonal
extensions, and at the same time to maintain the slenderness of the domain of the
partial functions constructed.
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Recall that for any g ∈ G

g ∈ DCFF−1C3N+1.

Therefore, for any g ∈ G
g ∈ ∆C2FF−1C3N+1.

Let Γ be the graph with vertex set ∆ and edge relation given by

(γ, ψ) ∈ E(Γ) ⇐⇒ ∃h ∈ C2FF−1C3N+1 (γhsh−1 = ψ ∨ ψhsh−1 = γ)

for γ, ψ ∈ ∆. Then each element of ∆ has degree at most 2|C|3N+3|F |2 in Γ. By
applying the greedy algorithm, we can find a graph-theoretic coloring of Γ using
2|C|3N+3|F |2 + 1 many colors, say µ : ∆ → (2|C|3N+3|F |2 + 1). Now we extend y5
to x so that

dom(x) = dom(y5) ∪∆{λK+1, λK+2, . . . , λM−2}B
and

rx(γλK+i) ≡ Bi(µ(γ)) mod 2

for all γ ∈ ∆ and 1 ≤ i ≤M −K − 2. Since

M −K − 2 ≥ log2 (2|C|3N+3|F |2 + 1)

no information is lost between µ and x.
We claim that any extension of x blocks s. Let W be the test region for the

∆-membership test admitted by x. Let T0 = C3N+1FF−1C2, T = T0(F ∪W ), and
let g ∈ G be arbitrary. Since ∆T−1

0 = G, there is t ∈ T0 with gt ∈ ∆. If gst ̸∈ ∆,
then gt passes the ∆-membership test while gst fails. Therefore there is w ∈ W
with gtw, gstw ∈ dom(x) and x(gtw) ̸= x(gstw). As tw ∈ T , this completes this
case. Now suppose gst ∈ ∆. Then gst = gt(t−1st) so gt and gst are joined by
an edge in Γ. It follows µ(gt) ̸= µ(gst). So there is 1 ≤ i ≤ M − K − 2 with
Bi(µ(gt)) ̸= Bi(µ(gst)). Thus

rx(gtλK+i) ̸≡ rx(gstλK+i) mod 2

and therefore there is b ∈ B with x(gtλK+ib) ̸= x(gstλK+ib) (recall ∆λK+iB ⊆
dom(x)). This completes the proof of the claim since tλK+ib ∈ T0F ⊆ T .

Now for ι = 0, 1 define xι so that

dom(xι) = dom(x) ∪∆λM−1B

and
rx(γλM−1) ≡ ι mod 2

for all γ ∈ ∆. Let T0, W , and T be as in the previous paragraph. We claim that
for any g0, g1 ∈ G there is τ ∈ T such that g0τ, g1τ ∈ dom(x0) = dom(x1) and
x0(g0τ) ̸= x1(g1τ). Clearly it follows that z0 ⊥ z1 for any z0, z1 ∈ 2G extending
x0, x1 respectively. To prove the claim, let g0, g1 ∈ G. Then there is t ∈ T0 with
g0t ∈ ∆. If g1t ̸∈ ∆ then g0t passes the ∆-membership test while g1t fails. Thus, if
g1t ̸∈ ∆ then there is w ∈W with x(g0tw) ̸= x(g1tw). Clearly tw ∈ T . So suppose
g1t ∈ ∆. Then

rx0(g0tλM−1) ̸≡ rx1(g1tλM−1) mod 2

so there is b ∈ B with x0(g0tλM−1b) ̸= x1(g1tλM−1b).
Finally, we verify that A′ = dom(xi) is slender. This is immediate since if T0

is as before then for every g ∈ G there is t ∈ T0 with gt ∈ ∆ and

|gtλMB ∩ (G− dom(xi))| = 1.
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�

The main result of this section now follows quickly.

Theorem 10.2.4. Let G be a countably infinite group and A ⊆ G. Then the
following are equivalent:

(i) A is slender;
(ii) There exists a 2-coloring on G extending the constant function 1 ∈ 2A;
(iii) For every y ∈ 2A there exists a 2-coloring on G extending y;
(iv) For every y ∈ 2A there exists a perfect set of pairwise orthogonal 2-

colorings on G extending y.

Proof. We have shown (ii) ⇒ (i) at the beginning of this section by noting
that if A is not slender then 1 ∈ 2A cannot be extended to any 2-coloring on G.
The implications (iv) ⇒ (iii) ⇒ (ii) are obvious.

It suffices to verify (i) ⇒ (iv). For this we consider an additional clause:

(v) For any enumeration s1, s2, . . . of the nonidentity elements of G and y ∈
2A, there is a collection {xu ∈ 2⊆G : u ∈ 2<N} such that for all u ∈ 2<N,
(va) y ⊆ xu ⊆ xua0, xua1,
(vb) xu blocks si for all i ≤ |u|,
(vc) for u ̸= v ∈ 2<N with |u| = |v|, if zu, zv ∈ 2G extend xu, xv respec-

tively, then zu ⊥ zv,
(vd) {1G, s1, s2, . . . , s|u|} ⊆ dom(xu).

We show (i) ⇒ (v) ⇒ (iv).
(i)⇒ (v). Let s1, s2, . . . be an enumeration of the nonidentity elements of G and

let y ∈ 2A. If necessary, arbitrarily define y(1G) so that 1G ∈ dom(y). Applying
Theorem 10.2.3 to s1 and u∅ = y, we obtain x0 and x1. Again, if necessary,
arbitrarily define x0(s1) and x1(s1) so that s1 ∈ dom(x0), dom(x1). In general,
given xu, apply Theorem 10.2.3 to s|u|+1 and xu to obtain xua0 and xua1. Again,
arbitrarily define xua0 and xua1 on s|u|+1 so that s|u|+1 ∈ dom(xua0),dom(xua1).

The collection {xu : u ∈ 2<N} has the desired properties.
(v) ⇒ (iv). Let y ∈ 2A, and let {xu : u ∈ 2<N} be as in (v) with respect to

any enumeration of G − {1G}. For τ ∈ 2N, let zτ =
∪

n∈N xτ�n. By clause (vd),

zτ ∈ 2G. Each zτ is a 2-coloring, and for σ ̸= τ ∈ 2N, zσ⊥zτ . To see {zτ : τ ∈ 2N}
is a perfect set, it suffices to verify that the mapping σ 7→ zσ is continuous, since
it is obviously injective. Given ϵ > 0 there corresponds a finite B ⊆ G with the
property that d(w1, w2) < ϵ if and only if w1 and w2 agree on B. By clause (vd)
there is n ∈ N so that B ⊆ dom(xτ�n). So zτ and zσ agree on B for any σ ∈ 2N

with σ � n = τ � n. Thus the map σ 7→ zσ is continuous and injective, so the image,
{zτ : τ ∈ 2N}, is perfect. �

Since every proper subgroup of G is slender, the following corollary is immedi-
ate.

Corollary 10.2.5. Let G be a countably infinite group and H < G a proper
subgroup of G. Then every partial function with domain H can be extended to a
2-coloring on G.

It may not be so obvious to the reader why the condition in Theorem 10.1.2
implies the slenderness of A. Here we give a direct argument. Suppose FA−1AF ̸=
G for any finite F ⊆ G. In particular A−1A ̸= G. Let a ∈ G−A−1A be arbitrary.
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Then a ̸= 1G. Let T = {1G, a}. Then T−1T ̸⊆ A−1A. We claim that T witnesses
the slenderness of A. For this let g ∈ G. Then gT ̸⊆ A, since otherwise T−1T =
T−1g−1gT ⊆ A−1A, a contradiction.

By carefully analyzing the proof of Theorem 10.2.3, we see that we can actually
prove something stronger.

Corollary 10.2.6. Let G be a countably infinite group, and let A ⊆ G be
slender. Then there is a set of continuous functions {Eτ : τ ∈ 2N} such that
Eτ (y) is a 2-coloring on G extending y for each y ∈ 2A and τ ∈ 2N. Moreover, if
σ ̸= τ ∈ 2N, then Eσ(y) and Eτ (y) are orthogonal.

Proof. Fix an enumeration s1, s2, . . . of the non-identity elements of G. Let
Z denote the set of ordered triples (y, T, i) where y ∈ 2⊆G has slender domain,
T ⊆ G is finite and witnesses the slenderness of dom(y) (meaning that for every
g ∈ G there is t ∈ T with gt ̸∈ dom(y)), and i ∈ N is either 0 or else y blocks
sl for every l ≤ i. We view Z as a subset of 2⊆G × Pfin(G) × N, where N has
the discrete topology, Pfin(G) is the collection of finite subsets of G and has the
discrete topology, and 2⊆G has the topology coming from 3G as described at the
end of Section 2.1. Let π1, π2, and π3 denote the projections from Z to its three
components. Denote by Zi the set π−1

3 (i) ⊆ Z. We claim that there are two
continuous functions E0, E1 : Z → Z satisfying the following:

(i) E0(Zi), E1(Zi) ⊆ Zi+1 for all i ∈ N;
(ii) {1G, s1, s2, . . . , si+1} ⊆ dom(π1(E0(z))), dom(π1(E1(z))) for all i ∈ N and

z ∈ Zi;
(iii) π1(E0(z)) and π1(E1(z)) both extend π1(z) for every z ∈ Z;
(iii) any extensions of π1(E0(z)) and of π1(E1(z)) to 2G are orthogonal, for

every z ∈ Z.

Before defining E0 and E1, we show how the statement of this corollary follows
from their existence. Fix a slender set A ⊆ G. Let T ⊆ G be finite and have the
property that for every g ∈ G there is t ∈ T with gt ̸∈ A. Notice that the inclusion
y ∈ 2A 7→ (y, T, 0) ∈ Z is continuous. For y ∈ 2A and τ ∈ 2N we define

Eτ (y) =
∪
n∈N

π1 ◦ Eτ(n) ◦ Eτ(n−1) ◦ · · · ◦ Eτ(0)(y, T, 0).

By clauses (ii) and (iii) we have that Eτ (y) is an element of 2G which extends y.
Since E0 and E1 are continuous, it follows from clause (ii) that the map y 7→ Eτ (y)
is continuous for y ∈ 2A and fixed τ ∈ 2N. Also, by clause (i) and the definition of
Z it follows that Eτ (y) is a 2-coloring. Finally, by clause (iii) we have that Eτ (y)
and Eσ(y) are orthogonal for every y ∈ 2A and τ ̸= σ ∈ 2N.

Now we define E0 and E1. This is not too difficult of a task since E0 and E1

were in some sense implicitly defined in the proof of Theorem 10.2.3. In the proof
of that theorem, we began with y ∈ 2A with A slender a non-identity s ∈ G, we
picked a finite set T ⊆ G witnessing the slenderness of A, and we described how to
construct a sequence of functions, namely y1, y2, y3, y4, y5, and x, which ultimately
led to two functions x0 and x1. The functions x0 and x1 had the property that
they have slender domain, they extended y, they block s, and any extensions of
x0 and x1 to 2G are orthogonal. If s = si+1 and y blocks all sl for l ≤ i then we
essentially want to define E0(y, T, i) = (x0, T0, i+1) and E1(y, T, i) = (x1, T1, i+1),
for some finite sets T0, T1 ⊆ G to be specified. So we must simply trace through
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the constructions appearing in the proof of Theorem 10.2.3 and show that these
can be done in a continuous manner.

Let z = (y, T, i) ∈ Z. Set A = dom(y). So A is slender and for every g ∈ G
there is t ∈ T with gt ̸∈ A. Set s = si+1. Looking back at the proof of Theorem
10.2.3, we see that many objects appearing in that proof are defined solely in terms
of T . Namely, the following objects are defined solely in terms of T : B, N , C,
a : C × C → G, V , ≺ (the total order on 2V ), F , Λ, {λ1, λ2, . . . , λM}, K, and
p : C → 2K . By fixing a choice of each of these objects for every finite T ⊆ G,
we get that these objects vary continuously with z ∈ Z (we view these objects as
points in a discrete topological space). If x0 and x1 are as constructed in Theorem
10.2.3 with respect to z and s, then it is explicit in that proof that the finite set
C3N+1FF−1C2λMB witnesses the slenderness of dom(x0) = dom(x1). We will
define E0(z) and E1(z) so that π2(E0(z)) = π2(E1(z)) = C3N+1FF−1C2λMB and
π3(E0(z)) = π3(E1(z)) = i + 1. Thus E0 and E1 will be continuous as long as
π1 ◦E0 and π1 ◦E1 are continuous. So we only need to show that the functions x0
and x1 in the proof of Theorem 10.2.3 can be constructed continuously from y, T ,
and i.

We first show that DN , DN−1, . . . , D0 ∈ P(G) can be defined continuously in
terms of (y, T, i). Here P(G) is the power set of G, P(G) = {M : M ⊆ G}.
We identify P(G) with 2G, the correspondence being given by characteristic func-
tions, and use the corresponding topology. Fix an enumeration g0, g1, . . . of G.
This enumeration of G gives rise to an order on P(G) which we will denote ≤P(G).
Specifically, if M,N ⊆ G then M ≤P(G) N if either M = N or else gn ∈ M − N
where n is least with gn ∈ (M − N) ∪ (N −M). Now if we define DN to be the
≤P(G)-least set satisfying the conditions stated in the proof of Theorem 10.2.3, then
it is not difficult to see that DN depends continuously on (y, T, i). Once DN has
been defined in this way, we then define DN−1 to be the ≤P(G)-least set satisfying
the conditions stated in the proof of Theorem 10.2.3. Again, DN−1 depends con-
tinuously on (y, T, i,DN ) and hence continuously on (y, T, i). Continuing in this
manner, we see that DN , DN−1, . . . , D0 can be defined continuously in terms of
(y, T, i). In particular, the map (y, T, i) 7→ (y, T, i,DN , DN−1, . . . , D0) is contin-
uous. Similar methods of choosing well orderings and picking the least element
satisfying conditions given in the proof of Theorem 10.2.3 show that the functions
y1, y2, and y3 can be defined continuously in terms of (y, T, i,DN , . . . , D0).

As mentioned earlier, both V and the total order ≺ on 2V depend contin-
uously on T . Thus it is easy to check that each ∆r is a continuous function
of (y3, T, i,DN , . . . , D0). So (y3, T, i,DN , . . . , D0,∆N , . . . ,∆0) depends continu-
ously on (y, T, i). Again, by picking total orderings and choosing the smallest
elements relative to the appropriate conditions, we see that y4 and y5 depend con-
tinuously on (y3, T, i,DN , . . . , D0,∆N , . . . ,∆0). This uses the fact that K and
p : C → 2K depend continuously on T . Now we must consider the graph color-
ing of Γ, µ : ∆ → (2|C|3N+3|F |2 + 1) (the vertex set of Γ is ∆). We view such
functions µ as elements of (2|C|3N+3|F |2 + 2)G by declaring µ to be constantly
2|C|3N+3|F |2 + 1 on G − ∆. We define µ continuously as follows. Recall that
g0, g1, . . . is an enumeration of G. We let µ(g0) be 0 if g0 ∈ ∆ and otherwise we let
µ(g0) be 2|C|3N+3|F |2 + 1. In general, after µ has been defined on g0, g1, . . . , gn,
we define µ(gn+1) as follows. If gn+1 ̸∈ ∆ then we set µ(gn+1) = 2|C|3N+3|F |2 +1.
Otherwise we let µ(gn+1) be the least number among {0, 1, . . . , 2|C|3N+2|F |2} not
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appearing in the set

{µ(gr) : 0 ≤ r ≤ n, gr ∈ ∆, and (gr, gn+1) ∈ E(Γ)}.

This definition is valid since each vertex of Γ has at most 2|C|3N+3|F |2 neighbors.
Recall that (γ, ψ) ∈ E(Γ) if there is h ∈ C2FF−1C3N+1 with either γhsh−1 = ψ or
ψhsh−1 = γ. The set C2FF−1C3N+1 depends continuously on T , and ∆ depends
continuously on (y, T, i). Therefore µ depends continuously on (y, T, i). Now it is
easy to check that x and x0 = π1(E0(y, T, i)) and x1 = π1(E1(y, T, i)) can be defined
continuously. Note that we must slightly enlarge the x0 and x1 appearing in the
proof of Theorem 10.2.3 in order to have {1G, s1, s2, . . . , si+1} ⊆ dom(x0), dom(x1).
However, it is easy to see that this can be done continuously. This completes the
proof. �

10.3. Almost equality and cofinite domains

Recall that for x, y ∈ 2G we say that x and y are almost equal, written x =∗ y,
if x and y disagree on only finitely many elements of G. In this section we take
a closer look at the behaviour of points under almost equality. We study the
relationship between almost equality and periodicity, and the relationship between
almost equality and 2-colorings. From these results we will derive new findings
regarding the extendability of partial functions to 2-colorings. This section involves
a substantial amount of geometric group theory - specifically the notion of the
number of ends of a group and Stallings’ Theorem. These geometric group theory
concepts are introduced below.

We first review the notion of the number of ends of a finitely generated group.
Let G be a finitely generated infinite group, and let S be a finite symmetric set
of generators. The right Cayley graph of G with respect to S, ΓR,S , is the graph
with vertex set G and edge relation {(g, gs) : g ∈ G, s ∈ S}. The left Cayley graph
of G with respect to S, ΓL,S , is defined similarly but with edge set {(g, sg) : g ∈
G, s ∈ S}. It is traditional to use right Cayley graphs, however ΓL,S and ΓR,S are
isomorphic as graphs (the isomorphism sending g ∈ V (ΓL,S) to g−1 ∈ V (ΓR,S)).
The number of ends of G is defined to be the supremum of the number of infinite
connected components of ΓR,S − A as A ranges over all finite subsets of G. The
number of ends of a group is in fact independent of the finite generating set used
and is thus an intrinsic property of the group G. We recall here a well known
theorem of geometric group theory.

Theorem 10.3.1 ([BH], Theorem 8.32). Let G be a finitely generated group.

(i) G must have either 0, 1, 2, or infinitely many ends.
(ii) G has 0 ends if and only if G is finite.
(iii) G has 2 ends if and only if G contains Z as a normal subgroup of finite

index.
(iv) G has infinitely many ends if and only if G can be expressed as an almaga-

mated product A ∗C B or HNN extension A∗C with C finite, [A : C] ≥ 3,
and [B : C] ≥ 2.

As pointed out in [BH], clauses (i), (ii), and (iii) are due to Hopf while clause
(iv) is a celebrated theorem of Stallings. In [BH], clause (iii) does not contain the
word “normal,” however normality easily follows in view of Lemma 3.1.5 of this
paper.
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The following theorem addresses the question of whether or not periodic points
are almost equal to aperiodic points.

Theorem 10.3.2. Let G be a countable group. The following are all equivalent:

(i) there is x ∈ 2G such that every y ∈ 2G almost equal to x is periodic;
(ii) G contains a finitely generated subgroup having infinitely many ends;
(iii) G contains a subgroup which is the free product of two nontrivial groups

at least one of which has more than two elements;
(iv) G contains a nonabelian free subgroup.

Proof. We first show that (ii), (iii), and (iv) are equivalent.
(ii) ⇒ (iii). Let H ≤ G be finitely generated and have infinitely many ends. By

Theorem 10.3.1, H can be expressed as an almagamated product A ∗C B or HNN
extension A∗C with C finite, [A : C] ≥ 3, and [B : C] ≥ 2. First suppose that H
is of the form A ∗C B. If C is trivial then (iii) holds and we are done. So we may
suppose that C is nontrivial. We will use Lemma 6.4 of Section III.Γ.6 on page 498
of [BH]. This lemma states, in particular, that if a1 ∈ A, a2, a3, . . . , an ∈ A − C,
b1, . . . , bn−1 ∈ B−C, and bn ∈ B, then a1b1a2b2 · · · anbn is not the identity element
in H = A∗CB. Pick any b1, b2 ∈ B−C, and pick any a1 ∈ A−C. Since [A : C] ≥ 3,
we can also pick a2 ∈ A − C with a2a1 ̸∈ C. If b2b1 ∈ C, then pick a3 ∈ A − C
with a3b2b1a1 ̸∈ C. If b2b1 ̸∈ C, then pick any a3 ∈ A − C. Set u = a1b1a2 and
v = b1a1b2a3b2. Then u and v generate a nonabelian free group. In particular,
Z ∗ Z ∼= ⟨u, v⟩ ≤ H ≤ G so (iii) is satisfied. Now suppose that H is of the
form A∗C = ⟨A, t|t−1ct = ϕ(c)⟩ where [A : C] ≥ 3 and ϕ : C → A is an injective
homomorphism. Let C ′ = ϕ(C). We again use Lemma 6.4 of Section III.Γ.6 on page
498 of [BH]. This lemma states, in particular, that if a1, a2, . . . , an−1 ∈ A−(C∪C ′)
and m1,m2, . . . ,mn ∈ Z−{0} then tm1a1t

m2a2 · · · tmn−1an−1t
mn is not the identity

element in H = A∗C . Since C is finite, C ′ cannot properly contain C and therefore
C ′ cannot contain any coset aC with a ̸∈ C. Thus there is a ∈ A − C ∪ C ′. Set
u = tat and v = t2at2. Then u and v generate a nonabelian free group. Thus
Z ∗ Z ∼= ⟨u, v⟩ ≤ H ≤ G so (iii) is satisfied.

(iii) ⇒ (iv). It suffices to show that if A and B are nontrivial groups and
|B| > 2, then H = A ∗B contains a free nonabelian subgroup. By Proposition 4 on
page 6 of [S], the kernel of the homomorphism A ∗B → A×B is a free group with
free basis {a−1b−1ab : 1A ≠ a ∈ A, 1B ̸= b ∈ B}. So we only need to show that
this free basis contains more than one element. Since |B| > 2, there are nonidentity
b1 ̸= b2 ∈ B. Fix any nonidentity a ∈ A. Since H = A∗B, it is clear that a−1b−1

1 ab1
and a−1b−1

2 ab2 are distinct. Thus the free basis of the kernel contains at least two
elements and therefore the kernel is a free nonabelian subgroup.

(iv) ⇒ (ii). Clearly every nonabelian free group contains a finitely generated
nonabelian free group. Also, it is easy to see that any finitely generated nonabelian
free group has infinitely many ends (alternatively, one could use clause (iv) of
Theorem 10.3.1 to see this). Thus every nonabelian free group contains a subgroup
with infinitely many ends.

Now we show that the negation of (ii) implies the negation of (i). Assume that
every finitely generated subgroup of G has finitely many ends. Let x ∈ 2G. Set

P = {u ∈ G : u ̸= 1G and ∃y =∗ x with u · y = y}.
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We point out that if u ∈ G and u · x =∗ x then we may not have that u ∈ P
(consider G = Z and x ∈ 2Z given by: x(n) = 1 if and only if n ≥ 0). We now point
out a key observation.

Key Observation: Consider u1, u2, . . . , uk ∈ P and the subgroup they generate
H = ⟨u1, u2, . . . , uk⟩. Define

B = {g ∈ G : ∃1 ≤ i ≤ k x(uig) ̸= x(g) or x(u−1
i g) ̸= x(g)}.

It follows from the definition of P that B is finite. Now put a graph structure on
G by using the edge set {(g, u±1

i g) : g ∈ G, 1 ≤ i ≤ k}. Then the connected
components of G are precisely the right cosets of H in G and x is constant on the
connected components of G− B. Notice that only finitely many right cosets of H
intersect B, and therefore x is constant on all but finitely many right cosets of H.
Also notice that every connected component of G (i.e. every right coset of H) is
(graph) isomorphic to the left Cayley graph of H with respect to the generating
set {u±1

1 , u±1
2 , . . . , u±1

k }. The number of ends of H will therefore give us useful
information about the behaviour of x on the right cosets of H which meet B.

Since G does not contain any finitely generated subgroups with infinitely many
ends, every finitely generated subgroup of G must have either 0, 1, or 2 ends. The
proof proceeds in cases. The first three cases handle the scenario where ⟨P ⟩ is
finitely generated, and the last three cases handle the scenario where ⟨P ⟩ is not
finitely generated. Note that if ⟨P ⟩ is finitely generated, then there exists a finite
set S ⊆ P with ⟨S⟩ = ⟨P ⟩.

Case 1: ⟨P ⟩ is finitely generated and has 0 ends. Then ⟨P ⟩ is finite and thus P
is finite. We define y ∈ 2G by

y(g) =


1 if g = 1G

0 if g ∈ P

x(g) otherwise.

Clearly y =∗ x. If h ∈ G and h · y = y then

y(h) = (h−1 · y)(1G) = y(1G) = 1.

So h ̸∈ P and therefore h = 1G and y is an aperiodic point almost equal to x.
Case 2: ⟨P ⟩ is finitely generated and has 1 end. Use H = ⟨P ⟩ and consider the

Key Observation. Using the fact that ⟨P ⟩ is one ended, we get that x is constant
on a cofinite subset of ⟨P ⟩. Let i be the value of x on this cofinite set and define
y ∈ 2G by

y(g) =


x(g) if g ̸∈ ⟨P ⟩
i if g ∈ ⟨P ⟩ and g ̸= 1G

1− i if g = 1G.

If h·y = y then h ∈ P∪{1G} since y =∗ x. Then y(h−1) = (h·y)(1G) = y(1G) = 1−i
so h = 1G. Thus y is aperiodic and is almost equal to x.

Case 3: ⟨P ⟩ is finitely generated and has two ends. If x is constant on a cofinite
subset of ⟨P ⟩, then we can repeat the argument appearing in Case 2. So we may
suppose that x is not constant on any cofinite subset of ⟨P ⟩. Since ⟨P ⟩ has two ends,
it follows from the Key Observation that there are disjoint infinte sets L,R ⊆ ⟨P ⟩
(in some sense, the two ends) such that x is constant on L and R (separately)
and L ∪ R is cofinite in ⟨P ⟩. By Theorem 10.3.1, ⟨P ⟩ contains Z as a finite index
normal subgroup. Although we will not make direct use of this, we point out that



10.3. ALMOST EQUALITY AND COFINITE DOMAINS 221

intuitively the Cayley graph of ⟨P ⟩ is “cylinder-like” and this accounts for the “two
ends.” Let v ∈ ⟨P ⟩ generate an infinite normal cyclic subgroup of finite index.
Notice that the map p 7→ pv induces an isometry of every left Cayley graph of
⟨P ⟩. Therefore, if p, q ∈ ⟨P ⟩ then for all but finitely many k ∈ Z we have either
pvk, qvk ∈ L or pvk, qvk ∈ R. Let a0 = 1G, a1, · · · , an be a complete set of distinct
coset representatives for the cosets of ⟨v⟩ in ⟨P ⟩. In other words, as⟨v⟩ ∩ at⟨v⟩ = ∅
for s ̸= t and ⟨P ⟩ =

∪
as⟨v⟩. By swapping L and R if necessary, we may suppose

that for all sufficiently large k > 0 we have

{a0, a1, . . . , an}v−k ⊆ L and {a0, a1, . . . , an}vk ⊆ R.

Since x is constant on L, we can let i denote this constant value. Then x is
identically 1− i on R. Define ϕ, θ ∈ 2Z by

ϕ(k) =

{
i if k < 0

1− i otherwise
; θ(k) =

{
i if k < 0 or k = 1

1− i otherwise.

Notice that [ϕ] and [θ] are infinite and are disjoint. Now define y ∈ 2G by

y(g) =


x(g) if g ̸∈ ⟨P ⟩
θ(k) if ∃s ̸= 0 ∃k ∈ Z g = asv

k

ϕ(k) if ∃k ∈ Z g = vk = a0v
k.

Then y =∗ x. Suppose h ∈ G and h · y = y. Then h ∈ P ∪ {1G}. Let s and k be
such that h−1 = asv

k. Then the function

m 7→ y(h−1vm) = y(asv
kvm) = y(asv

k+m)

lies in [ϕ] ∪ [θ]. However,

ϕ(m) = y(vm) = (h · y)(vm) = y(h−1vm).

So by the pairwise disjointness of [ϕ] and [θ] we must have that s = 0 and h−1 =
a0v

k = vk. Since the restriction of y to ⟨v⟩ is (essentially) ϕ and vk ·y = y, we must
have k = 0 and therefore h = 1G. Thus y =∗ x and y is aperiodic.

The three remaining cases deal with the scenario where ⟨P ⟩ is not finitely
generated. Let H0 ≤ H1 ≤ · · · be an increasing sequence of finitely generated
subgroups of ⟨P ⟩ with

∪
Hn = ⟨P ⟩. Now each Hn has either 0, 1, or 2 ends. By

passing to a subsequence if necessary, we may suppose that the number of ends of
Hn is independent of n ∈ N. We proceed by cases on the number of ends of the
Hn’s.

Case 4: Each Hn has 0 ends. Then each Hn is finite and ⟨P ⟩ is locally finite.
Let y ∈ 2G be such that y(g) = x(g) for nonidentity g ∈ G and y(1G) = 1− x(1G).
It will suffice to show that either x or y is aperiodic. Towards a contradiction,
suppose x and y are both periodic. Let a, b ∈ G be nonidentity group elements
with a · x = x and b · y = y. Then a, b ∈ P and therefore H = ⟨a, b⟩ is finite. Let Γ
be the graph with vertex set H and edge relation {(h, a±1h) : h ∈ H}∪{(h, b±1h) :
h ∈ H}. Since x and y agree on G − {1G} and a · x = x and b · y = y, we have
that x must be constant on the connected components of Γ − {1G}. We have
x(a) = x(1G) ̸= y(1G) = y(b) = x(b). So a and b do not lie in the same connected
component of Γ − {1G}. Thus Γ − {1G} is not connected. Since a and b have
finite order, a is in the same connected component as a−1 and similarly b is in the
same connected component as b−1. Every connected component of Γ− {1G} must
contain a point adjacent to 1G. Therefore there must be precisely two connected
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components of Γ−{1G}, one containing a, call it A, and the other containing b, call
it B. Multiplication on the right induces an automorphism of Γ, so for any h ∈ H
the connected components of Γ − {h} are Ah and Bh. Since H is finite so are A
and B. Suppose that |A| ≤ |B| (the other case is identical). We have 1G ∈ Aa and
therefore 1G ̸∈ Ba. However Ba ∪ {a} is connected, hence connected in Γ− {1G}.
Since a ∈ Ba ∪ {a}, we must have that Ba ∪ {a} ⊆ A. Therefore |B| + 1 ≤ |A|,
contradicting |A| ≤ |B| < ∞. Thus either x or y is aperiodic. In any case, x is
almost equal to an aperiodic element of 2G.

Case 5: Each Hn has 1 end. Since each Hn has 1 end, each Hn must be infinite.
By the Key Observation, we have that for every n ∈ N and every right coset Hna
of Hn, x is constant on a cofinite subset of Hna. We claim that x is constant on
a cofinite subset of ⟨P ⟩. Notice that x is constant on all but finitely many of the
right cosets of H0 (although this constant value may change from coset to coset).
So if x is not constant on any cofinite subset of ⟨P ⟩, then there must be right cosets
H0a,H0b ⊆ ⟨P ⟩ such that x takes the value 0 infinitely many times on H0a and x
takes the value 1 infinitely many times on H0b. Since

∪
Hm = ⟨P ⟩, there is n ∈ N

with H0a,H0b ⊆ Hn. But then x takes the value 0 and the value 1 infinitely many
times on Hn, contradicting x being constant on a cofinite subset of Hn. Thus x
must be constant on a cofinite subset of ⟨P ⟩. Let i ∈ {0, 1} be this constant value.
Define y ∈ 2G by y(1G) = 1 − i, y(p) = i for 1G ̸= p ∈ ⟨P ⟩, and y(g) = x(g)
for g ̸∈ ⟨P ⟩. Then y =∗ x. If h ∈ G and h · y = y then by definition we have
h ∈ P ∪ {1G}. So y(h−1) = (h · y)(1G) = y(1G) and therefore h = 1G due to how y
was defined on ⟨P ⟩. So y is aperiodic and is almost equal to x.

In Case 6 below, we consider the final possible scenario in which each Hn has
two ends. Before handling this case, we make the general claim that H0 must be
of finite index within each Hn. To see this, for each n let Kn be a normal finite
index subgroup of Hn isomorphic to Z (see Theorem 10.3.1). Then (H0Kn)/Kn

is a subgroup of the finite group Hn/Kn, and thus (H0Kn)/Kn is finite. By the
isomorphism theorems of group theory, we have that H0/(H0 ∩Kn) ∼= (H0Kn)/Kn

is finite. So H0 ∩Kn has finite index in H0. However, H0 ∩Kn is a subgroup of
Kn

∼= Z and therefore must have finite index within Kn. Thus H0 ∩Kn has finite
index in Hn, so in particular H0 has finite index in Hn. This proves the claim. We
now continue to Case 6.

Case 6: Each Hn has 2 ends. Since each Hn has 2 ends, each Hn must be
infinite. As in Case 3, by Theorem 10.3.1 and the claim above there is v ∈ H0

of infinite order such that ⟨v⟩ has finite index in each Hn. For each n ∈ N there
are infinite sets Ln, Rn ⊆ Hn (in some sense corresponding to the two ends of Hn)
with Ln ∩Rn = ∅, Ln ∪Rn cofinite within Hn, and x constant on each of Ln and
Rn. By swapping Ln and Rn if necessary, we can assume that for each h ∈ Hn

there is m ∈ N such that hv−k ∈ Ln and hvk ∈ Rn whenever k ≥ m (see Case 3).
It follows from this last property that Ln ∩ Ln+1 and Rn ∩ Rn+1 are nonempty.
Since x is constant on each Ln and Ln ∩ Ln+1 ̸= ∅, it follows that x is constant
on L∞ =

∪
Ln and similarly x is constant on R∞ =

∪
Rn. We first show that x is

constant on L∞ ∪ R∞. For this it suffices to show that x is constant on Ln ∪ Rn

for some n ∈ N. By the Key Observation we know that x is constant on all but
finitely many of the right cosets of H0 in G. Since H0 is finitely generated and ⟨P ⟩
is not, we must have that H0 is of infinite index in ⟨P ⟩. So there is a right coset
H0a of H0 in ⟨P ⟩ on which x is constant. Since ⟨P ⟩ is the increasing union of the
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Hn’s, there is n ∈ N with H0a ⊆ Hn. Now ⟨v⟩ has finite index in Hn, so there is
k ∈ N with ⟨vk⟩▹Hn (Lemma 3.1.5). So H0a⟨vk⟩ = H0⟨vk⟩a = H0a and therefore
we have Ln ∩H0a ̸= ∅ and Rn ∩H0a ̸= ∅. Since x is constant on Ln, H0a, and
Rn, x must be constant on Ln ∪ Rn. So for each n ∈ N x is constant on Ln ∪ Rn,
and Ln ∪ Rn is cofinite in Hn. Since every right coset of Hn in ⟨P ⟩ is contained
in some Hm, it follows that x is constant on a cofinite subset of each right coset of
each Hn in ⟨P ⟩. An argument identical to that appearing in Case 5 now shows that
x is constant on a cofinite subset of ⟨P ⟩. The construction in Case 5 then shows
that there is an aperiodic y ∈ 2G with y =∗ x.

To finish the proof, we show that (iv) implies (i). Suppose that G contains
a free nonabelian subgroup. Since every free nonabelian group contains a free
nonabelian group of countably infinite rank, there is a free nonabelian subgroup
H ≤ G of countably infinite rank. Let a0, a1, a2, . . . be a free generating set for
H. Let C ⊆ G be a complete set of representatives of the right cosets of H in
G. Specifically, G = HC and for c ̸= d ∈ C we have Hc ∩ Hd = ∅. Let F be
the set of all functions y : A → 2 where A ⊆ G is finite. Then F is countable,
and we can find an injective function σ : F → N such that for every y ∈ F
dom(y) ⊆ ⟨a0, a1, . . . , aσ(y)⟩C. Now recursively define x ∈ 2G as follows. First set
x(c) = 0 for all c ∈ C. Now fix g ∈ G, and let h ∈ H be such that g ∈ hC. Let
i ∈ N be such that the reduced word representation of h begins on the left with
aki , where k ̸= 0 and |k| is maximized. If there is y ∈ F with a−k

i g ∈ dom(y) and

σ(y) = i − 1, then set x(g) = y(a−k
i g) (this is well defined since σ is injective).

Otherwise, set x(g) = x(a−k
i g) (this case is where the recursion occurs). Clearly

a0 · x = x. So x is periodic. Now suppose z is almost equal to x. Then there is
y ∈ F such that z(g) = y(g) for g ∈ dom(y) and z(g) = x(g) for g ̸∈ dom(y). Let
i = σ(y)+1. We claim that ai ·z = z. It suffices to show that for every k ∈ Z, every
c ∈ C, and every h ∈ H not beginning with ai or a−1

i we have z(aki hc) = z(hc).
Fix such k, c, and h. Then aki hc ̸∈ dom(y) since σ(y) = i − 1. If hc ̸∈ dom(y)
then z(hc) = x(hc) = x(aki hc) = z(aki hc) (the second equality follows from the
definition of x, for which the second case applies). Similarly, if hc ∈ dom(y) then
z(hc) = y(hc) = x(aki hc) = z(aki hc) (by the definition of x in the first case). Thus
ai · z = z. �

A famous problem in group theory was the von Neumann Conjecture which
states that a group is nonamenable if and only if it contains a free nonabelian
subgroup. The von Neumann Conjecture was disproven by Olshanskii [O] in 1981.
However, the above theorem provides us with a dynamical characterization for
which groups contain free nonabelian subgroups.

In practice, it may be useful to know for which groups the equivalent properties
listed in the previous theorem fail. The following corollary addresses this issue.

Corollary 10.3.3. Let C be the class of countable groups G which have the
property that for every periodic x ∈ 2G there is an aperiodic y ∈ 2G with y =∗ x.
Then C coincides with the class of countable groups which do not contain free non-
abelian subgroups. Moreover, C contains all countable amenable groups and all
countable torsion groups and is closed under the operations of: extensions; increas-
ing unions; passing to subgroups; and taking quotients.

By the operation of extension, we mean that if G is a countable group, K ▹G,
and both K,G/K ∈ C, then G ∈ C.
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Proof. The fact that C coincides with the class of countable groups which
do not contain free nonabelian subgroups follows immediately from the previous
theorem. Clearly torsion groups cannot contain free subgroups, and it is well known
that amenable groups cannot contain any free nonabelian subgroups. Thus these
groups are members of C. It is simple to see that C is closed under the operations of
increasing unions and passing to subgroups. It is also closed under taking quotients,
since if a quotient G/K of G contains a free group, then one can pick any two
elements g1K, g2K ∈ G/K which generate a rank two free group and see that g1
and g2 generate a rank two free group in G. Finally, suppose that G is a countable
group and K ▹ G satisfies K,G/K ∈ C. Towards a contradiction, suppose that
G ̸∈ C. Then G contains a free nonabelian subgroup H. Since H ∩K is a normal
subgroup of the free group H, it must be either trivial or free and nonabelian (if
it is free and abelian then it cannot be normal). Since K ∈ C, we must have that
H ∩K is trivial. It follows then that H embeds into G/K, contradicting G/K ∈ C.
We conclude that G ∈ C and C is closed under extensions. �

Our argument within Case 4 of the previous theorem suggests defining and
studying a new, but related, notion. For x, y ∈ 2G we write y =∗∗ x if x and y
agree everywhere on G except at precisely one point (so x ̸=∗∗ x). In the theorem
below, we study how much of the previous theorem still holds when we work with
=∗∗ instead of almost equality.

Theorem 10.3.4. Let G be a countable group. The following are equivalent:

(i) if x ∈ 2G is periodic, then every y =∗∗ x is aperiodic;
(ii) G does not contain any subgroup which is a free product of nontrivial

groups.

Notice the slight difference between clause (ii) of this theorem and clause (iii)
of Theorem 10.3.2.

Proof. ¬(ii) ⇒ ¬(i). By the previous theorem, we are done if G contains a
subgroup which is a free product of two nontrivial groups one of which has more
than two elements. So all that remains is to handle the case where Z2 ∗ Z2 ≤ G.
Let a, b ∈ G be involutions (meaning a2 = b2 = 1G) with ⟨a, b⟩ ∼= Z2 ∗ Z2. Set
H = ⟨a, b⟩. Notice that every nonidentity element of H can be written uniquely in
one of the following four forms:

ababab · · · aba, bababa · · · baba, ababab · · · abab, bababa · · · bab.

We say h ∈ H ends with a if h can be written in one of the two forms on the left.
Otherwise, we say h ends with b. Define x ∈ 2G by

x(g) =


0 if g ̸∈ H

0 if g ∈ H and g ends with a

1 otherwise.

So if x(g) = 1 then g ∈ H and either g = 1G or else g ends with b. It is easy to see
that b · x = x. Now let y ∈ 2G be equal to x everywhere except have the opposite
value at 1G. Then it is again easy to check that a · y = y.

¬(i) ⇒ ¬(ii). Now suppose that x, y ∈ 2G are both periodic and x =∗∗ y. We
must show that G contains a subgroup which is the free product of two nontrivial
groups. By replacing (x, y) with (g·x, g·y) if necessary, we can assume that 1G is the
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single point at which x and y disagree. Let A,B ≤ G be the stabilizer subgroups of
x and y, respectively. Set H = ⟨A∪B⟩. We claim that H ∼= A ∗B. Fix generating
sets (possibly infinite) SA and SB for A and B, respectively. We also require that
1G ̸∈ SA∪SB , SA = S−1

A , and SB = S−1
B . Then SA∪SB generates H. Let Γ be the

left Cayley graph of H associated to the generating set SA ∪ SB . Since A and B
are the stabilizers of x and y and x and y differ only at 1G, it follows that x and y
are constant and agree on each of the connected components of Γ− {1G}. Let CA

be the union of those connected components of Γ−{1G} which contain an element
of A. Similarly define CB. If a ∈ A− {1G} and b ∈ B − {1G} then

x(a) = x(1G) ̸= y(1G) = y(b) = x(b).

From the above inequality we have that A ∩ B = {1G} and SA ∩ SB = ∅. More
importantly, since x is constant on the connected components of Γ−{1G}, it follows
that CA ∩ CB = ∅. In particular, B ∩ CA = ∅ and A ∩ CB = ∅. Also notice that
every connected component of Γ− {1G} must contain a vertex adjacent to 1G and
therefore CA ∪ CB = H − {1G}.

Since H = ⟨A ∪ B⟩, there is a surjective homomorphism ϕ : A ∗ B → H with
ϕ(a) = a and ϕ(b) = b for all a ∈ A and b ∈ B. We claim that ϕ is an isomorphism.
Define the length of k ∈ A ∗B to be 0 if k is the identity and to be

min{n : k = c1c2 · · · cn, ∀j cj ∈ SA ∪ SB}
otherwise. Towards a contradiction, suppose the kernel of ϕ is nontrivial. Let k be
a nontrivial element of the kernel with minimum length. Clearly k ̸∈ A ∪B. Let

k = c1c2 · · · cn
be a minimal length representation of k. Then the sequence

1G, ϕ(cn), ϕ(cn−1cn), . . . , ϕ(c1c2 · · · cn)
is a closed path in Γ beginning and ending at 1G. Therefore (by minimality of
the length of the expression), the non-endpoint vertices traversed by this path
lie in a single connected component of Γ − {1G}. Therefore we must have either
c1, cn ∈ SA or c1, cn ∈ SB (but not both since SA ∩ SB = ∅). We will consider
the case c1, cn ∈ SA. The argument for the other case is identical. Let m ≤ n be
minimal with cm, cm+1, . . . , cn ∈ SA. Then m > 1 since k ̸∈ A. By conjugating k
by cmcm+1 · · · cn we get

k′ = cmcm+1 · · · cnc1c2 · · · cm−1.

Since k′ is a conjugate of k and the kernel is normal, k′ must also lie in the kernel.
Also, since k′ is a conjugate of k it must be nontrivial. As k was chosen to have
minimal length, it must be that the length of k′ is greater than or equal to the
length of k. However, the above representation of k′ shows that the length of k′

is less than or equal to the length of k. So k and k′ must have the same length,
and the above representation of k′ must be of minimal length. Now k′ and its
representation above have all of the same properties which we assumed of k and its
represenation. Therefore, arguing just as we did before, we must have that either
cm, cm−1 ∈ SA or cm, cm−1 ∈ SB . Since cm ∈ SA and SA ∩ SB = ∅, we must have
cm−1 ∈ SA. This contradicts the definition of m. We conclude that ϕ is injective
and is thus an isomorphism. So A ∗B ∼= H ≤ G as claimed. �

In the corollary below, Stab(x) denotes the stabilizer subgroup of x ∈ 2G.
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Corollary 10.3.5. Let G be a countable group and let x, y ∈ 2G. If x =∗∗ y
then ⟨Stab(x) ∪ Stab(y)⟩ ∼= Stab(x) ∗ Stab(y).

Proof. Set A = Stab(x) and B = Stab(y). The claim is trivial if either
A = {1G} or B = {1G}. So suppose A and B are nontrivial. Let g ∈ G be the
unique group element with x(g) ̸= y(g). Set x′ = g−1 · x and y′ = g−1 · y. Then
x′(1G) ̸= y′(1G), g

−1Ag = Stab(x′), and g−1Bg = Stab(y′). Then

⟨A ∪B⟩ = g⟨g−1Ag ∪ g−1Bg⟩g−1 ∼= ⟨g−1Ag ∪ g−1Bg⟩ ∼= g−1Ag ∗ g−1Bg ∼= A ∗B.
where the second ∼= follows from the proof of the previous theorem. �

The following corollary summarizes the two previous theorems of this section.

Corollary 10.3.6. Let G be a countable group.

(i) If G does not contain any subgroup which is a free product of nontrivial
groups, then for every periodic x ∈ 2G every y =∗∗ x is aperiodic.

(ii) If G contains Z2 ∗ Z2 as a subgroup and if every subgroup of G which is
the free product of two nontrivial groups is isomorphic to Z2 ∗Z2, then for
every periodic x ∈ 2G there is an aperiodic y ∈ 2G with y =∗ x but there
are periodic w, z ∈ 2G with w =∗∗ z.

(iii) If G contains a subgroup which is the free product of two nontrivial groups
one of which has more than two elements, then there is a periodic x ∈ 2G

such that every y =∗ x is also periodic.

Corollary 10.3.7. Let G be a countable group. For every periodic x ∈ 2G

every y =∗∗ x is aperiodic if G is:

(i) finite;
(ii) locally finite;
(iii) a torsion group;
(iv) amenable and does not contain Z2 ∗ Z2.

Proof. By the previous theorem, it suffices to show that G does not con-
tain any subgroups which are free products of nontrivial groups. Free products of
nontrivial groups are infinite, have finitely generated subgroups which are infinite,
and have elements of infinite order. Therefore finite groups, locally finite groups,
and torsion groups must have the stated property. As stated previously, it is well
known that amenable groups do not contain free nonabelian subgroups. Therefore,
by Theorem 10.3.2, the only possible subgroup of an amenable group which is a
free product is Z2 ∗Z2. Therefore any amenable groups not containing Z2 ∗Z2 must
have the stated property. �

Corollary 10.3.8. If G is a finite group and k > 1 is an integer then kG

contains at least (k − 1)k|G|−1 many aperiodic points.

Proof. We first point out as we did at the beginning of this paper that all of
our results for 2G immediately generalize to kG for all k > 1 (only minor changes
need to be made to all of the proofs in this paper). So if G is finite, k > 1 is
an integer, and x, y ∈ kG differ at precisely one coordinate, then x and y cannot
both be periodic. Set A = G − {1G}. Then |kA| = k|G|−1. Each element of kA

can be extended in k different ways to an element of kG. If x ∈ kA, then at most
one extension of x to kG is periodic. Therefore at least k − 1 extensions of x are
aperiodic. Since the extensions of x, y ∈ kA are distinct if x ̸= y, we have that kG

contains at least (k − 1)k|G|−1 many aperiodic elements. �
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Now that we better understand how periodic points behave under almost equal-
ity, we can finally prove that every near 2-coloring is an almost 2-coloring. In fact,
we prove something much stronger.

Theorem 10.3.9. Let G be a countable group and let x be a near 2-coloring.
Then either x is a 2-coloring or else every y =∗∗ x is a 2-coloring.

Proof. Suppose x is not a 2-coloring. Fix y =∗∗ x and towards a contradiction
suppose that y is not a 2-coloring. Since x and y are near 2-colorings but not
2-colorings, they must be periodic by clause (d) of Lemma 2.5.4. Let a, b ∈ G be
nonidentity elements with a ·x = x and b ·y = y. Set H = ⟨a, b⟩. Then H ∼= ⟨a⟩∗⟨b⟩
by Corollary 10.3.5. Set h = ab ∈ H and notice that h has infinite order. Let p ∈ G
be the unique element with x(p) ̸= y(p). Set

B = {p, b−1p}.
Let A, T ⊆ G be finite with the property that

∀g ∈ G−A ∃t ∈ T x(ght) ̸= x(gt).

Now pick g ∈ ⟨h⟩ with
g ̸∈ A ∪BT−1.

Fix t ∈ T . Then gt ̸∈ B. Since b · y = y and gt ̸= p ̸= bgt, we have

x(bgt) = y(bgt) = y(gt) = x(gt).

Since a · x = x we have

x(hgt) = x(abgt) = x(bgt) = x(gt).

However, g ∈ ⟨h⟩ so
x(ght) = x(hgt) = x(gt).

Since t ∈ T was arbitrary and g ̸∈ A this contradicts x being a near 2-coloring. �

Corollary 10.3.10. For every countable group G, every near 2-coloring is an
almost 2-coloring.

Corollary 10.3.11. For a countable group G and x ∈ 2G, the following are
equivalent:

(i) either x is a 2-coloring or else every y ∈ 2G differing from x on precisely
one coordinate is a 2-coloring;

(ii) there is a 2-coloring y ∈ 2G which differs from x on at most one coordinate;
(iii) there is a 2-coloring y ∈ 2G which differs from x on finitely many coordi-

nates;
(iv) x is an almost 2-coloring;
(v) x is a near 2-coloring;
(vi) for every nonidentity s ∈ G there are finite sets A, T ⊆ G so that for all

g ∈ G−A there is t ∈ T with x(gt) ̸= x(gst);
(vii) every limit point of [x] is aperiodic.

Proof. The implications (i) ⇒ (ii) and (ii) ⇒ (iii) are obvious. (iii) ⇒ (iv)
is by definition. (iv) ⇒ (v) is clause (c) of Lemma 2.5.4. (v), (vi), and (vii) are
equivalent by Lemma 2.5.3. (v) ⇒ (i) is Theorem 10.3.9. �

These results lead to an alternative proof of the density of 2-colorings (the
original proof was given in Theorem 6.2.3).
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Corollary 10.3.12. For every countably infinite group G, the collection of
2-colorings on G is dense in 2G.

Proof. By Theorem 6.1.1, there exists a 2-coloring x on G. Let y ∈ 2G and
ϵ > 0. Let r ∈ N be such that 2−r < ϵ, and let g0, g1, . . . be the enumeration of G
used in defining the metric d on 2G. Define x′ by

x′(g) =

{
y(g) if g = gi for 0 ≤ i ≤ r

x(g) otherwise.

Then d(x′, y) < 2−r < ϵ. If x′ is a 2-coloring, then we are done. If x′ is not a
2-coloring, then the function x′′ ∈ 2G defined by

x′′(g) =

{
x′(g) if g ̸= gr+1

1− x′(g) if g = gr+1.

is a 2-coloring by Theorem 10.3.9 (since x′ is an almost 2-coloring, in particular a
near 2-coloring). Also, d(x′′, y) < ϵ. �

Now we can further characterize extendability of partial functions to 2-colorings.

Corollary 10.3.13. Let y ∈ 2⊆G be a partial function with cofinite domain.
The following are equivalent:

(i) there is a 2-coloring x ∈ 2G extending y;
(ii) for every x0, x1 ∈ 2G extending y with x0 =∗∗ x1, either x0 or x1 is a

2-coloring;
(iii) every element of [y] ∩ 2G is aperiodic.

Proof. (i) ⇒ (ii). Let x ∈ 2G be a 2-coloring extending y, and let x0, x1 ∈ 2G

extend y with x0 =∗∗ x1. Since y has cofinite domain, x0 almost equals x and hence
is an almost 2-coloring. If x0 is not a 2-coloring, then by the previous theorem x1
is a 2-coloring.

(ii)⇒ (iii). Let x0, x1 ∈ 2G extend y with x0 =∗∗ x1. Without loss of generality,

we may suppose that x0 is a 2-coloring on G. Then clearly [y] ∩ 2G ⊆ [x0] since x0
extends y. Since x0 is a 2-coloring, every element of [x0] is aperiodic.

(iii)⇒ (i). If x ∈ 2G extends y, then every limit point of [x] lies in [y]∩2G. Thus
every limit point of [x] is aperiodic, and so x is a near 2-coloring by Lemma 2.5.3
(or by Corollary 10.3.11 above). By the previous theorem, if x is not a 2-coloring
then we can change the value of x at a point g ̸∈ dom(y) to get a 2-coloring x′

extending y. �

So far in this chapter we have studied, among other things, under what con-
ditions on A ⊆ G and y : A → 2 we can extend y to a 2-coloring on G. Although
we were unable to answer this question in fullest generality, we were able to an-
swer it for certain subsets A ⊆ G (specifically for sets A which are either slender
or cofinite). In addressing the general question of which partial functions can be
extended to 2-colorings, we make the following conjecture.

Conjecture 10.3.14. Let G be a countable group, let A ⊆ G, let k > 1 be an
integer, and let y : A → k. Then y can be extended to a k-coloring if and only if
[y] ∩ kG consists of aperiodic points.
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If y can be extended to a k-coloring, then it is easy to see that [y]∩kG consists
of aperiodic points. The difficult question to resolve is if this condition is sufficient.
Clearly this conjecture implies Corollary 10.3.13. Also, if A is slender and y is as
above, then [y] ∩ kG must be empty. Thus the implication (i) ⇒ (iii) appearing in
Theorem 10.2.4 also follows from the above conjecture. We would like to emphasize
that in all of the results of this paper, the obvious necessary conditions have always
been sufficent. This is the main reason that we formally make this conjecture.

10.4. Automatic extendability

We have shown in the last section that any partial function on a proper sub-
group of a countably infinite group can be extended to a 2-coloring of the full group.
In this section we consider a curious question: when is it the case that any extension
of a 2-coloring on a subgroup is automatically a 2-coloring of the full group?

We know from early on that this happens to Z (see the discussion following
Definition 2.2.7). The goal of this section is to determine all countable groups with
this automatic extendability property. It will turn out that Z is the only group
with this property.

Proposition 10.4.1. Let G be a countably infinite group and let H ≤ G be
nontrivial. The following are equivalent:

(i) If x ∈ 2H is a 2-coloring on H and y ∈ 2G extends x, then y is a 2-coloring
on G;

(ii) |G : H| is finite and for every nonidentity g ∈ G, ⟨g⟩ ∩H ̸= {1G}.

Proof. (i) ⇒ (ii). Towards a contradiction, suppose |G : H| is infinite. Let
H, a1H, a2H, . . . be an enumeration of the left cosets of H in G, and let x ∈ 2H

be a 2-coloring. Extend x to y ∈ 2G by defining y(g) = 0 for all g ∈ G − dom(x).
Then lim a−1

n · y = 0, a contradiction. We conclude |G : H| is finite.
Again, towards a contradiction suppose a ∈ G−{1G} satisfies ⟨a⟩∩H = {1G}.

Let x ∈ 2H be a 2-coloring on H. Extend x to y ∈ 2G by defining y(anh) = x(h)
for all n ∈ Z and h ∈ H, and set y(g) = 0 for all other g ∈ G. Then it easy to see
that y is well-defined and periodic: a · y = y. This is a contradiction.

(ii) ⇒ (i). Let x ∈ 2H be a 2-coloring on H, and let y ∈ 2G extend x. It

is enough to show that every w ∈ [y] is not periodic. Fix w ∈ [y]. Let a0H =
H, a1H, . . . , anH be an enumeration of all left cosets of H in G. Let (gm)m∈N be
a sequence of elements of G with w = lim gm · y. By passing to a subsequence if
necessary, we can assume that each gm lies in the same left coset of H, say aiH.
For each m ∈ N let hm ∈ H be such that gm = aihm. Then

w = lim
m→∞

gm · y = lim
m→∞

(aihm) · y

= lim
m→∞

ai · (hm · y) = ai · ( lim
m→∞

hm · y) = ai · z

where z = limhm · y. We must show that w = ai · z is not periodic, so it will
suffice to show that z is not periodic. Suppose g ∈ G satisfies g · z = z. Clearly
limhm · x ⊆ z, so that z � H is a 2-coloring on H. In particular, z � H ∈ 2H is not
periodic. Thus ⟨g⟩ must intersect H trivially, from which it follows that g = 1G.
We conclude y is a 2-coloring on G. �

Theorem 10.4.2. Let G be a countably infinite group. The following are equiv-
alent:
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(i) If H ≤ G is any nontrivial subgroup, x ∈ 2H is any 2-coloring on H, and
y ∈ 2G is any extension of x, then y is a 2-coloring on G;

(ii) G = Z.

Proof. (ii) ⇒ (i) is clear from the previous proposition.
(i) ⇒ (ii). By the previous proposition, every nontrivial subgroup of G has

finite index. The result now follows from the next proposition. �

Recall that Z(G) denotes the center of G.

Proposition 10.4.3. If G is an infinite group and every nontrivial subgroup
of G has finite index, then G = Z.

Proof. We first show that G posseses the following properties:

(i) G is countable;
(ii) every nonidentity element of G has infinite order;
(iii) for every g ∈ G− {1G}, there is k > 0 with ⟨gk⟩▹G;
(iv) every normal cyclic subgroup of G is contained in Z(G);
(v) Z(G) is isomorphic to Z;
(vi) G/Z(G) contains no nontrivial abelian normal subgroups;
(vii) if G is solvable then G = Z.

After establishing these properties we will use them to complete the proof of the
proposition. We now proceed to prove each of the clauses above.

(i). This is immediate from considering the cosets of ⟨g⟩ for any g ∈ G−{1G}.
(ii). If g ∈ G − {1G}, then ⟨g⟩ has finite index in the infinite group G. Hence

g has infinite order.
(iii). Let g ∈ G − {1G}, and consider the action of G on the left cosets of ⟨g⟩

by left multiplication. This action induces a homomorphism G → Sn with kernel
K, where n = [G : ⟨g⟩]. So K is normal and has finite index. As elements of K fix
the left coset 1G · ⟨g⟩, we have K ⊆ ⟨g⟩. Thus, K = ⟨gk⟩ for some k > 0.

(iv). Suppose {1G} ̸= ⟨g⟩ ▹ G and let h ∈ G. We will show hg = gh. Since
⟨g⟩ is normal, conjugation by h induces an automorphism of ⟨g⟩. If hgh−1 = g,
then there is nothing to show. Towards a contradiction, suppose hgh−1 = g−1.
Then h ̸= 1G, so h has infinite order and ⟨g⟩ is normal of finite index, so there are
nonzero k,m ∈ Z with hk = gm. We then have

h−kgm = 1G = h1Gh
−1 = hh−kgmh−1 = h−khgmh−1 = h−kg−m.

Thus, gm = g−m with m ̸= 0, contradicting (ii).
(v). By (ii), (iii), and (iv) we have Z(G) ̸= {1G}. Let H = ⟨h⟩ be a maximal

cyclic subgroup of Z(G). Towards a contradiction, suppose H ̸= Z(G). Let a ∈
Z(G) − H. Then ⟨a, h⟩ ≤ Z(G), so ⟨a, h⟩ is abelian. By (ii) ⟨a, h⟩ is isomorphic
to a subgroup of Z2. However, Z2 has a nontrivial subgroup of infinite index, so
⟨a, h⟩ ̸∼= Z2. As h ̸= 1G, we must have ⟨a, h⟩ ∼= Z. This contradicts the maximality
of H.

(vi). Let K ▹ G/Z(G) be abelian, and let π : G → G/Z(G) be the quotient
map. Now Z(G) ≤ π−1(K) ▹ G, and we want to show that K is trivial. Hence,
by (iv) it will suffice to show that π−1(K) is cyclic. Let H = ⟨h⟩ be a maximal
cyclic subgroup of π−1(K) containing Z(G). Towards a contradiction, suppose
H ̸= π−1(K). Let a ∈ π−1(K) −H, and let k > 0 be such that ⟨hk⟩ = Z(G). We
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have π(aha−1h−1) = 1G/Z(G) so for some m ∈ Z

aha−1h−1 = hmk ∈ Z(G) and aha−1 = hmk+1.

However, hk ∈ Z(G), so

hk = ahka−1 = (hmk+1)k = hmk2+k.

As h has infinite order, we must have m = 0. Thus aha−1 = h so a and h commute.
Then Z ∼= ⟨a, h⟩ ≤ π−1(K), contradicting the maximality of H.

(vii). If G is solvable then so is G/Z(G). If G = Z(G) then we are done by (v).
Towards a contradiction, suppose G ̸= Z(G). As G/Z(G) is solvable, its derived
series terminates after finitely many steps. The last nontrivial group appearing in
the derived series for G/Z(G) is normal and abelian, contradicting (vi).

Now we use the properties we have established of G and complete the proof.
By clause (v), Z(G) is nontrivial so G/Z(G) is a finite group. Let π : G→ G/Z(G)
be the quotient map and let P be any Sylow subgroup of G/Z(G). Every nontrivial
subgroup of N = π−1(P ) has finite index in N . However, N is nilpotent, in
particular solvable. Thus N ∼= Z by clause (vii). In particular, P = π(N) is cyclic.
We now apply the following theorem of group theory (Theorem 10.1.10 of [R]).

Theorem 10.4.4 (Hölder, Burnside, Zassenhaus). If K is a finite group, then
all of its Sylow subgroups are cyclic if and only if K has a presentation

K = ⟨a, b : am = 1K = bn, b−1ab = ar⟩
where rn ≡ 1 mod m, m is odd, 0 ≤ r < m, and m and n(r − 1) are coprime.

Let a, b ∈ G/Z(G) be as in the presentation above for K = G/Z(G). Then ⟨a⟩
is a normal abelian subgroup of G/Z(G). Hence by clause (vi) ⟨a⟩ is trivial and
a = 1G/Z(G). But then ⟨b⟩ = G/Z(G) is a normal abelian (improper) subgroup.
Again we conclude b = 1G/Z(G). Thus G/Z(G) is trivial, so G = Z(G). Now G ∼= Z
by clause (v). �





CHAPTER 11

Further Questions

Throughout the paper we have mentioned a number of interesting further ques-
tions that we do not have answers to. In this final chapter we collect them together
and mention some general directions for further studies. The problems will be listed
according to their nature, not in the order of the chapters covering them. To make
this chapter a useful reference for the reader, we repeat some definitions, recall
some proven facts, and include some remarks on the listed problems.

11.1. Group structures

Much of what we did in the paper was to provide a combinatorial, and in
fact almost geometric, analysis of the structure of a general countable group. The
results we obtained were sufficient for our purposes. But the analysis is to a large
extent incomplete.

The strongest sense of geometric and combinatorial regularity of group struc-
tures is given by the notion of a ccc group. Recall that a countable group is ccc if it
admits a coherent, cofinal, and centered sequence of tilings. This notion is closely
related to the study of monotileable amenable groups by Weiss. In particular, the
following problem raised by Weiss was explicit in [W].

Problem 11.1.1 (Weiss [W]). Is every countable group an MT group? That
is, does every countable group admit a cofinal sequence of tilings?

Weiss proved that the class of all MT groups is closed under group extensions
and contains all residually finite groups and all solvable groups. In contrast we
showed that the class of all ccc groups contains all residually finite groups, free
products, nilpotent groups and polycyclic groups. But we only know that the class
is closed under products and finite index group extensions. We do not know of any
countable group which fails to be ccc. This prompts the following questions.

Problem 11.1.2. Is every countable group ccc? In particular, is every solvable
group ccc?

Turning to a different subject, we also introduced the purely group theoretic
notion of a flecc group and showed the curious property that a countably infinite
group G being flecc corresponds to the class of all 2-colorings of G forming a Σ0

2-
complete subset of 2G. Recall that a countable group G is flecc if there is a finite
set A ⊆ G− {1G} such that for every non-identity g ∈ G there is n ∈ Z and h ∈ G
with hgh−1 ∈ A. The following basic questions about flecc groups are open.

Problem 11.1.3. Is a quotient of a flecc group flecc?

Problem 11.1.4. Is the product of two flecc groups flecc?
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Partial results are given in Section 8.3. In particular, we showed that a normal
subgroup of a flecc group is flecc. Also, the product of two flecc groups, where at
least one of them is torsion, is flecc. We also completely characterized the abelian
flecc groups. It turns out that this class coincides with the class of all abelian
groups with the minimal condition.

11.2. 2-colorings

In this paper we succeeded in constructing numerous group colorings with var-
ious properties. However, several construction-type problems remain open. In this
section we summarize some typical ones.

We have shown that any countably infinite group G admits perfectly many
pairwise orthogonal 2-colorings (this even occurs within any given open neighbor-
hood of 2G). It is a trivial consequence that the same holds for k-colorings for any
k ≥ 2. A curious problem is to consider finite groups. Here the group G and the pa-
rameter k both matter in determining the maximal number of pairwise orthogonal
k-colorings on G.

Problem 11.2.1. For each finite group G compute the maximal number of
pairwise orthogonal k-colorings on G for all k ≥ 2.

We obtained quite a few results involving almost equality =∗, especially in our
proof that all near 2-colorings are almost 2-colorings. The fact that a 2-coloring
can be almost equal to a periodic element (which is equivalent to saying that there
are groups without the ACP) is still a bit counter-intuitive and surprising. Even if
we have given a complete and satisfactory characterization for all groups with the
ACP, there are questions which appear to be only slightly more demanding than the
ACP and which we do not know the answers to. For instance, the simplest group
without the ACP is the meta-abelian group Z2 ∗ Z2 (which can also be expressed
as a semidirect product of Z with Z2). One can directly construct a 2-coloring x
on Z2 ∗ Z2 so that the result of turning x(1G) to 1 − x(1G) is a periodic element.
However, we do not know if the 2-coloring x can be minimal. In general, we have not
been able to construct any almost-periodic 2-coloring that turns out to be minimal.

Problem 11.2.2. Is there a minimal 2-coloring on Z2 ∗Z2 that is almost equal
to a periodic element?

In the last chapter we considered some extension problems about 2-colorings.
We showed that Z is the only countable group with the property that any extension
of a 2-coloring on a subgroup is a 2-coloring on the whole group. We also completely
characterized all subsets A ⊆ G for which an arbitrary function c : A → 2 can be
extended to a 2-coloring on G. In this direction the ultimate question seems to
be: which partial functions on G can be extended to 2-colorings on G? Here we
mention a necessary condition that might be sufficient.

Given a partial function c : G ⇀ 2 define [c] as follows. Let c∗ : G → 3
be defined as c∗(g) = c(g) if g ∈ dom(c) and c∗(g) = 2 otherwise. Then let

[c] = [c∗] ∩ 2G.

Problem 11.2.3. Given a partial function c on G, are the following equivalent:

(i) c can be extended to 2-colorings on G;

(ii) [c] ⊆ F (G)?



11.3. GENERALIZATIONS 235

It is easy to see that (i)⇒(ii). So the real question is whether the converse
holds.

We have seen that the set of 2-colorings always has measure zero and is always
meager. Thus, in some sense, the set of 2-colorings is very small. However, on
the other hand, we have shown that every non-empty open subset of 2G contains
continuum-many 2-colorings with the closure of their orbits pairwise disjoint. This
was even further strengthened in Section 10.2. So under certain viewpoints, the
set of 2-colorings is large. The following two questions address other notions of
largeness.

Problem 11.2.4 (Juan Souto). For groups G in which a notion of entropy
exists, what is the largest possible entropy of a free subflow of 2G?

Problem 11.2.5 (Juan Souto). For a given groupG, what is the largest possible
Hausdorff dimension of a free subflow of 2G?

Finally, the fundamental method has been seen to be a tremendously useful tool
for the constructive study of Bernoulli shifts. In Chapter 7 we developed specialized
tools which work in conjunction with the fundamental method in order to produce
minimal elements of 2G and also pairs of points of 2G whose orbit closures display
some rigidity with respect to topological conjugacy. There are likely other general
constructions which combine with the fundamental method in order to produce
more specialized elements and subflows of 2G. The constructive methods in this
paper would be of much more interest to the ergodic theory community if the
following question were to have a positive answer.

Problem 11.2.6 (Ralf Spatzier). Can the fundamental method be improved
in order to construct a variety subflows of 2G which support ergodic probability
measures?

11.3. Generalizations

One of the most intriguing questions for us is: to what extent can the results
of this paper be generalized? This takes many forms and can be probed in many
directions. The most important direction, it seems to us, is to generalize results
about Bernoulli flows to more general dynamical systems.

Problem 11.3.1. Let G be a countable group acting continuously on a Polish
space X. Suppose there is at least one aperiodic element in X. Does there exist a
hyper aperiodic element?

We do not know the answer even when X is assumed to be compact. In
addition, for dynamical systems in which hyper aperiodic elements do exist, one
can inquire about their density, orthogonality, etc.

Recall that (2N)G is a universal Borel G-space. If X is a compact, zero-
dimensional Polish space on which G acts continuously, then there is a contin-
uous G-embedding (which is necessarily a homeomorphic embedding preserving
G-actions) from X into (2N)G. Therefore, studying hyper aperiodic elements in
(2N)G might be relevant to the above general problem, at least for the case when
the phase space is compact and zero-dimensional.

We are fairly certain that our methods used in this paper can be used to
answer many questions about the space (2N)G, although we have not worked out
their details.
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Also throughout the paper we have considered some variations of 2-colorings
whenever it is convenient. For instance, for the concept of two-sided 2-colorings,
it is trivial to note that for abelian groups they are identical to the concept of
2-colorings. We also constructed examples of two-sided 2-colorings for the free
groups, and examples of 2-colorings on free groups that are not two-sided. We have
not attempted to systematically study this concept in conjunction with minimality,
orthogonality, etc. Any such question is likely open.

Yet another direction of generalization is to consider the concept of 2-colorings
on semigroups (with the definition given by the combinatorial formulation of 2-
colorings). Other than the results we mentioned about N nothing is known about
their general existence and properties.

Finally, the notion of hyper aperiodicity or 2-coloring can each be generalized
to the context of uncountable groups and their actions. We do not know of any in-
teresting connection between different formulations and any significant consequence
they might entail.

11.4. Descriptive complexity

The most significant application of the fundamental method in this paper is
the determination of the descriptive complexity of the topological conjugacy rela-
tion for free Bernoulli subflows. Working in conjunction with the method Clemens
invented in [C], we showed that, as long as the group is not locally finite, the
topological conjugacy relation for free subflows is always universal for all count-
able Borel equivalence relations (this result was also independently obtained by
Clemens). However, understanding the complexity of this relation restricted on
minimal free subflows has met significant challenges. The following very concrete
problem is still open.

Problem 11.4.1. What is the complexity of the topological conjugacy relation
for minimal free subflows of 2Z?

We also showed that, for locally finite groups G, the topological conjugacy
relation for all subflows of 2G is Borel bireducible with E0. Moreover, the same
is true when this relation is restricted on free subflows or minimal free subflows.
For general groups G, we only know that the conjugacy relation for minimal free
subflows is always at least as complex as E0 in the Borel reducibility hierarchy. The
general problem of determining their complexity is wide open.

Problem 11.4.2. For an arbitrary countable group G that is not locally fi-
nite, what is the complexity of the topological conjugacy relation for minimal free
subflows of 2G?
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