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a- Now how confident should we be that the coin is really fair ?
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cation 443Suppose we have a coin that is biased by some unknown amount ;
X - Ber unknown p !

How can we figure out what p is ?
Use the law of large numbers : p
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We can't actually wait around for n→ es .

Instead
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The question is : how good an estimate is this for given n ?
or
, turning it around : how big must you taken to get an

estimate of a certain accuracy ?
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Example : How many times should we flip a coin , biased an unknown
let the Beaut) amount p , so that the estimate f- Syn is within a tolerance
- of e. as of the true value p , with probability > % ?
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Confidences

Turning this around : if we can't control n
,
we would like to say

how accurate the sample mean is as an estimate of the true mean ,
for a given number n of samples .

Eg
.

A coin Cef unknown bias p ) is tossed tooo times . 450 Heads
come up . Within what tolerance can we say we knew the true

value of p
with probability 395% ?
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If an experiment is repeated in many independent trials ,
and the preceding (normal approximation) estimates yield

Pltp -pls e) 3954.

we say [ p- e , p' te ) is the 95% confident for p .

The same statement might be given as
"

pep with margin of error e
( 95 times out of too) " .

Pell conducted let 25-30
of 439 Iowa Democratic
caucusgoers .
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Upshot : if np2 is small , use Poisson Approximation .
if nph - p) is quite large , use Normal Approximation .



Beyond independent trials :

* The normal approximation breaks down qickly if the
trials are dependent .

* The Poisson approximation holds up well under " weak dependence
"

Example .

A factory experiences 3 accidents per month , on average .
What is the probability there will be 3 accidents this month ?

X = # accidents in a groom month .

Well mede led

X - Poisson (x)
by a Poisson

.
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