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1. Suppose that X ∼ Geom(p) and Y ∼ Geom(q) are independent random variables. Find
the probability P(X < Y ).

2. Suppose that X ∼ Unif[−2, 1]. Let Y = X2.

(a) (10 points) Find the CDF of Y .
(b) (5 points) Is Y discrete, continuous, or neither? If discrete, find the p.m.f. If contin-

uous, find the density. If neither, explain why.

3. Suppose that we choose a number N uniformly at random from the set {0, . . . , 4999}.
Let X denote the sum of its digits. For example, if N = 123, then X = 1 + 2 + 3 = 6.
Determine E[X].

4. Let T be the triangle in R2 with vertices (0, 0), (0, 1), and (1, 1) (including the interior).
Suppose that P = (X, Y ) is a point chosen uniformly at random inside of T .

(a) What is the joint density function of (X, Y )? Use this to compute Cov(X, Y ).
(b) Determine if X and Y are independent.

5. Suppose that we roll a fair six-sided die until we roll a 6, at which point we stop. Let N be
the number of times that we rolled an odd number before we stopped. For example, we could
have the sequence of rolls (1, 3, 4, 1, 2, 6), in which case N = 3. Compute the expectation
E[N ].

6. Suppose that we have i.i.d. random variables X1, X2, . . . with mean zero E[X1] = 0 and
unit variance Var(X1) = 1. Determine the following limits with precise justifications.
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