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1. (20 points) Suppose that $X \sim \text{Unif}(-5, 5)$. Let $Y = |X|$.

(a) (10 points) Calculate $\text{Cov}(X, Y)$.

(b) (10 points) Are $X$ and $Y$ independent? Make sure to justify your answer.

Proof of (a). Recall that $\text{Cov}(X, Y) = \mathbb{E}[XY] - \mathbb{E}[X] \mathbb{E}[Y]$. Since $\mathbb{E}[X] = \frac{-5 + 5}{2} = 0$, we only need to calculate $\mathbb{E}[XY] = \mathbb{E}[X|X|]$, where $X|X|$ can be thought of as a function of $X$. In particular, if $g(x) = x|x|$, then $g(X) = X|X|$. Since $X$ is a continuous random variable, we can easily calculate this expectation:

$$
\mathbb{E}[X|X|] = \mathbb{E}[g(X)] = \int_{-5}^{5} g(x) \frac{1}{10} \, dx = \int_{-5}^{5} x|x| \frac{1}{10} \, dx.
$$

Since the integrand is an odd function, this definite integral is equal to 0. So,

$$
\text{Cov}(X, Y) = 0.
$$

You could have split the integral up into

$$
\int_{-5}^{5} x|x| \frac{1}{10} \, dx = \int_{-5}^{0} -x^2 \frac{1}{10} \, dx + \int_{0}^{5} x^2 \frac{1}{10} \, dx
$$

and done the integration to get the same answer. □

Proof of (b). The covariance of $X$ and $Y$ is 0, but this does not imply that $X$ and $Y$ are independent. For example, $\mathbb{P}(X \in (3, 5)) = \frac{2}{10}$ and

$$
\mathbb{P}(Y \in (0, 2)) = \mathbb{P}(|X| \in (0, 2)) = \mathbb{P}(X \in (-2, 0) \cup (0, 2)) = \frac{4}{10},
$$

but

$$
\mathbb{P}(X \in (3, 5), Y \in (0, 2)) = \mathbb{P}(X \in (3, 5), |X| \in (0, 2))
$$

$$
= \mathbb{P}(X \in (3, 5), X \in (-2, 0) \cup (0, 2))
$$

$$
= 0
$$

$$
\neq \mathbb{P}(X \in (3, 5)) \mathbb{P}(Y \in (0, 2)).
$$

□
2. (20 points) Two people are participating in an auction to buy a painting. The auction is anonymous, meaning that the participants do not know the offer the other person submits. The person who submits the highest offer wins the auction: the value of the highest offer is called the winning bid. Suppose that participant 1 submits a random offer \( X \sim \text{Unif}(0, 1) \) and participant 2 submits a random offer \( Y \sim \text{Unif}(0, 2) \). Since the auction is anonymous, we assume that \( X \) and \( Y \) are independent.

(a) (10 points) Find the probability that participant 2 wins the auction. Hint: draw a rectangle.

(b) (10 points) Suppose that someone tells you that the winning bid was strictly greater than \( \frac{1}{2} \). Given this information, what is the probability that participant 2 won the auction? Hint: draw a rectangle.

**Proof of (a).** The problem amounts to computing \( P(X < Y) \). Since \( X \) and \( Y \) are independent, they have a joint density \( f_{X,Y}(x, y) = f_X(x)f_Y(y) = \frac{1}{2} \cdot \frac{1}{2} = \frac{1}{4} \). In particular, we see that \((X, Y)\) is just uniformly distributed on the rectangle \([0, 1] \times [0, 2]\). The probability \( P(X < Y) \) amounts to the area of the yellow region divided by the area of the rectangle in the following picture:

We conclude that the probability is

\[
P(X < Y) = \frac{\frac{3}{2}}{2} = \frac{3}{4}.
\]
Proof of (b). The problem amounts to computing

\[ P \left( X < Y \mid \max(X, Y) > \frac{1}{2} \right) = \frac{P \left( X < Y, \max(X, Y) > \frac{1}{2} \right)}{P \left( \max(X, Y) > \frac{1}{2} \right)}. \]

Again, since \((X, Y)\) is uniformly distributed on the rectangle \([0, 1] \times [0, 2]\), the probability

\[
\frac{P \left( X < Y, \max(X, Y) > \frac{1}{2} \right)}{P \left( \max(X, Y) > \frac{1}{2} \right)}
\]

amounts to the area of the green region divided by the area of the brown region:

We conclude that the probability is

\[
\frac{P \left( X < Y, \max(X, Y) > \frac{1}{2} \right)}{P \left( \max(X, Y) > \frac{1}{2} \right)} = \frac{11}{16} = \frac{11}{14}.
\]

\[ \square \]
3. (20 points) Suppose that $X$ and $Y$ are independent random variables with $X \sim \text{Unif}(0, 1)$ and $Y \sim \mathcal{N}(0, 1)$.

(a) (15 points) Find the density of $Z = X + Y$. You may leave your answer in terms of $\Phi$, the CDF of the standard normal distribution.

(b) (5 points) Determine the value of
$$
\int_{-\infty}^{\infty} \Phi(t + 1) - \Phi(t) \, dt.
$$
Make sure to justify your answer.

Proof of (a). We use the convolution formula:
$$
f_Z(t) = \int_{-\infty}^{\infty} f_X(x) f_Y(t - x) \, dx
= \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} 1_{\{t - x \in (0, 1)\}} \, dx
= \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} 1_{\{x - t \in (-1, 0)\}} \, dx
= \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} 1_{\{x \in (t - 1, t)\}} \, dx
= \int_{t-1}^{t} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \, dx
= \Phi(t) - \Phi(t - 1).
$$

Proof of (b). Note that
$$
\int_{-\infty}^{\infty} \Phi(t + 1) - \Phi(t) \, dt = \int_{-\infty}^{\infty} \Phi(t) - \Phi(t - 1) \, dt
= \int_{-\infty}^{\infty} f_Z(t) \, dt
= 1,
$$
where the last equality follows from the fact that $f_Z(t)$ is a probability density function.
4. (20 points) Suppose that the random vector \((X_1, X_2, \ldots, X_{2r})\) has the multinomial distribution \((X_1, \ldots, X_{2r}) \sim \text{Mult}(n, 2r, p_1, p_2, \ldots, p_{2r})\). Calculate the expectation \(\mathbb{E} \left[ \sum_{i=1}^{r} X_{2i} \right]\) (note: the subscript of the \(X\) in the summation is \(2i\), not \(i\)).

**Proof.** By linearity of expectation,

\[
\mathbb{E} \left[ \sum_{i=1}^{r} X_{2i} \right] = \sum_{i=1}^{r} \mathbb{E}[X_{2i}].
\]

Since \((X_1, \ldots, X_{2r}) \sim \text{Mult}(n, 2r, p_1, p_2, \ldots, p_{2r})\), we know that \(X_j \sim \text{Bin}(n, p_j)\).

So, \(\mathbb{E}[X_{2i}] = np_{2i}\) and

\[
\mathbb{E} \left[ \sum_{i=1}^{r} X_{2i} \right] = \sum_{i=1}^{r} \mathbb{E}[X_{2i}] = \sum_{i=1}^{r} np_{2i} = n \sum_{i=1}^{r} p_{2i}.
\]

\(\square\)
5. (20 points) Suppose that we have an infinite sequence of i.i.d. random variables \( Z_1, Z_2, \ldots \) with mean \( \mathbb{E}[Z_1] = \mu \) and variance \( \text{Var}(Z_1) = \sigma^2 \). Determine the following limits with precise justifications. If appropriate, you may leave your answer in terms of \( \mu, \sigma^2 \), and \( \Phi \), the CDF of the standard normal distribution.

(a) (10 points)
\[
\lim_{n \to \infty} \mathbb{P}(Z_1 + Z_2 + \cdots + Z_n < n(\mu - 1)).
\]

(b) (10 points)
\[
\lim_{n \to \infty} \mathbb{P}\left(\frac{Z_1 + Z_2 + \cdots + Z_n}{n} < \mu\right).
\]

Proof of (a).
\[
\lim_{n \to \infty} \mathbb{P}(Z_1 + Z_2 + \cdots + Z_n < n(\mu - 1)) = \lim_{n \to \infty} \mathbb{P}\left(\frac{Z_1 + Z_2 + \cdots + Z_n}{n} < \mu - 1\right)
= \lim_{n \to \infty} \mathbb{P}\left(\frac{Z_1 + Z_2 + \cdots + Z_n}{n} - \mu < -1\right)
\leq \lim_{n \to \infty} \mathbb{P}\left(\left|\frac{Z_1 + Z_2 + \cdots + Z_n}{n} - \mu\right| > 1\right)
= 0,
\]
where the last equality follows from the weak law of large numbers. So,
\[
\lim_{n \to \infty} \mathbb{P}(Z_1 + Z_2 + \cdots + Z_n < n(\mu - 1)) = 0.
\]

Proof of (b).
\[
\lim_{n \to \infty} \mathbb{P}\left(\frac{Z_1 + Z_2 + \cdots + Z_n}{n} < \mu\right) = \lim_{n \to \infty} \mathbb{P}(Z_1 + Z_2 + \cdots + Z_n < n\mu)
= \lim_{n \to \infty} \mathbb{P}(Z_1 + Z_2 + \cdots + Z_n - n\mu < 0)
= \lim_{n \to \infty} \mathbb{P}\left(\frac{Z_1 + Z_2 + \cdots + Z_n - n\mu}{\sqrt{n}\sigma} < 0\right)
= \Phi(0) = \frac{1}{2},
\]
where the last equality follows from the central limit theorem.