THE CLUSTER AND DUAL CANONICAL BASES OF $\mathbb{Z}[x_{11}, \ldots, x_{33}]$
ARE EQUAL

BRENDON RHOADES

Abstract. The polynomial ring $\mathbb{Z}[x_{11}, \ldots, x_{33}]$ has a basis called the dual canonical basis whose quantization facilitates the study of representations of the quantum group $U_q(\mathfrak{sl}_3(\mathbb{C}))$ [8] [5]. On the other hand, $\mathbb{Z}[x_{11}, \ldots, x_{33}]$ inherits a basis from the cluster monomial basis of a geometric model of the type $D_4$ cluster algebra [3] [4]. We prove that these two bases are equal. This extends work of Skandera and proves a conjecture of Fomin and Zelevinsky [10].

1. Introduction

For $n \geq 0$, let $\mathcal{A}_n$ denote the polynomial ring $\mathbb{Z}[x_{11}, \ldots, x_{nn}]$ in the $n^2$ commuting variables $(x_{ij})_{1 \leq i,j \leq n}$. The algebra $\mathcal{A}_n$ has an obvious $\mathbb{Z}$-basis of monomials in the variables $x_{ij}$, which we call the natural basis. In addition to the natural basis, the ring $\mathcal{A}_n$ has many other interesting bases such as a bitableau basis defined by Mead and popularized by Désarménien, Kung, and Rota [2] having applications in invariant theory and the dual canonical basis of Lusztig [8] and Kashiwara [5] whose quantization facilitates the study of representations of the quantum group $U_q(\mathfrak{sl}_n(\mathbb{C}))$.

Given two bases of $\mathcal{A}_n$, it is natural to compare them by examining the corresponding transition matrix. For example, in [9] it is shown that these latter two bases are related via a transition matrix which may be taken to be unitriangular (i.e., upper triangular with 1’s on the main diagonal) with respect to an appropriate ordering of basis elements.

Cluster algebras are a certain class of commutative rings introduced by Fomin and Zelevinsky [3] to study total positivity and dual canonical bases. Any cluster algebra comes equipped with a distinguished set of generators called cluster variables which are grouped into finite overlapping subsets called clusters, all of which have the same cardinality. The cluster algebras with a finite number of clusters have a classification similar to the Cartan-Killing classification of finite-dimensional simple complex Lie algebras [4]. In this classification, it turns out that the cluster algebra of type $D_4$ is a localization of the ring $\mathcal{A}_3$ (see for example [10]) and the ring $\mathcal{A}_3$ inherits a $\mathbb{Z}$-basis consisting of cluster monomials. We call this basis the cluster basis. Fomin and Zelevinsky conjectured that the cluster basis and the dual canonical basis of $\mathcal{A}_3$ are
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equal, and Skandera showed that any two of the natural, cluster, and dual canonical bases of $\mathcal{A}_3$ are related via a unitriangular transition matrix when basis elements are ordered appropriately [10]. In this paper we strengthen Skandera’s result and prove Fomin and Zelevinsky’s conjecture with the following result (definitions will be postponed until Sections 2 and 3).

**Theorem 1.1.** The dual canonical and cluster bases of $\mathcal{A}_3$ are equal.

Since each of the cluster and frozen variables of $\mathcal{A}_3$ are irreducible polynomials, this result can be viewed as giving a complete factorization of the dual canonical basis elements of $\mathcal{A}_3$ into irreducibles. Because the natural $GL_3(\mathbb{C})$ action on $\mathbb{C} \otimes_{\mathbb{Z}} \mathcal{A}_3$ is multiplicative, this could aid in constructing representing matrices for this action with respect to the dual canonical basis.

Theorem 1.1 will turn out to be the classical $q = 1$ specialization of a result (Theorem 4.26) comparing two bases of a noncommutative quantization $\mathcal{A}_3^{(q)}$ of the polynomial ring $\mathcal{A}_3$. The remainder of this paper is devoted to the proof of this basis equality. In Section 2 we define the cluster basis of the classical ring $\mathcal{A}_3$. In Section 3 we introduce the quantum polynomial ring $\mathcal{A}_n^{(q)}$ together with its dual canonical basis and a quantum analogue of the cluster basis of $\mathcal{A}_3$. In Section 4 we use a result of Zhang [12] and some rather involved computations to show that the quantum analogues of the cluster and dual canonical bases coincide up to a factor $q$ (which may depend on the basis element in question) and deduce Theorem 1.1. In Section 5 we comment on possible extensions of the results in this paper.

2. The Cluster Basis of $\mathbb{Z}[x_{11}, \ldots, x_{33}]$

We shall not find it necessary to use a great deal of the general theory of cluster algebras to define and study the cluster basis of $\mathcal{A}_3$. Rather, we simply will define a collection of 16 polynomials in $\mathcal{A}_3$ to be cluster variables and associate to each of them a certain decorated octagon, define an additional 5 polynomials to be frozen variables, define (extended) clusters in terms of noncrossing conditions on decorated octagons, and define cluster monomials to be products of elements of an extended cluster.

For any two subsets $I, J \subseteq [3]$ of equal size, define the $(I, J)-$minor $\Delta_{I,J}(x)$ of $x = (x_{i,j})_{1 \leq i, j \leq 3}$ to be the determinant of the submatrix of $x$ with row set $I$ and column set $J$. Define additionally two more polynomials, the 132- and 213-Kazhdan-Lusztig immanants of $x$, by

\[
\text{Imm}_{132}(x) = x_{11}x_{23}x_{32} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} + x_{13}x_{22}x_{31}
\]

and

\[
\text{Imm}_{213}(x) = x_{12}x_{21}x_{33} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} + x_{13}x_{22}x_{31}.
\]
The cluster variables are the 16 elements of $A_3$ shown in Figure 2.1 [10, p. 3], with the associated decorated octagons. Every octagon is decorated with either a pair of parallel nonintersecting nondiameters or a diameter colored one of two colors, red or blue.

A centrally symmetric modified triangulation of the octagon is a maximal collection of the above octagon decorations without intersections except that distinct diameters of the same color can intersect and identical diameters of different colors can coincide. Every centrally symmetric modified triangulation of the octagon consists of four decorations, and a cluster is the associated four element set of polynomials corresponding to the decorations in such a triangulation. There are 50 centrally symmetric modified triangulations of the octagon, and hence 50 clusters. Four examples of centrally symmetric modified triangulations are shown in Figure 2.2. The corresponding clusters are, from left to right, $\{x_{21}, x_{23}, \Delta_{23,13}(x), \Delta_{23,23}(x)\}$, $\{x_{23}, x_{33}, \Delta_{12,13}(x), \text{Imm}_{132}(x)\}$, $\{x_{12}, x_{21}, x_{22}, \Delta_{23,23}(x)\}$, and $\{x_{11}, x_{12}, x_{21}, \Delta_{12,12}(x)\}$.

We define additionally a set $\mathcal{F}$ consisting of the five polynomials

$$\mathcal{F} := \{x_{13}, \Delta_{12,23}(x), \Delta_{123,123}(x) = \det(x), \Delta_{23,12}(x), x_{31}\}.$$ 

Elements in $\mathcal{F}$ are called frozen variables and the union of $\mathcal{F}$ with any cluster is an extended cluster. A cluster monomial is a product of the form $z_1^{b_1} \cdots z_9^{b_9}$, where $\{z_1, \ldots, z_9\}$ is an extended cluster and the $b_i$ are nonnegative integers.

For any $n \geq 0$, the set $\text{Mat}_n(\mathbb{N})$ is equipped with a total order $\leq_{\text{lex}}$ called lex order defined as follows. Endow the set $[n] \times [n]$ with the standard lexicographical order. Given a matrix $A \in \text{Mat}_n(\mathbb{N})$, the word $w(A)$ of $A$ is defined to be the unique
nondecreasing word in $[n] \times [n]$ where the multiplicity of the letter $(i, j)$ is equal to the $(i, j)$-entry of $A$. Given two matrices $A, B \in \text{Mat}_n(\mathbb{N})$, we say that $A \leq_{\text{lex}} B$ if and only if the words $w(A)$ and $w(B)$ of $A$ and $B$ have the same length and $w(A) \leq w(B)$ in the lexicographical order in sequences in $[n] \times [n]$ induced from the lexicographical order on $[n] \times [n]$.

Skandera [10] develops a map $\phi$ from the set of cluster monomials to the set $\text{Mat}_3(\mathbb{N})$ as follows. For any cluster or frozen variable $z$, let $\phi(z)$ be the lex greatest matrix $A$ for which the monomial $x_1^{(A)_{1,1}} \cdots x_n^{(A)_{n,n}}$ appears in the expansion of $z$ in the natural basis, where $(-)_{i,j}$ denotes taking the $(i, j)$-entry of a matrix. Given an arbitrary cluster monomial $z_1^{b_1} \cdots z_9^{b_9}$, extend the definition of $\phi$ via

$$\phi(z_1^{b_1} \cdots z_9^{b_9}) := b_1 \phi(z_1) + \cdots + b_9 \phi(z_9).$$

**Proposition 2.1.** ([10]) The map $\phi$ is a bijection from the set of cluster monomials to $\text{Mat}_3(\mathbb{N})$.

The fact that $\phi$ is a bijection is used in [10] to show that the set of cluster monomials is related to the natural basis of $\mathcal{A}_3$ via a unitriangular, integer transition matrix, and thus is actually a $\mathbb{Z}$-basis for $\mathcal{A}_3$ (the fact that the cluster monomials form a basis is also a consequence of more general cluster algebra theory). This basis is called the **cluster basis** of $\mathcal{A}_3$.

**Example 2.1.** Consider the cluster corresponding to the leftmost centrally symmetric modified triangulation in Figure 2.2, i.e. $\{x_{21}, x_{23}, \Delta_{23,13}(x), \Delta_{23,23}(x)\}$. An example of a cluster monomial drawn from the corresponding extended cluster is

$$z := x_{21}^7 x_{23}^0 \Delta_{23,13}(x)^2 \Delta_{23,23}(x)^1 x_{13}^0 \Delta_{12,23}(x)^2 \Delta_{123,123}(x)^0 \Delta_{23,12}(x)^0 x_{31}^7.$$ 

We have that

$$\phi(z) = 7 \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} + 0 \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} + 2 \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} + \cdots = \begin{pmatrix} 0 & 2 & 0 \\ 9 & 1 & 2 \\ 7 & 0 & 3 \end{pmatrix}.$$
3. The Quantum Polynomial Ring

For \( n \geq 0 \), define the quantum polynomial ring \( \mathcal{A}_n^{(q)} \) to be the unital noncommutative \( \mathbb{Z}[q^{\pm 1/2}] \)-algebra generated by the \( n^2 \) variables \( x = (x_{ij})_{1 \leq i, j \leq n} \) and subject to the relations

\[
\begin{align*}
(3.1) & \quad x_{ik}x_{il} = qx_{il}x_{ik} \\
(3.2) & \quad x_{ik}x_{jk} = qx_{jk}x_{ik} \\
(3.3) & \quad x_{il}x_{jk} = x_{jk}x_{il} \\
(3.4) & \quad x_{ik}x_{ji} = x_{ji}x_{ik} + (q - q^{-1})x_{il}x_{jk},
\end{align*}
\]

where \( i < j \) and \( k < l \). It follows from these relations that the specialization of \( \mathcal{A}_n^{(q)} \) to \( q = 1 \) recovers the classical polynomial ring \( \mathcal{A}_n \). The center of \( \mathcal{A}_n^{(q)} \) is generated by the quantum determinant \( \det_q(x) := \sum_{w \in S_n} (-q)^{\ell(w)} x_{1,w(1)} \cdots x_{n,w(n)} \). Here \( \ell(w) \) denotes the Coxeter length of a permutation \( w \). Factoring the extension \( \mathbb{C} \otimes_{\mathbb{Z}} \mathcal{A}_n^{(q)} \) by the ideal \( (\det_q(x) - 1) \) yields the quantum coordinate ring \( \mathcal{O}_q(SL_n(\mathbb{C})) \) of the special linear group. Given two ring elements \( f, g \in \mathcal{A}_n^{(q)} \), we say that \( f \) is a \( q \)-shift of \( g \) if there is a number \( a \) so that \( f = q^a g \).

The natural basis of \( \mathcal{A}_n \) lifts to a \( \mathbb{Z}[q^{\pm 1/2}] \)-basis of the quantum polynomial ring \( \mathcal{A}_n^{(q)} \) given by \( \{ X^A := x_{w(A)_1} \cdots x_{w(A)_n} \mid A \in \text{Mat}_n(\mathbb{N}) \} \), where \( w(A) = w(A)_1 \cdots w(A)_n \) is the word of \( A \) (see, for example, [12]). A monomial \( m \) in the generators \( x_{ij} \) of \( \mathcal{A}_n^{(q)} \) will be said to be in lex order if it is of the form \( m = X^A \) for some (necessarily unique) matrix \( A \). We call this basis the quantum natural basis (QNB). We will find it convenient to work with a \( \mathbb{Z}[q^{\pm 1/2}] \)-basis of \( \mathcal{A}_n^{(q)} \) whose elements are \( q \)-shifts of QNB elements. Following [12], for any matrix \( A = (a_{ij}) \in \text{Mat}_n(\mathbb{N}) \), define the number \( e(A) := -\frac{1}{2} \sum_{i,j} \sum_{j < k} (a_{ij}a_{ik} + a_{ij}a_{ki}) \) and the quantum polynomial \( X(A) := q^{e(A)} X^A \in \mathcal{A}_n^{(q)} \). The set \( \{ X(A) \mid A \in \text{Mat}_n(\mathbb{N}) \} \) is also a \( \mathbb{Z}[q^{\pm 1/2}] \)-basis of \( \mathcal{A}_n^{(q)} \), called the modified quantum natural basis (MQNB).

As with the classical polynomial ring \( \mathcal{A}_n \), the quantum ring \( \mathcal{A}_n^{(q)} \) admits a natural \( \mathbb{N} \)-grading by degree. Finer than this grading is an \( \mathbb{N}^n \times \mathbb{N}^n \)-grading, where the \((r_1, \ldots, r_n) \times (c_1, \ldots, c_n)\)-graded piece is the \( \mathbb{Z}[q^{\pm 1/2}] \)-linear span of all MQNB elements \( X(A) \) for matrices \( A \in \text{Mat}_n(\mathbb{N}) \) with row sum vector \( \text{row}(A) = (r_1, \ldots, r_n) \) and column sum vector \( \text{col}(A) = (c_1, \ldots, c_n) \). It is routine to check from (3.1)-(3.4) that this grading is well-defined.

The ring \( \mathcal{A}_n^{(q)} \) is equipped with an involutive bar antiautomorphism defined by the \( \mathbb{Z} \)-linear extension of \( \overline{q^{1/2}} = q^{-1/2} \) and \( \overline{x_{ij}} = x_{ij} \). It follows readily from relations (3.1)-(3.4) that \( \overline{\cdot} \) is well-defined. Observe that the bar involution specializes to the
identity map at \( q = 1 \). The dual canonical basis (DCB) of \( \mathcal{A}_n^{(q)} \) arises naturally when attempting to find bases of \( \mathcal{A}_n^{(q)} \) consisting of bar invariant polynomials.

Define a partial order \( \leq_{Br} \) on \( \text{Mat}_n(\mathbb{N}) \) called Bruhat order by letting \( \leq_{Br} \) be the transitive closure of \( A \prec_{Br} B \) if \( B \) can be obtained from \( A = (a_{ij})_{1 \leq i,j \leq n} \) by a \( 2 \times 2 \) submatrix transformation of the form
\[
\begin{pmatrix}
  a_{ik} & a_{il}
  \\
  a_{jk} & a_{jl}
\end{pmatrix} \mapsto \begin{pmatrix}
  a_{ik} - 1 & a_{il} + 1 \\
  a_{jk} + 1 & a_{jl} - 1
\end{pmatrix},
\]
for \( i < j \) and \( k < l \) with \( a_{ik}, a_{ji} > 0 \). Observe that the restriction of \( \leq_{Br} \) to the set of permutation matrices is isomorphic to the ordinary (strong) Bruhat order on the symmetric group \( S_n \). Observe also that matrix transposition and antitransposition are automorphisms of the poset \( (\text{Mat}_n(\mathbb{N}), \leq_{Br}) \). (Matrix antitransposition acts on square matrices \( x = (x_{ij})_{1 \leq i,j \leq n} \) by reflection across the main antidiagonal \( \{x_{i,n-i+1} \mid 1 \leq i \leq n\} \).) Bruhat order and lex order on \( \text{Mat}_n(\mathbb{N}) \) are related by the implication \( (A \leq_{Br} B) \Rightarrow (B \leq_{\text{lex}} A) \) which can be easily checked on the generating relation \( \prec_{Br} \).

The following result is a slight modification of a result of Zhang [12, Theorem 3.2], who proved his result using work of Du on IC bases.

**Theorem 3.1.** There exists a unique \( \mathbb{Z}[q^{\pm 1/2}] \)-basis
\[
\{ b(A) \mid A \in \text{Mat}_n(\mathbb{N}) \}
\]
of \( \mathcal{A}_n^{(q)} \) where \( b(A) \) is homogeneous with respect to the \( \mathbb{N}^n \times \mathbb{N}^n \)-grading of \( \mathcal{A}_n^{(q)} \) with degree \( \text{row}(A) \times \text{col}(A) \) and the MQNB expansion of \( b(A) \) is of the form
\[
b(A) = X(A) + \sum_{B >_{Br} A} \beta_{A,B}(q^{1/2})X(B),
\]
where the \( \beta_{A,B} \) are polynomials in \( q^{1/2} \mathbb{Z}[q^{1/2}] \).

This basis is called the dual canonical basis.

**Proof.** We first prove the weaker assertion that there exists a unique bar invariant \( \mathbb{Z}[q^{\pm 1/2}] \)-basis \( \{b(A) \mid A \in \text{Mat}_n(\mathbb{N})\} \) of \( \mathcal{A}_n^{(q)} \) such that \( b(A) \) is homogeneous with respect to the \( \mathbb{N}^n \times \mathbb{N}^n \)-grading of \( \mathcal{A}_n^{(q)} \) and the MQNB expansion of \( b(A) \) is of the form
\[
b(A) = X(A) + \sum_{B <_{\text{lex}} A} \beta_{A,B}(q^{1/2})X(B),
\]
where the $\beta_{A,B}$ are polynomials in $q^{1/2}\mathbb{Z}[q^{1/2}]$. Let $L \subseteq \mathcal{A}_n^{(q)}$ denote the free $\mathbb{Z}[q^{1/2}]$-module $\bigoplus_{A \in \text{Mat}_n(\mathbb{N})} \mathbb{Z}[q^{1/2}]X(A)$ generated by $\{X(A) \mid A \in \text{Mat}_n(\mathbb{N})\}$. By [12, Theorem 3.2], there exists a unique bar invariant $\mathbb{Z}[q^{1/2}]$-basis $\{b(A) \mid A \in \text{Mat}_n(\mathbb{N})\}$ of $L$ such that the MQNB expansion of $b(A)$ has the form
\[ b(A) = X(A) + \sum_{B \prec_{\text{lex}} A} \beta_{A,B}(q^{1/2})X(B), \]
for some polynomials $\beta_{A,B}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$ and $b(A)$ is homogeneous with respect to the $\mathbb{N}^n \times \mathbb{N}^n$-grading of $\mathcal{A}_n^{(q)}$ of degree $\text{row}(A) \times \text{col}(A)$. This $\mathbb{Z}[q^{1/2}]$-basis of $L$ is also a $\mathbb{Z}[q^{\pm 1/2}]$-basis of $\mathcal{A}_n^{(q)}$. On the other hand, any $\mathbb{Z}[q^{\pm 1/2}]$-basis $\{b(A) \mid A \in \text{Mat}_n(\mathbb{N})\}$ of $\mathcal{A}_n^{(q)}$ such that the MQNB expansion of $b(A)$ has the form
\[ b(A) = X(A) + \sum_{B \prec_{\text{lex}} A} \beta'_{A,B}(q^{1/2})X(B), \]
for some polynomials $\beta_{A,B}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$ is also a $\mathbb{Z}[q^{1/2}]$-basis of $L$. This implies our weaker assertion.

Let $\{b(A) \mid A \in \text{Mat}_n(\mathbb{N})\}$ be the unique $\mathbb{Z}[q^{\pm 1/2}]$-basis of $\mathcal{A}_n^{(q)}$ guaranteed by our weaker assertion. We claim that the coefficient $\beta_{A,B}(q^{1/2})$ in the MQNB expansion
\[ b(A) = X(A) + \sum_{B \prec_{\text{lex}} A} \beta_{A,B}(q^{1/2})X(B), \]
is equal to zero unless $A <_{Br} B$. This follows from the first paragraph of the proof of [12, Corollary 3.4] together with the fact that lex order on $\text{Mat}_n(\mathbb{N})$ is an extension of the dual of Bruhat order. \qed

While the DCB is important in the study of the representation theory of the quantum group $U_q(\mathfrak{sl}_n(\mathbb{C}))$ [5] [8], the lack of an elementary formula for the expansion of the $b(A)$ in the MQNB can make computations involving the DCB difficult. Due to the triangularity condition (2) in Theorem 3.1, we will often need to study quantum ring elements $f \in \mathcal{A}_n^{(q)}$ which have a $q$-shift (necessarily unique) whose MQNB expansion is of the form $X(A) + \sum_{B >_{Br} A} \beta_{A,B}(q^{1/2})X(B)$, where the $\beta_{A,B}$ are polynomials in $q^{1/2}\mathbb{Z}[q^{1/2}]$. For short, we will call such ring elements $q$-triangular. We remark that the restriction of the DCB of the quantum ring $\mathcal{A}_n^{(q)}$ to $q = 1$ yields a basis of the classical polynomial ring $\mathcal{A}_n$, also called the dual canonical basis.

In studying $q$-triangularity, we will frequently need to analyze expansions of quantum ring elements in the (M)QNB. To find these expansions, we use relations (3.1)-(3.4) to express arbitrary ring elements as a linear combination of monomials which are in lex order. While the somewhat exotic relation (3.4) can make for complicated expansions, this straightening procedure is somewhat well behaved with respect to the unique Bruhat minimal term, when it exists.
More precisely, given any product \( m \in \mathcal{A}_n^{(q)} \) of the generators \( x_{ij} \) and a ground ring element \( \beta \in \mathbb{Z}[q^{1/2}] \), define the content \( C(\beta m) \) of \( \beta m \) to be the \( n \times n \) matrix whose \((i,j)\)-entry is equal to the number of occurrences of \( x_{ij} \) in \( m \). Also, if a ring element \( f \in \mathcal{A}_n^{(q)} \) has a QNB expansion of the form \( f = \sum_{B \geq B_r} \beta_{A,B} X^B \) with \( \beta_{A,B} \in \mathbb{Z}[q^{1/2}] \) and \( \beta_{A,A} \neq 0 \), set \( \sigma(f) := \beta_{A,A} X^A \in \mathcal{A}_n^{(q)} \). If \( f \) does not have a QNB expansion of this form, leave \( \sigma(f) \) undefined. The following lemma states a couple facts about the function \( \sigma \) which will be used in Section 4 to analyze Bruhat minimal terms of ring elements in \( \mathcal{A}_n^{(q)} \).

**Lemma 3.2.** (Leading Lemma) (1) Let \( f = \beta m + \beta_1 m_1 + \cdots + \beta_r m_r \in \mathcal{A}_n^{(q)} \) be an element of \( \mathcal{A}_n^{(q)} \) such that \( \beta_k \in \mathbb{Z}[q^{1/2}] \) for all \( k \), the \( m_k \) are monomials in the \( x_{ij} \), and \( C(m) <_{Br} C(m_k) \) for all \( k \). Then, \( \sigma(f) \) is defined and has content \( C(m) \).

(2) Suppose that \( f, g \in \mathcal{A}_n^{(q)} \) are ring elements such that \( \sigma(f) \) and \( \sigma(g) \) are both defined. Then, we have that \( \sigma(fg) = \sigma(\sigma(f)\sigma(g)) \), where both sides of this equation are defined.

**Proof.** (1) To expand \( f \) in the QNB, we apply the relations (3.1)-(3.4) to express the summands \( m, m_1, \ldots, m_r \) as a linear combination of monomials in lex order. The application of relations (3.1)-(3.3) to a monomial in the generators \( x_{ij} \) does not change the content of this monomial. Moreover, the application of relation (3.4) to any monomial \( m_0 \) in \( \mathcal{A}_n^{(q)} \) yields a sum \( m'_0 - (q - q^{-1})m''_0 \), where \( m'_0 \) has the same content as \( m_0 \) and \( m''_0 \) has content which is greater in Bruhat order than the content of \( m_0 \).

(2) There exist matrices \( A, A' \in \text{Mat}_n(\mathbb{N}) \) and ground ring elements \( \beta_{A,B}, \beta_{A',B'} \in \mathbb{Z}[q^{1/2}] \) with \( \beta_{A,A}, \beta_{A',A'} \neq 0 \) such that \( f = \sum_{B \geq B_r} \beta_{A,B} X^B \) and \( g = \sum_{B' \geq B_r} \beta_{A',B'} X^{B'} \). Multiplying these expressions together and expanding, we see that

\[
fg = \sum_{B \geq B_r, A,B' \geq B_r, A'} \beta_{A,B} \beta_{A',B'} X^B X^{B'}.
\]

For any term in the above sum, we have the associated content matrix

\[
C(\beta_{A,B} \beta_{A',B'} X^B X^{B'}) = B + B' \in \text{Mat}_n(\mathbb{N}).
\]

It can be checked that matrix addition \( (B, B') \mapsto B + B' \) gives an order preserving map \( (\text{Mat}_n(\mathbb{N}) \times \text{Mat}_n(\mathbb{N}), \leq_{Br} \times \leq_{Br}) \to (\text{Mat}_n(\mathbb{N}), \leq_{Br}) \). Therefore, by Part 1, \( \sigma(fg) \) is well defined and has content \( C(\sigma(fg)) = A + A' \). By the same reasoning as in the proof of Part 1, if \( B \geq_{Br} A \) and \( B' \geq_{Br} A' \) with \( (B, B') \neq (A, A') \), the coefficient of \( X^{A + A'} \) in the expansion of \( X^B X^{B'} \) in the QNB is zero. It follows that

\[
\sigma(fg) = \sigma\left( \sum_{B \geq_{Br} A, B' \geq_{Br} A'} \beta_{A,B} \beta_{A',B'} X^B X^{B'} \right) = \sigma(\beta_{A,A} \beta_{A',A'} X^A X^{A'}) = \sigma(\sigma(f)\sigma(g)).
\]

\( \square \)
In the classical setting $q = 1$, Skandera [11] discovered an explicit formula for dual canonical basis elements of $A_n$ which involves certain polynomials called immanants.

Given a permutation $w \in S_m$ and an $m \times m$ matrix $y = (y_{ij})_{1 \leq i, j \leq m}$ with entries drawn from the set \{x_{ij} \mid 1 \leq i, j \leq n\}, define the $w$-KL immanant of $y$ to be 

$$\text{Imm}_w(y) := \sum_{v \in S_m} Q_{v,w}(1)y_{v(1)} \cdots y_{v(m)}.$$  

Here $Q_{v,w}(q)$ is the inverse Kazhdan-Lusztig polynomial corresponding to the permutations $v$ and $w$ (see [6] or [1]). It can be shown that the KL immanant $\text{Imm}_1(y)$ corresponding to the identity permutation $1 \in S_m$ is equal to the determinant $\det(y)$.

Any (weak) composition $\alpha \vdash m$ with $n$ parts induces a function $[m] \rightarrow [n]$, also denoted $\alpha$, which maps the interval $(\alpha_1 + \cdots + \alpha_{i-1}, \alpha_1 + \cdots + \alpha_i]$ onto $i$ for all $i$. We also have the associated parabolic subgroup $S_\alpha \cong S_{\alpha_1} \times \cdots \times S_{\alpha_n}$ of $S_m$ which stabilizes all of the above intervals. Given a pair $\alpha, \beta \vdash m$ of compositions of $m$ both having $n$ parts, we define the generalized submatrix $x_{\alpha, \beta}$ of $x$ to be the $m \times m$ matrix satisfying $(x_{\alpha, \beta})_{ij} := x_{\alpha(i), \beta(j)}$ for all $1 \leq i, j \leq m$. Let $\Lambda_m(\alpha, \beta)$ denote the set of Bruhat maximal permutations in the set of double cosets $S_\alpha \setminus S_m / S_\beta$. Skandera’s work [11, Section 2] implies that the dual canonical basis of $A_n$ is equal to the set

$$\bigcup_{m \geq 0} \Lambda_m(\alpha, \beta) \cup \{\text{Imm}_w(x_{\alpha, \beta}) \mid w \in \Lambda_m(\alpha, \beta)\}.$$  

The lack of an elementary description of the inverse KL polynomials is the most difficult part in using Skandera’s formula to write down DCB elements.

Returning to the quantum setting and restricting to the case $n = 3$, we define the quantum 132- and 213-KL immanants, denoted $\text{Imm}^{(q)}_{132}(x)$ and $\text{Imm}^{(q)}_{213}(x)$, to be the elements of $A_3^{(q)}$ given by

$$\text{Imm}^{(q)}_{132}(x) = x_{11}x_{23}x_{32} - qx_{12}x_{23}x_{31} - qx_{13}x_{21}x_{32} + q^2x_{13}x_{22}x_{31}$$

and

$$\text{Imm}^{(q)}_{213}(x) = x_{12}x_{21}x_{33} - qx_{12}x_{23}x_{31} - qx_{13}x_{21}x_{32} + q^2x_{13}x_{22}x_{31}.$$  

Define quantum cluster and quantum frozen variables to be the polynomials obtained by replacing every minor in the classical quantum or frozen variable definition by its corresponding quantum minor and the classical polynomials $\text{Imm}_{132}(x)$ and $\text{Imm}_{213}(x)$ by their quantum counterparts. Define a quantum (extended) cluster to be the set of quantum (frozen and) cluster variables corresponding to polynomials in a classical (extended) cluster.

To define the quantum cluster monomials, fix a total order $\{z'_1 < z'_2 < \cdots < z'_2\}$ on the union of the quantum cluster and frozen variables. A quantum cluster monomial is any product of the form $z_1^{b_1} \cdots z_9^{b_9} \in A_3^{(q)}$, where $\{z_1 < \cdots < z_9\}$ is an ordered quantum extended cluster and the $b_i$ are nonnegative integers. It will
turn out (Corollary 4.9) that the choice of total order < only affects the quantum
cluster monomials up to a $q$-shift. Skandera’s map $\phi$ yields a bijection (also denoted
$\phi$) between the set of quantum cluster monomials and $\text{Mat}_3(\mathbb{N})$.

While it is not obvious at this point, the set $\mathcal{Z}$ of all quantum cluster monomials
will be shown in Corollary 4.13 to be a $\mathbb{Z}[q^{\pm 1/2}]$-basis for the ring $\mathcal{A}_3^{(q)}$. This basis will
be called the quantum cluster basis (QCB). The main result of this paper (Theorem
4.26) states that every dual canonical basis element in $\mathcal{A}_3^{(q)}$ is a $q$-shift of a unique
quantum cluster basis element. Setting $q = 1$, we have that Theorem 4.26 implies
Theorem 1.1.

4. Main Results

Let $\mathcal{Z}$ be the set of quantum cluster monomials (with respect to some fixed total
order < on the set of quantum cluster and frozen variables). In order to prove that
every dual canonical basis element of $\mathcal{A}_3^{(q)}$ is a $q$-shift of a unique element of $\mathcal{Z}$, we
will show that $\mathcal{Z}$ satisfies the Du-Zhang characterization of the dual canonical basis
in Theorem 3.1 up to $q$-shift. To do this, we will show that

1. $\mathcal{Z}$ is a $\mathbb{Z}[q^{\pm 1/2}]$-basis of the ring $\mathcal{A}_3^{(q)}$ (Corollary 4.13),
2. given $z \in \mathcal{Z}$, $z$ is homogeneous with respect to the $\mathbb{N}^3 \times \mathbb{N}^3$-grading of $\mathcal{A}_3^{(q)}$ of
   homogeneous degree row($\phi(z)) \times \text{col}($\phi(z)) (Observation 4.2),
3. $z$ is a $q$-shift of a unique bar invariant element of $\mathcal{A}_3^{(q)}$ (Corollary 4.11), and
4. the same $q$-shift of $z$ as in (3) expands in the MQNB as

\[ X(\phi(z)) + \sum_{\phi(z) < B'} \beta_{\phi(z), B}(q^{1/2})X(B), \]

where $<_{B'}$ is Bruhat order and $\beta_{\phi(z), B}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$ for all $B$ (Lemma 4.25).

We begin with a rather benign observation about the expansion of quantum frozen
or cluster variables in the MQNB which can be verified individually for all 21 of these
quantum ring elements.

Observation 4.1. Let $z \in \mathcal{A}_3^{(q)}$ be a quantum cluster or frozen variable and let
$A = \phi(z)$. The ring element $z$ is homogeneous with respect to the $\mathbb{N}^3 \times \mathbb{N}^3$-grading of
$\mathcal{A}_3^{(q)}$ and has homogeneous degree row($A) \times \text{col}($$A)$. Moreover, the expansion of $z$ in
the MQNB is of the form

\[ z = X(A) + \sum_{B > B', A} \beta_{A, B}(q^{1/2})X(B), \]

where the $\beta_{A, B}$ are polynomials in $q^{1/2}\mathbb{Z}[q^{1/2}]$. 

Next, we observe that quantum cluster monomials are homogeneous.

**Observation 4.2.** Let \( z \in \mathcal{A}_3^{(q)} \) be a quantum cluster monomial and let \( A = \phi(z) \). The ring element \( z \) is homogeneous with respect to the \( \mathbb{N}^3 \times \mathbb{N}^3 \)-grading of \( \mathcal{A}_3^{(q)} \) with homogeneous degree row(\( A \)) \( \times \) col(\( A \)).

**Proof.** This is immediate from Observation 4.1 and the definition of a grading. \( \square \)

Our computational work with the ring \( \mathcal{A}_n^{(q)} \) will be economized by means of a collection of algebra maps. Define maps \( \tau \) and \( \alpha \) on the generators of \( \mathcal{A}_n^{(q)} \) by the formulas

\[
\tau(x_{ij}) = x_{ji} \quad \text{and} \quad \alpha(x_{ij}) = x_{(n-j+1)(n-i+1)}.
\]

It is routine to check from the relations (3.1)-(3.4) that \( \tau \) extends to an involutive \( \mathbb{Z}[q^{\pm 1/2}] \)-algebra automorphism \( \tau : \mathcal{A}_n^{(q)} \rightarrow \mathcal{A}_n^{(q)} \) and that \( \alpha \) extends to an involutive \( \mathbb{Z}[q^{\pm 1/2}] \)-algebra antiautomorphism \( \alpha : \mathcal{A}_n^{(q)} \rightarrow \mathcal{A}_n^{(q)} \). The maps \( \tau \) and \( \alpha \) will be called the transposition and antitransposition maps, respectively, because they act on the matrix \( x = (x_{ij}) \) of generators by transposition and antitransposition. In addition, for any two subsets \( I, J \subseteq [n] \), we can form the subalgebra \( \mathcal{A}_n^{(q)}(I, J) \) of \( \mathcal{A}_n^{(q)} \) generated by \( \{x_{ij} \mid i \in I, j \in J\} \). Writing \( I = \{i_1 < \cdots < i_r\} \) and \( J = \{j_1 < \cdots < j_s\} \), we have a \( \mathbb{Z}[q^{\pm 1/2}] \)-algebra isomorphism \( c_{I,J} : \mathcal{A}_n^{(q)}(I, J) \rightarrow \mathcal{A}_n^{(q)}([r],[s]) \) given by \( c_{I,J} : x_{i_a,j_b} \mapsto x_{a,b} \). The map \( c_{I,J} \) will be called the compression map corresponding to \( I \) and \( J \) because it acts on the matrix \( x \) of generators by compression into the northwest corner. We first write down how these maps act on the MQNB.

**Observation 4.3.** Let \( A \in \text{Mat}_n(\mathbb{N}) \). We have the following formulas involving the MQNB:

1. \( \tau(X(A)) = X(A^T) \)
2. \( \alpha(X(A)) = X(A_{T'}) \).

Here \((-)^T\) denotes matrix transposition and \((-)^{T'}\) denotes matrix antitransposition. Moreover, if the row support of \( A \) is contained in \( I \) and the column support of \( A \) is contained in \( J \) for subsets \( I, J \subseteq [n] \), then

3. \( c_{I,J}(X(A)) = X(C_{I,J}(A)) \).

Here \( C_{I,J}(A) \) is the matrix obtained by compressing the rows \( I \) and columns \( J \) of \( A \) into the northwest corner.

**Proof.** (3) is trivial. To verify (1) and (2), one applies the maps \( \tau \) and \( \alpha \) to \( X(A) \) and uses the defining relations (3.1)-(3.3) to get the desired result. \( \square \)

Next, we show that the transposition, antitransposition, and compression maps preserve the triangularity property (2) of Theorem 3.1.
Observation 4.4. Let \( f \in \mathcal{A}_n^{(q)} \) be a homogeneous element with respect to the \( \mathbb{N}^n \times \mathbb{N}^n \)-grading whose MQNB expansion satisfies the triangularity condition (2) of Theorem 3.1. The images \( \tau(f) \) and \( \alpha(f) \) satisfy this triangularity condition, as well. Moreover, if the row support and column support of the matrices \( A \) where \( X(A) \) appears in \( f \) are contained in subsets \( I \) and \( J \) of \( [n] \), respectively, then \( c_{I,J}(f) \) satisfies this triangularity condition.

Proof. Apply Observation 4.3 together with the fact that the maps \( A \mapsto A^T \), \( A \mapsto A^{T'} \), and \( A \mapsto C_{I,J}(A) \) all preserve Bruhat order. \( \square \)

We observe that the transposition, antitransposition, and compression maps act in a nice way on the set of quantum cluster and frozen variables.

Observation 4.5. Let \( z \) be a quantum cluster or frozen variable. Retaining notation from Observation 4.3, \( \alpha(z) \) and \( \tau(z) \) are quantum cluster or frozen variables with \( \phi\alpha(z)) = \phi(z)^T \) and \( \phi\tau(z)) = \phi(z)^T \). Moreover, if the row support of \( \phi(z) \) is contained in \( I \subseteq [3] \) and the column support of \( \phi(z) \) is contained in \( J \subseteq [3] \), then the image of \( z \) under the compression map \( c_{I,J} \) corresponding to \( I \) and \( J \) is a quantum cluster or frozen variable whose image under \( \phi \) is \( C_{I,J}(\phi(z)) \).

Proof. The proof of this observation is a direct computation. For example, the quantum cluster variable \( z = \Delta_{23,13}^{(q)}(x) \) satisfies \( \phi(z) = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \), which has row support \( \{2,3\} \) and column support \( \{1,3\} \). The image of \( z \) under the compression map \( c_{23,13} \) is \( y = \Delta_{12,12}^{(q)}(x) \), which satisfies \( \phi(y) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \). \( \square \)

The 7 equivalence classes of quantum cluster variables under the maps \( \tau \) and \( \alpha \) are shown in Figure 4.1. The actions of \( \tau \), \( \alpha \), and the compression maps remain well-defined on the level of quantum clusters.

To help us show that the transposition, antitransposition, and compression maps act nicely on the dual canonical basis of \( \mathcal{A}_n^{(q)} \) (Lemma 4.18), we observe that these maps commute with the bar involution, and therefore preserve the property of bar invariance.

Observation 4.6. The transposition map \( \tau \), the antitransposition map \( \alpha \), and the compression maps \( c_{I,J} \) all commute with the bar involution.

Proof. Regarding \( \mathcal{A}_n^{(q)} \) as a \( \mathbb{Z} \)-algebra, this can be verified trivially on the generators \( x_{ij}, q^{1/2} \), and \( q^{-1/2} \). \( \square \)
Our first step in showing that quantum cluster monomials are $q$-shifts of bar invariant elements in $\mathcal{A}_3^{(q)}$ is to observe that their constituent quantum cluster or frozen variables are themselves bar invariant.

**Observation 4.7.** Every quantum cluster variable or quantum frozen variable is bar invariant.

*Proof.* The bar invariance of the elements $\det_q(x), \Delta_{12,12}^{(q)}(x), x_{11}, \text{Imm}_{132}^{(q)}(x) \in \mathcal{A}_3^{(q)}$ can be verified by direct computation. Use of the maps $\tau, \alpha : \mathcal{A}_3^{(q)} \to \mathcal{A}_3^{(q)}$ as well as inverses of the compression maps implies the truth of Observation 4.7 for all quantum cluster variables and quantum frozen variables by Observation 4.6. □

Two ring elements $f, g \in \mathcal{A}_n^{(q)}$ are said to *quasicommute* if $fg = q^a gf$ for some number $a$. We observe that quantum cluster or frozen variables which appear in the same quantum extended cluster quasicommute. This next observation implies that changing the order $<$ on the quantum cluster and frozen variables only affects quantum cluster monomials up to a $q$-shift (Corollary 4.9) and will be used together
with Lemma 4.10 to show that quantum cluster monomials are \(q\)-shifts of bar invariant elements of \(A_3^{(q)}\).

**Observation 4.8.** Let \(z\) and \(z'\) be a pair of elements of \(A_3^{(q)}\) which appear in the same quantum extended cluster. Then, \(z\) and \(z'\) quasicommute and moreover \(zz' = q^a z' z\) for some \(a \in \mathbb{Z}\).

**Proof.** A straightforward, albeit tedious calculation using the relations (3.1)-(3.4) shows that we have the following equalities in the ring \(A_3^{(q)}\).

\[
\begin{align*}
\Delta_{12,12}^{(q)}(x)\Delta_{13,23}^{(q)}(x) &= q\Delta_{13,23}^{(q)}(x)\Delta_{12,12}^{(q)}(x) \\
\Delta_{12,12}^{(q)}(x)\text{Im}m_{132}^{(q)}(x) &= q^2\text{Im}m_{132}^{(q)}(x)\Delta_{12,12}^{(q)}(x) \\
\Delta_{13,12}^{(q)}(x)\Delta_{13,23}^{(q)}(x) &= q\Delta_{13,23}^{(q)}(x)\Delta_{13,12}^{(q)}(x) \\
x_{12}x_{21} &= x_{21}x_{12}
\end{align*}
\]

Applying the transposition map \(\tau\), the antitransposition map \(\alpha\), and inverses of the compression maps \(c_{I,J}\) to both sides of these equalities, we see that any two quantum cluster variables which appear in the same quantum cluster quasicommute. It follows from [12, Lemma 5.1] and Observation 4.1 that if \(z\) is a quantum frozen variable and \(z'\) is a quantum frozen or cluster variable, then \(zz' = q^a z' z\) for some \(a \in \mathbb{Z}\). \(\square\)

**Corollary 4.9.** Let < and <' be two total orders on the set of quantum cluster and frozen variables. Let \(\mathcal{Z}\) and \(\mathcal{Z}'\) be the sets of quantum cluster monomials obtained from the orders < and <', respectively. Then, for any element \(z \in \mathcal{Z}\) there exists a unique element \(z' \in \mathcal{Z}'\) and a unique number \(a_z \in \mathbb{Z}\) so that \(z = q^{a_z} z'\).

Corollary 4.9 implies that when proving a quantum cluster monomial \(z\) is \(q\)-triangular, we may write the quantum cluster factors of \(z\) in any order we wish. We will make repeated implicit use of this fact in the proofs of Lemmas 4.20, 4.22, and 4.23. Observation 4.8 is also useful in showing that quantum cluster monomials are \(q\)-shifts of bar invariant elements of \(A_3^{(q)}\).

**Lemma 4.10.** Let \(f_1, \ldots, f_k\) be a collection of bar invariant elements of \(A_n^{(q)}\). Suppose that for every \(i < j\) there is a number \(c(i, j) \in \mathbb{Z}\) so that \(f_i f_j = q^{c(i,j)} f_j f_i\). Then, the product

\[q^c f_1 \cdots f_k\]

is bar invariant, where

\[c = -\frac{1}{2} \sum_{i<j} c(i, j).\]
it follows that \( q_3 = z \leq C \) of Theorem 3.2 and the fact that matrix addition preserves Bruhat order, we have that
\[
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\]
\[
\text{We adopt the notation of Lemma 3.2. Observation 4.1 implies that for 1 \leq r \leq 9, the ring element } \sigma(z_r) \text{ is defined and is given by } \sigma(z_r) = X^{A^{(r)}}. \text{ By Part 2 of Lemma 3.2, we have that } \sigma(z) \text{ is defined and } \sigma(z) = \sigma(z_1)^{b_1} \cdots \sigma(z_r)^{b_r}. \text{ By Part 1 of Theorem 3.2 and the fact that matrix addition preserves Bruhat order, we have that the content } C(\sigma(z)) \text{ of } \sigma(z) = \sigma(z_1)^{b_1} \cdots \sigma(z_r)^{b_r} \text{ is } C(\sigma(z)) = b_1 A^{(1)} + \cdots + b_r A^{(r)} =
\]
as desired.

Corollary 4.11. Every quantum cluster monomial is a q-shift of a unique bar invariant element of \( \mathcal{A}_3^{(q)} \).

Proof. Let \( z = z_1^{b_1} \cdots z_9^{b_9} \) be a quantum cluster monomial. By Observation 4.7, we have that \( \overline{z_i} = z_i \) for \( 1 \leq i \leq 9 \). By Lemma 4.10 and Observation 4.8, we have that \( z \) is a q-shift of a bar invariant element of \( \mathcal{A}_3^{(q)} \). If \( q^a z \) and \( q^b z \) are bar invariant, it follows that \( q^a z = \overline{q^a z} = q^{-a} \overline{z} = q^{-a+b} q^b z = q^{-a+2b} z \), so that \( a = -a + 2b \) and \( a = b \).

We turn to the verification that the set \( Z \) of quantum cluster monomials forms a \( \mathbb{Z}[q^{\pm 1/2}] \)-basis of the ring \( \mathcal{A}_3^{(q)} \). Our strategy is to show that the transition matrix between \( Z \) and the quantum natural basis is upper triangular with unital diagonal elements, with respect to an appropriate ordering of basis elements.

Lemma 4.12. Let \( z = z_1^{b_1} \cdots z_9^{b_9} \) be a quantum cluster monomial. For \( 1 \leq r \leq 9 \), let \( A^{(r)} = \phi(z_r) \in \text{Mat}_3(\mathbb{N}) \) and let \( A = \phi(z) \), so that \( A = b_1 A^{(1)} + \cdots + b_9 A^{(9)} \). Then, the expansion of \( z \) in the quantum natural basis \( \{ X^B \mid B \in \text{Mat}_3(\mathbb{N}) \} \) of \( \mathcal{A}_3^{(q)} \) has the form
\[
z = q^y X^A + \sum_{B > B_r A} \beta_{A,B} X^B,
\]
where \( \beta_{A,B} \in \mathbb{Z}[q^{\pm 1/2}] \) for all \( B \) and
\[
y = - \sum_{i=1}^{3} \sum_{1 < k < \ell < 3} \sum_{1 \leq r < s \leq 9} b_r b_s ((A^{(r)})_{ij} (A^{(s)})_{ik} + (A^{(r)})_{ij} (A^{(s)})_{ki}).
\]
Here \((-)_{ij}\) denotes taking the \((i,j)\)-entry of a matrix.

Proof. We adopt the notation of Lemma 3.2. Observation 4.1 implies that for \( 1 \leq r \leq 9 \), the ring element \( \sigma(z_r) \) is defined and is given by \( \sigma(z_r) = X^{A^{(r)}} \). By Part 2 of Lemma 3.2, we have that \( \sigma(z) \) is defined and \( \sigma(z) = \sigma(z_1)^{b_1} \cdots \sigma(z_r)^{b_r} \). By Part 1 of Theorem 3.2 and the fact that matrix addition preserves Bruhat order, we have that the content \( C(\sigma(z)) \) of \( \sigma(z) = \sigma(z_1)^{b_1} \cdots \sigma(z_r)^{b_r} \) is \( C(\sigma(z)) = b_1 A^{(1)} + \cdots + b_r A^{(r)} =
\]
A. Aside from the coefficient of $X^A$ in the QNB expansion of $z$, this verifies Lemma 4.12.

We claim that the coefficient of $X^A$ in the QNB expansion of $z$ is equal to $q^y$, where $y$ is the number given in the statement of the lemma. Since $\sigma(z) = \sigma(\sigma(z_1)^{b_1} \cdots \sigma(z_r)^{b_r}) = \beta X^A$ for some $\beta \in \mathbb{Z}[q^{\pm 1/2}]$, we have that the coefficient of $X^A$ in the QNB expansion of $z$ is equal to the coefficient of $X^A$ in the QNB expansion of $\sigma(z_1)^{b_1} \cdots \sigma(z_r)^{b_r} = (X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$. In order to find the coefficient of $X^A$ in the QNB expansion of $(X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$, we apply the relations (3.1)-(3.4) to express $(X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$ as a linear combination of QNB elements. An application of the relation (3.4) to a monomial $m$ in the generators $x_{ij}$ results in $m' = (q - q^{-1})m''$, where $m'$ has the same content as $m$ and $m''$ has content which is greater in Bruhat order than the content of $m$. Since we are only interested in the coefficient of the Bruhat minimal term $X^A$ in the QNB expansion of $(X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$, we can replace relation (3.4) with the relation (3.4)’:

$$x_{ik}x_{ji} = x_{ji}x_{ik} \quad (i < j, \ k < l)$$

for the purposes of this straightening. Each application of relations (3.1) or (3.2) introduces a factor of $q^{-1}$ to the coefficient of $X^A$ in the QNB expansion of $(X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$. Each application of relations (3.3) or (3.4)’ leaves the coefficient of $X^A$ in the QNB expansion of $(X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$ unchanged. For any $r$, we have that the matrix $A^{(r)} = \phi(z_r)$ has at most one nonzero entry in any row or column. Therefore, no application of relations (3.1) or (3.2) is necessary when expanding $(X^{(r)})^{b_r}$ in the QNB. Counting the number of times (3.1) or (3.2) must be applied to put the terms of $(X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$ in lex order using the relations (3.1), (3.2), (3.3), and (3.4)’, we get that the coefficient of $X^A$ in the QNB expansion of $(X^{(1)})^{b_1} \cdots (X^{(r)})^{b_r}$ is equal to $q^y$, where $y$ is given in the statement of the lemma.

Corollary 4.13. The set of quantum cluster monomials is a $\mathbb{Z}[q^{\pm 1/2}]$-basis of $A_3^{(q)}$.

Proof. Index a quantum cluster monomial $z$ with the matrix $\phi(z) \in \text{Mat}_3(\mathbb{N})$. Consider the transition matrix between the set of quantum cluster monomials and the quantum natural basis, where basis elements are ordered by an arbitrary linear extension of Bruhat order on $\text{Mat}_3(\mathbb{N})$. By Lemma 4.12, this matrix is upper triangular with diagonal entries which are units in $\mathbb{Z}[q^{\pm 1/2}]$. 

Our next task is to prove that every quantum cluster monomial is $q$-triangular. This result will be proven in Lemma 4.24 and we build up to it with a sequence of weaker results. We start by writing down the expansion $\det_q(x)X(A)$ in the MQNB for an arbitrary matrix $A \in \text{Mat}_3(\mathbb{N})$. 

□
Observation 4.14. Let $A = \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} \in \text{Mat}_3(\mathbb{N})$. In the quantum ring $A_3^{(q)}$ we have the MQNB expansion

\[
\det_q(x)X(A) = \beta_1 X \begin{pmatrix} a+1 & b & c \\ d & e+1 & f \\ g & h+1 & i \end{pmatrix} + \beta_2 X \begin{pmatrix} a & b+1 & c \\ d+1 & e & f \\ g & h & i+1 \end{pmatrix} + \beta_3 X \begin{pmatrix} a+1 & b & c \\ d & e & f+1 \\ g & h & i \end{pmatrix} + \beta_4 X \begin{pmatrix} a & b+1 & c \\ d & e & f+1 \\ g+1 & h & i \end{pmatrix} + \beta_5 X \begin{pmatrix} a & b & c+1 \\ d+1 & e & f \\ g & h+1 & i \end{pmatrix} + \beta_6 X \begin{pmatrix} a & b & c+1 \\ d & e+1 & f \\ g+1 & h & i \end{pmatrix} + \beta_7 X \begin{pmatrix} a & b+1 & c \\ d+1 & e-1 & f+1 \\ g & h+1 & i \end{pmatrix},
\]

where the coefficients $\beta_1, \ldots, \beta_7$ are given by

\[
\beta_1 = 1, \quad \beta_2 = -q^{a+e+1}, \quad \beta_3 = -q^{c+i+1}, \quad \beta_4 = q^{a+d+h+i+2}, \quad \beta_5 = q^{a+b+f+i+2}, \quad \beta_6 = -q^{a+b+d+f+h+i+3}, \quad \beta_7 = q^{a+2e+i+1}(1-q^{-2e})
\]

This observation is proven by direct computation in the quantum ring $A_3^{(q)}$ using the relations (3.1)-(3.4). Since the quantum determinant is central in $A_3^{(q)}$, we would have obtained the same expansion if we had multiplied $X(A)$ on the right by $\det_q(x)$. Except for the powers of $q$ that appear, the first six terms in this expansion are expected from the classical ring computation in $A_3$ of multiplying the determinant by a monomial. Since the coefficient $\beta_7$ vanishes at $q = 1$, the more exotic seventh term in this expansion vanishes in the classical setting. It may be interesting to compute the expansion of $\det_q(x)X(A)$ in the MQNB for arbitrary $n > 0$, where $A \in \text{Mat}_n(\mathbb{N})$. Observation 4.14 implies the following about the expansion of $\det_q(x)^k$ in the MQNB.

Lemma 4.15. For $k \geq 0$, let $A$ be the matrix $\begin{pmatrix} k & 0 & 0 \\ 0 & 0 & k \\ 0 & k & 0 \end{pmatrix}$. If $B \in \text{Mat}_3(\mathbb{N})$ is any matrix with row and column vector given by row($B$) = col($B$) = ($k$, $k$, $k$), then $B \geq_{Br} A$ if and only if the $(3,3)$-entry of $B$ is equal to zero. The coefficient of $X(A)$ in the MQNB expansion of $\det_q(x)^k$ is equal to $(-q)^k$. If $B >_{Br} A$, the coefficient of $X(B)$ in the MQNB expansion of $\det_q(x)^k$ is a polynomial in $q^{k+1}\mathbb{Z}[q]$. 
Proof. The statement regarding Bruhat order comparability follows directly from the definition of the Bruhat order on Mat$_3(\mathbb{N})$. The facts about the coefficients of the MQNB expansion of $(\det_q(x))^k$ can be proven using Observation 4.14 and induction on $k$ together with the fact that $B \geq_{Br} A$ if and only if $\text{row}(B) = \text{col}(B) = (k, k, k)$ and $(B)_{3,3} = 0$. \( \square \)

We use Observation 4.14 to show that powers of the quantum ring elements $\text{Imm}^{(q)}_{132}(x)$ and $\text{Imm}^{(q)}_{213}(x)$ are $q$-triangular.

Lemma 4.16. For any $k \geq 0$, the quantum ring elements $\text{Imm}^{(q)}_{132}(x)^k$ and $\text{Imm}^{(q)}_{213}(x)^k$ are $q$-triangular.

Proof. Let us first check that $\text{Imm}^{(q)}_{132}(x)^k$ is $q$-triangular. By Lemma 4.12, the expansion of $\text{Imm}^{(q)}_{132}(x)^k$ in the MQNB has unique Bruhat minimal term $X(A)$, where

$$A = \phi(\text{Imm}^{(q)}_{132}(x)^k) = \begin{pmatrix} k & 0 & 0 \\ 0 & 0 & k \\ 0 & k & 0 \end{pmatrix}.$$ 

We have the quantum ring identity

$$\text{Imm}^{(q)}_{132}(x) = q^{-1}(\Delta^{(q)}_{12,12}(x)x_{33} - \det_q(x)).$$

From the centrality of the quantum determinant and the binomial formula we get that for $k > 0$

$$\text{Imm}^{(q)}_{132}(x)^k = q^{-k} \sum_{m=0}^{k} \binom{k}{m} (-1)^m \det_q(x)^m (\Delta^{(q)}_{12,12}(x)x_{33})^{k-m}. \tag{4.1}$$

We consider the expansion of the left and right hand sides of Equation 4.1 in the MQNB. Since $\text{Imm}^{(q)}_{132}(x)$ contains no terms involving $x_{33}$, it is easy to see from the relations (3.1)-(3.4) that the expansion of the left hand side of Equation 4.1 in the MQNB contains no terms involving $x_{33}$.

Consider now the right hand side of Equation 4.1. We expand each term in the alternating sum in the MQNB separately. If $m < k$, the term $\det_q(x)^m (\Delta^{(q)}_{12,12}(x)x_{33})^{k-m}$ ends in $x_{33}$. The relations (3.1)-(3.4) imply that every term in the expansion of $\det_q(x)^m (\Delta^{(q)}_{12,12}(x)x_{33})^{k-m}$ in the MQNB contains at least one power of $x_{33}$, as well. Since no term involving $x_{33}$ appears on the left hand side of Equation 4.1, we conclude that the terms in the sum on the right hand side of Equation 4.1 corresponding to $m < k$ must all be cancelled in the alternating sum. Therefore, the only surviving terms in the MQNB expansion of the sum on the right hand side of Equation 4.1 arise from the summand $(-\det_q(x))^k$.

Finally, consider the expansion of $\det_q(x)^k$ in the MQNB. By Lemma 4.15, the coefficient of $X(A)$ in this expansion is $(-q)^k$ and the coefficient of $X(B)$ in this
expansion for any matrix $B$ with $(3,3)$-entry equal to zero involves only powers $q^\ell$ of $q$ with $\ell > k$. Since the MQNB expansion of the left hand side of Equation 4.1 contains no terms involving $x_{33}$, any terms $X(B)$ appearing in the MQNB expansion of $\det_q(x)^k$ with the $(3,3)$-entry of $B$ not equal to zero must be cancelled in the alternating sum on the right hand side. By the Bruhat comparability statement in Lemma 4.15, we conclude that there are polynomials $\beta_{A,B}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$ so that

$$\text{Im}^{(q)}_{132}(x)^k = X(A) + \sum_{B > A} \beta_{A,B}(q^{1/2})X(B).$$

Therefore, $\text{Im}^{(q)}_{132}(x)^k$ is $q$-triangular.

We have that $\alpha(\text{Im}^{(q)}_{132}(x)^k) = \text{Im}^{(q)}_{213}(x)^k$. By Observation 4.4, the $q$-triangularity of $\text{Im}^{(q)}_{132}(x)^k$ implies the $q$-triangularity of $\text{Im}^{(q)}_{213}(x)^k$. \hfill \Box

The next result is due to Zhang and implies that the dual canonical basis of $A^n_{\mathbb{Q}}$ is closed under multiplication by quantum frozen variables, up to $q$-shift. This is helpful because by Theorem 3.1, any $q$-shift of a dual canonical basis element is $q$-triangular.

**Theorem 4.17.** (Zhang [12, Theorem 5.2]) For $-n < k < n$, let $E_k$ be the $n \times n$ matrix whose $(i,j)$-entry is the Kronecker delta $\delta_{i+k,j}$. Let $I_k$ and $J_k$ be the row and column support of the matrix $E_k$, respectively. We have that the dual canonical basis element $b(E_k) \in A^n_{\mathbb{Q}}$ is given by $\Delta_{I_k,J_k}(x)$. If $A \in \text{Mat}_n(\mathbb{N})$, we have that $b(A)\Delta_{I_k,J_k}(x) \in A^n_{\mathbb{Q}}$ is a $q$-shift of the dual canonical basis element $b(A+E_k)$.

Our work in proving the $q$-triangularity of quantum cluster monomials will be reduced by noticing that transposition, antitransposition, and compression maps are well-behaved with respect to the dual canonical basis.

**Lemma 4.18.** Let $A \in \text{Mat}_n(\mathbb{N})$. In the notation of Observation 4.3, the following identities involving dual canonical basis elements hold.

1. $\tau(b(A)) = b(A^T)$
2. $\alpha(b(A)) = b(A^T)$.

Moreover, if the row support of the matrix $A$ is contained in $I \subseteq [n]$ and the column support of $A$ is contained in $J \subseteq [n]$, we have that

3. $c_{I,J}(b(A)) = b(C_{I,J}(A))$.

Finally, if the row support of the matrix $A$ is contained in $[r]$ and the column support of $A$ is contained in $[s]$ for $r, s \leq n$ and if $|I| = r$ and $|J| = s$ for $I, J \subseteq [n]$, we have that

4. $c_{I,J}^{-1}(b(A)) = b(C_{I,J}^{-1}(A))$, where $c_{I,J}^{-1}$ is the inverse of the compression map $c_{I,J}$ and $C_{I,J}^{-1}(A)$ is the matrix obtained by writing the first $r$ rows and the first $s$ columns of $A$ in rows $I$ and columns of $J$, preserving the relative position of entries in these rows and columns.
\textbf{Proof.} The fact that $\tau(b(A)) = b(A^T)$ is due to Zhang [12, Corollary 3.4]. The proofs of statements (2), (3), and (4) follow the same line of reasoning as in Zhang’s proof of (1).

Let $\mathcal{B} = \{b(A) \mid A \in \text{Mat}_n(\mathbb{N})\}$ denote the dual canonical basis of $\mathcal{A}_n^{(q)}$. Since $\alpha : \mathcal{A}_n^{(q)} \rightarrow \mathcal{A}_n^{(q)}$ is a $\mathbb{Z}[q^{\pm 1/2}]$-linear involution, the set $\alpha(\mathcal{B}) := \{\alpha(b(A)) \mid A \in \text{Mat}_n(\mathbb{N})\}$ is a $\mathbb{Z}[q^{\pm 1/2}]$-linear basis of $\mathcal{A}_n^{(q)}$. By Observation 4.6 and Theorem 3.1, the ring element $\alpha(b(A)) \in \mathcal{A}_n^{(q)}$ is bar invariant for any matrix $A \in \text{Mat}_n(\mathbb{N})$. Since $b(A)$ is homogeneous with respect to the $\mathbb{N}^n \times \mathbb{N}^n$-grading of $\mathcal{A}_n^{(q)}$ with homogeneous degree $\text{row}(A) \times \text{col}(A)$, we have that $\alpha(b(A))$ is homogeneous with respect to this grading with degree $\text{row}(A^T) \times \text{col}(A^T)$. By Observations 4.3 and 4.4 as well as Theorem 3.1, we have that $\alpha(b(A))$ satisfies the triangularity condition (2) of Theorem 3.1 with $\sigma(\alpha(b(A))) = X(A^T)$. The uniqueness statement of Theorem 3.1 implies that $\mathcal{B} = \alpha(\mathcal{B})$. Since $\sigma(\alpha(b(A))) = X(A^T)$ we also have that $\alpha(b(A)) = b(A^T)$. This proves (2).

For the proof of (3), for any two subsets $K, L \subseteq [n]$, let $\text{Mat}_n(\mathbb{N}, K, L)$ denote the set of matrices $A \in \text{Mat}_n(\mathbb{N})$ such that $(A)_{ij} = 0$ unless $i \in K$ and $j \in L$. Suppose that $|I| = r$ and $|J| = s$. Define a subset $\mathcal{B}' \subset \mathcal{A}_n^{(q)}$ by

$$\mathcal{B}' = (\mathcal{B} \setminus \{b(A) \mid A \in \text{Mat}_n(\mathbb{N}, [r], [s])\}) \cup \{c_{I,J}(b(A)) \mid A \in \text{Mat}_n(\mathbb{N}, I, J)\}.$$  

For any matrix $A \in \text{Mat}_n(\mathbb{N}, I, J)$, by Observations 4.3 and 4.4 and Theorem 3.1 we have that the MQNB expansion of $c_{I,J}(b(A))$ satisfies the triangularity condition (2) of Theorem 3.1 with $\sigma(c_{I,J}(b(A))) = X(C_{I,J}(A))$. It follows that the transition matrix from $\mathcal{B}'$ to the MQNB is unitriangular whenever basis elements are ordered in a linear extension of Bruhat order, and therefore $\mathcal{B}'$ is a $\mathbb{Z}[q^{\pm 1/2}]$-basis of $\mathcal{A}_n^{(q)}$. By Observation 4.6 and Theorem 3.1, every element of $\mathcal{B}'$ is bar invariant. The uniqueness statement of Theorem 3.1 implies that $\mathcal{B} = \mathcal{B}'$. The fact that $\sigma(c_{I,J}(b(A))) = X(C_{I,J}(A))$ implies that $c_{I,J}(b(A)) = b(C_{I,J}(A))$, which proves (3). The proof of (4) is similar to the proof of (3) and is left to the reader. \hfill $\square$

We note also that the inclusion of the dual canonical basis of $\mathcal{A}_m^{(q)}$ into $\mathcal{A}_n^{(q)}$ for $m < n$ is a subset of the dual canonical basis of $\mathcal{A}_n^{(q)}$.

\textbf{Lemma 4.19.} Suppose $m < n$ and $A \in \text{Mat}_m(\mathbb{N})$ is a matrix with associated dual canonical basis element $b(A) \in \mathcal{A}_m^{(q)}$. Let $A' \in \text{Mat}_m(\mathbb{N})$ be the matrix obtained by embedding $A$ in the northwest corner of an $n \times n$ matrix of zeroes. Then, considered as an element of $\mathcal{A}_n^{(q)}$, the ring element $b(A)$ is in the dual canonical basis of $\mathcal{A}_m^{(q)}$ and we have $b(A) = b(A')$.

\textbf{Proof.} We use the line of reasoning of the proof of Lemma 4.18. Let $\iota : \mathcal{A}_m^{(q)} \hookrightarrow \mathcal{A}_n^{(q)}$ be the inclusion map and let $\iota' : \text{Mat}_m(\mathbb{N}) \hookrightarrow \text{Mat}_n(\mathbb{N})$ denote the map $A \mapsto A'$ obtained...
by embedding in the northwest corner of a matrix of zeroes. Let \( \mathcal{B} = \{ b(A) \mid A \in \text{Mat}_m(\mathbb{N}) \} \) denote the dual canonical basis of \( \mathcal{A}_m^{(q)} \) and let \( \mathcal{B}' = \{ b(A) \mid A \in \text{Mat}_n(\mathbb{N}) \} \) denote the dual canonical basis of \( \mathcal{A}_n^{(q)} \). Define a subset \( \mathcal{B}'' \subset \mathcal{A}_n^{(q)} \) by
\[
\mathcal{B}'' = (\mathcal{B}' \setminus \{ b(A) \mid A \in \iota'(\text{Mat}_m(\mathbb{N})) \}) \cup \iota(\mathcal{B}).
\]

For any matrix \( A \in \text{Mat}_m(\mathbb{N}) \), the expression \( \sigma(\iota(b(A))) \) is defined and equal to \( X(\iota'(A)) \). It follows that \( \mathcal{B}'' \) is a \( \mathbb{Z}[q^{1/2}] \)-basis of \( \mathcal{A}_n^{(q)} \). The bar invariance of every element of \( \mathcal{B}'' \) together with the uniqueness statement of Theorem 3.1 implies that \( \mathcal{B}'' = \mathcal{B}' \). The equation \( \sigma(\iota(b(A))) = X(\iota'(A)) \) implies that \( \iota(b(A)) = b(\iota'(A)) \), as desired. \( \Box \)

We show next that any power of a quantum matrix minor is in the dual canonical basis of \( \mathcal{A}_3^{(q)} \), and hence \( q \)-triangular. Combined with Lemma 4.16, this shows that any power of a single quantum frozen or cluster variable is \( q \)-triangular.

**Lemma 4.20.** Let \( I, J \subseteq [3] \) with \( |I| = |J| \) and let \( k \geq 0 \). The quantum ring element \( (\Delta_I^{(q)}(x))^k \) is a \( q \)-shift of a dual canonical basis element of \( \mathcal{A}_3^{(q)} \), and hence \( q \)-triangular by Theorem 3.1.

**Proof.** Let \( n = |I| = |J| \). By Theorem 4.16, we have that \( \Delta^{(q)}_{[n], [n]}(x)^k \) is a \( q \)-shift of a dual canonical basis element of \( \mathcal{A}_n^{(q)} \). By Lemma 4.18, \( \Delta^{(q)}_{[n], [n]}(x)^k \) remains a \( q \)-shift of a dual canonical basis element of \( \mathcal{A}_3^{(q)} \). By Part 4 of Lemma 4.18, we have that \( \Delta_I^{(q)}(x)^k \) is a \( q \)-shift of a dual canonical basis element of \( \mathcal{A}_3^{(q)} \). \( \Box \)

Our next result will be our first showing that certain quantum cluster monomials which are not powers of a single quantum cluster or frozen variable are \( q \)-triangular. We will find it convenient to consider quantum cluster monomials containing only factors arising from a proper subset of the quantum cluster variables. Define a **reduced cluster** to be a subset of \( \mathcal{A}_3^{(q)} \) of the form \( C \setminus \{ x_{11}, \Delta^{(q)}_{12,12}(x), \Delta^{(q)}_{23,23}(x), x_{33} \} \), where \( C \) is a quantum cluster. The set of reduced clusters is stabilized by the transposition map \( \tau \) and the antitransposition map \( \alpha \), as can be checked by looking at Figure 4.1. The action of the Klein 4-group generated by \( \tau \) and \( \alpha \) breaks the set of reduced clusters up into ten equivalence classes. A decorated octagon corresponding to a representative from each equivalence class is shown in Figure 4.2.

Define a **reduced cluster monomial** to be a product of the form \( z_1^{b_1} \cdots z_{\ell}^{b_{\ell}} \in \mathcal{A}_3^{(q)} \), where \( \{ z_1 < \cdots < z_{\ell} \} \) is a reduced cluster with total order induced from the order on quantum cluster and frozen variables. Observe that in particular reduced cluster monomials do not contain any frozen factors.

**Lemma 4.21.** Every reduced cluster monomial is \( q \)-triangular.
Figure 4.2. The ten equivalence classes of reduced clusters

Proof. We will show first that a reduced cluster monomial arising from any of the ten reduced clusters whose decorated octagons are shown in Figure 4.2 is $q$-triangular. While there are ten reduced clusters to consider, observe that the decorations in the bottom two decorated octagons in Figure 4.2 occur as subsets of the decorations in the decorated octagon in the top row, second from the left. We therefore show that a reduced cluster monomial arising from any of the eight reduced clusters whose decorated octagons are shown in the first two rows of Figure 4.2 are $q$-triangular. This gives rise to eight cases, each labeled by a reduced cluster.

Case 1. $\{x_{12}, x_{21}, x_{22}\}$, The monomials $x_j x_{21} x_{22}$ are obviously $q$-triangular.

Case 2. $\{\Delta^{(q)}_{13,12}(x), \Delta^{(q)}_{13,23}(x), x_{12}, x_{32}\}$ We must show that form any $j, k, \ell, m \geq 0$, the polynomial $x_{12}^j x_{21}^k x_{22}^\ell x_{32}^m$ is $q$-triangular. We build up to this statement in several steps.

By Lemma 4.20, we have that $\Delta^{(q)}_{12,12}(x)^k$ is a $q$-shift of a dual canonical basis element of $A_3^{(q)}$. By Theorem 4.16, we have that $\Delta^{(q)}_{12,12}(x)^k \Delta^{(q)}_{12,23}(x)^\ell$ is a $q$-shift of a dual canonical basis element of $A_3^{(q)}$. By Part 4 of Lemma 4.18, we have that
\( \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell} \) is a \( q \)-shift of a dual canonical basis element of \( A_3^{(q)} \), and hence \( q \)-triangular by Theorem 3.1.

Our next claim is that the set of ring elements of the form \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \) which are \( q \)-triangular is closed under left multiplication by \( x_{12} \). A direct calculation yields the formula:

\[
(4.2) \quad x_{12}X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} = q^{\frac{1}{2}(a+b+c)+h}X \begin{pmatrix} a & b+1 & c \\ d & e & f \\ g & h & i \end{pmatrix},
\]

By Lemma 4.12, the matrix \( \phi(x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m) = \begin{pmatrix} k & j+\ell & 0 \\ 0 & 0 & m \\ 0 & k & \ell \end{pmatrix} \in \text{Mat}_3(\mathbb{N}) \) is the unique Bruhat minimal matrix in the set of matrices \( A \in \text{Mat}_3(\mathbb{N}) \) such that \( X(A) \) appears with nonzero coefficient in the MQNB expansion of \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \).

By Observation 4.2, the ring element \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \) is homogeneous with respect to the \( \mathbb{N}^3 \times \mathbb{N}^3 \)-grading on \( A_3^{(q)} \). Therefore, if \( X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} \) appears with nonzero coefficient in the MQNB expansion of \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \), we have the row and column sum equalities \( a+b+c = j+k+\ell \) and \( b+e+h = j+k+\ell \). Suppose that \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \) is \( q \)-triangular. To show that \( x_{12}^{(j+1)} \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \) is also \( q \)-triangular, by Equation 4.2 it is enough to show that \( \frac{1}{2}(-a+c+e+h) - \frac{1}{2}(-k+c) \geq 0 \) whenever \( X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} \) appears with nonzero coefficient in the MQNB expansion of \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \). By homogeneity we have the chain of (in)equalities:

\[
\frac{1}{2}(-a+c+e+h) - \frac{1}{2}(-k+k) = \frac{1}{2}(-a+c+j+\ell+k-b) = c \geq 0.
\]

Therefore, the set of \( q \)-triangular cluster monomials of the form \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \) is closed under left multiplication by \( x_{12} \).

The argument that the set of cluster monomials of the form \( x_{12}^j \Delta^{(q)}_{13,12}(x)k \Delta^{(q)}_{13,23}(x)^{\ell}x_{32}^m \) is closed under right multiplication by \( x_{32} \) is similar. A direct calculation shows that

\[
(4.3) \quad X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} x_{32} = q^{\frac{1}{2}(b+e+g-i)}X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h+1 & i \end{pmatrix}.
\]
Suppose that $x_{12}^j \Delta_{13,12}^{(q)}(x)^k \Delta_{13,23}^{(q)}(x)^\ell x_{32}^m$ is $q$-triangular and assume that $X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix}$ appears with nonzero coefficient in the MQNB expansion of $x_{12}^j \Delta_{13,12}^{(q)}(x)^k \Delta_{13,23}^{(q)}(x)^\ell x_{32}^m$. By Equation 4.3, to show that $x_{12}^j \Delta_{13,12}^{(q)}(x)^k \Delta_{13,23}^{(q)}(x)^\ell x_{32}^m$ is $q$-triangular it is enough to show that $\frac{1}{2}(b + e + g - i) - \frac{1}{2}(j + \ell - \ell) \geq 0$. A similar homogeneity argument yields the equalities $b + e + h = j + \ell + k$ and $k + \ell = g + h + i$, which gives rise to the chain of (in)equalitys:

$$\frac{1}{2}(b + e + g - i) - \frac{1}{2}(j + \ell - \ell) = \frac{1}{2}(j + \ell + k - h + g - i) - \frac{1}{2}j = g \geq 0.$$  

**Case 3.** \{\(\Delta_{13,13}^{(q)}(x), \Delta_{13,23}^{(q)}(x), \Delta_{13,12}^{(q)}(x)\)\}

We must show that for any $j, k, \ell \geq 0$, the ring element $\Delta_{13,13}^{(q)}(x)^j \Delta_{13,23}^{(q)}(x)^k \Delta_{13,12}^{(q)}(x)^\ell$ is $q$-triangular. As in Case 2, we build up to this statement in several steps.

By Lemma 4.20, $\Delta_{12,12}^{(q)}(x)^j$ is a $q$-shift of a dual canonical basis element. By Theorem 4.17, $\Delta_{12,12}^{(q)}(x)^j \Delta_{12,23}^{(q)}(x)^k$ is a $q$-shift of a dual canonical basis element. By Parts 3 and 4 of Lemma 4.18, $\Delta_{23,12}^{(q)}(x)^j \Delta_{23,23}^{(q)}(x)^k$ is a $q$-shift of a dual canonical basis element. By Theorem 4.17, $\Delta_{23,12}^{(q)}(x)^j \Delta_{23,23}^{(q)}(x)^k \Delta_{23,12}^{(q)}(x)^\ell$ is a $q$-shift of a dual canonical basis element. Finally, by Parts 3 and 4 of Lemma 4.18, $\Delta_{13,12}^{(q)}(x)^j \Delta_{13,23}^{(q)}(x)^k \Delta_{13,12}^{(q)}(x)^\ell$ is a $q$-shift of a dual canonical basis element, and hence $q$-triangular by Theorem 3.1.

**Case 4.** \{\(\text{Imm}_{132}^{(q)}(x), \Delta_{13,12}^{(q)}(x), x_{32}\)\}

We must show that for any $j, k, \ell \geq 0$, the polynomial $\Delta_{13,12}^{(q)}(x)^j \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell$ is $q$-triangular.

By Lemma 4.16, $\text{Imm}_{132}^{(q)}(x)^k$ is $q$-triangular. We claim that the set of ring elements of the form $\Delta_{13,12}^{(q)}(x)^j \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell$, which are $q$-triangular is closed under left multiplication by $\Delta_{13,12}^{(q)}(x)$. A direct calculation yields the following MQNB expansion:

$$\Delta_{13,12}^{(q)}(x) X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} = \frac{1}{2^{c+d+e+i}} X \begin{pmatrix} a + 1 & b & c \\ d & e & f \\ g & h + 1 & i \end{pmatrix}$$

$$\quad - q^{(2c+e+d+e+2h+i+2)} X \begin{pmatrix} a & b + 1 & c \\ d & e & f \\ g + 1 & h & i \end{pmatrix}$$

$$\quad - (1 - q^{-2d}) q^{\frac{1}{2}(c+3d-e+2h+i)} X \begin{pmatrix} a + 1 & b & c \\ d - 1 & e + 1 & f \\ g + 1 & h & i \end{pmatrix}.$$  

(4.4)
By Lemma 4.12, the matrix $\phi(\Delta_{13,12}^{(q)}(x)^j \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell) = \begin{pmatrix} j + k & 0 & 0 \\ 0 & 0 & k \\ 0 & j + k + \ell & 0 \end{pmatrix} \in \text{Mat}_3(\mathbb{N})$ is the unique Bruhat minimal matrix in the set of matrices $A \in \text{Mat}_3(\mathbb{N})$ such that $X(A)$ appears with nonzero coefficient in the MQNB expansion of $\Delta_{13,12}^{(q)}(x)^j \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell$.

Suppose that $X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix}$ appears with nonzero coefficient in the MQNB expansion of $\Delta_{13,12}^{(q)}(x)^j \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell$. Assume that $\Delta_{13,12}^{(q)}(x)^j \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell$ is $q$-triangular. As in Case 2, Observation 4.2 implies that we have the equalities $c + f + i = k$ and $d + e + f = k$. Therefore, we have the (in)equalities:

\[
\frac{1}{2}(c + d - e + i) = \frac{1}{2}(d - e - f + k) = d \geq 0, \\
\frac{1}{2}(2a + c - d + e + 2h + i + 2) = \frac{1}{2}(2a - d + e - f + 2h + k + 2) = a + e + h + 1 > 0, \\
\frac{1}{2}(c - d - e + 2h + i) = \frac{1}{2}(-d - e - f + 2h + k) = h \geq 0.
\]

Examining the exponents in Equation 4.4, it follows that $\Delta_{13,12}^{(q)}(x)^{(j+1)} \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell$ is $q$-triangular. It follows that the set of quantum cluster monomials of the form $\Delta_{13,12}^{(q)}(x)^j \text{Imm}_{132}^{(q)}(x)^k x_{32}^\ell$ which are $q$-triangular is closed under left multiplication by $\Delta_{13,12}^{(q)}(x)$. The argument that this set is also closed under right multiplication by $x_{32}$ is similar and is left to the reader. The relevant MQNB expansion for this argument which plays the role of Equations 4.2-4.4 can be obtained by applying $\tau$ to both sides of Equation 4.3.

**Case 5.** $\{\text{Imm}_{132}^{(q)}(x), x_{32}, x_{23}\}$

We must show that all ring elements of the form $\text{Imm}_{132}^{(q)}(x)^j x_{32}^k x_{23}^\ell$ are $q$-triangular.

It follows from Case 4 that all ring elements of the form $\text{Imm}_{132}^{(q)}(x)^j x_{32}^k$ are $q$-triangular. The argument that all ring elements of the form $\text{Imm}_{132}^{(q)}(x)^j x_{32}^k x_{23}^\ell$ are $q$-triangular is left to the reader. The relevant MQNB expansion for this argument can be obtained by applying $\tau$ to both sides of Equation 4.3.

**Case 6.** $\{\text{Imm}_{132}^{(q)}(x), \Delta_{13,12}^{(q)}(x), \Delta_{12,13}^{(q)}(x)\}$

We must show that for any $j, k, \ell \geq 0$, the polynomial $\Delta_{12,13}^{(q)}(x)^j \Delta_{13,12}^{(q)}(x)^k \text{Imm}_{132}^{(q)}(x)^\ell$ is $q$-triangular.

By Case 4 and Observation 4.8, the ring element $\Delta_{13,12}^{(q)}(x)^k \text{Imm}_{132}^{(q)}(x)^\ell$ is $q$-triangular for all $\ell \geq 0$. The argument that the set of $q$-triangular ring elements of the form $\Delta_{12,13}^{(q)}(x)^j \Delta_{13,12}^{(q)}(x)^k \text{Imm}_{132}^{(q)}(x)^\ell$ is closed under left multiplication by $\Delta_{12,13}^{(q)}(x)$ is similar to the argument in Case 4 and is left to the reader. The relevant MQNB expansion for this argument can be obtained by applying $\tau$ to both sides of Equation 4.4.
The monomials $x_{12}^j x_{22}^k x_{32}^\ell$ are clearly $q$-triangular.

**Case 8.** \{$\Delta_{12,13}^{(q)}(x), \Delta_{13,12}^{(q)}(x), \Delta_{13,13}^{(q)}(x)$\}

We must show that all ring elements of the form $\Delta_{12,13}^{(q)}(x)^j \Delta_{13,12}^{(q)}(x)^k \Delta_{13,13}^{(q)}(x)^\ell$ are $q$-triangular. By Lemma 4.20, $\Delta_{13,12}^{(q)}(x)^\ell$ is a $q$-shift of a dual canonical basis element. By Theorem 4.17, $\Delta_{13,23}^{(q)}(x)^\ell \Delta_{12,23}^{(q)}(x)^j$ is a $q$-shift of a dual canonical basis element. By Parts 3 and 4 of Lemma 4.18, $\Delta_{13,13}^{(q)}(x)^\ell \Delta_{12,13}^{(q)}(x)^j$ is a $q$-shift of a dual canonical basis element, and hence $q$-triangular by Theorem 3.1. The argument that all ring elements of the form $\Delta_{12,13}^{(q)}(x)^j \Delta_{13,12}^{(q)}(x)^k \Delta_{13,13}^{(q)}(x)^\ell$ are $q$-triangular is similar to the argument in Case 4 and is left to the reader.

**Completion of the proof of Lemma 4.21.** By Cases 1-8, we have that any reduced cluster monomial arising from one of the reduced clusters in Figure 4.2 is $q$-triangular. Since the reduced clusters in Figure 4.2 are a complete set of representatives from the equivalence classes of reduced clusters under the action of $\alpha$ and $\tau$, by Observations 4.4 and 4.8 we conclude that every reduced cluster monomial is $q$-triangular.

The next result shows that the property of being $q$-triangular is preserved under multiplication on the appropriate side by the elements which are removed from quantum clusters in the definition of reduced clusters.

**Lemma 4.22.** Let $f \in A_3^{(q)}$ be $q$-triangular. Then, the four ring elements $x_{11} f, \Delta_{12,12}^{(q)}(x) f, f \Delta_{23,23}^{(q)}(x),$ and $f x_{33}$ are $q$-triangular.

**Proof.** Assume that $f \in A_3^{(q)}$ is $q$-triangular. We begin by showing that $x_{11} f$ is also $q$-triangular.

A direct computation shows that we have the following MQNB expansion in the ring $A_3^{(q)}$:

$$x_{11} X \left( \begin{array}{ccc} a & b & c \\ d & e & f \\ g & h & i \end{array} \right) = q^{\frac{1}{2}(b+c+d+g)} X \left( \begin{array}{ccc} a+1 & b & c \\ d & e & f \\ g & h & i \end{array} \right).$$

Assume that the unique Bruhat minimal matrix $A \in \text{Mat}_3(\mathbb{N})$ such that $X(A)$ appears in the MQNB expansion of $f$ is $A = \left( \begin{array}{ccc} a' & b' & c' \\ d' & e' & f' \\ g' & h' & i' \end{array} \right)$. By the definition of the
Bruhat order and Equation 4.5, we have that \( \begin{pmatrix} a' + 1 & b' & c' \\ d' & e' & f' \\ g' & h' & i' \end{pmatrix} \) is the unique Bruhat minimal matrix such that \( X(A) \) appears in the MQNB expansion of \( x_{11} f \).

Suppose that \( B = \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} \) appears in the MQNB expansion of \( f \). To show that \( x_{11} f \) is \( q \)-triangular, by Equation 4.5 it is enough to show that \( b' + c' + d' + g' \leq b + c + d + g \). This inequality follows from the definition of Bruhat order and the fact that \( A \leq_{Br} B \).

We now show that \( \Delta_{12,12}^{(q)}(x) f \) is \( q \)-triangular. A direct computation shows that we have the following equation involving the MQNB of \( A_{3}^{(q)} \):

\[
\Delta_{12,12}^{(q)}(x) X \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} = q^{\frac{1}{2}(c+f+g+h)} X \begin{pmatrix} a + 1 & b & c \\ d & e + 1 & f \\ g & h & i \end{pmatrix} \\
- q^{\frac{1}{2}(2a+c+2e+f+g+h+2)} X \begin{pmatrix} a & b + 1 & c \\ d + 1 & e & f \\ g & h & i \end{pmatrix}
\] (4.6)

By the definition of the Bruhat order and Equation 4.6, we have that \( \begin{pmatrix} a' + 1 & b' & c' \\ d' & e' + 1 & f' \\ g' & h' & i' \end{pmatrix} \) is the unique Bruhat minimal matrix such that \( X(A) \) appears in the MQNB expansion of \( \Delta_{12,12}^{(q)}(x) f \).

Suppose that \( B = \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & i \end{pmatrix} \) appears in the MQNB expansion of \( f \). To show that \( \Delta_{12,12}^{(q)}(x) f \) is \( q \)-triangular, it is enough to show that \( c' + f' + g' + h' \leq c + f + g + h \) and that \( c' + f' + g' + h' < 2a + c + 2e + f + g + h + 2 \). The first inequality follows from the definition of Bruhat order and the fact that \( A \leq_{Br} B \). The second inequality follows from the first inequality.

We have that \( \alpha(x_{11} f) = \alpha(f)x_{33} \) and \( \alpha(\Delta_{12,12}^{(q)}(x) f) = \alpha(f)\Delta_{23,23}^{(q)}(x) \). Therefore, by applying Observation 4.4 and replacing \( f \) with \( \alpha(f) \), we get that the expressions \( f x_{33} \) and \( f \Delta_{23,23}^{(q)}(x) \) are \( q \)-triangular.

We prove that the conclusion of Lemma 4.21 holds for quantum cluster monomials with no frozen factors.
Lemma 4.23. Every quantum cluster monomial $z_{b_1}^{b_1} \cdots z_{b_4}^{b_4}$ which contains no frozen factors is $q$-triangular.

Proof. By Observation 4.8 and the definition of a reduced cluster monomial, any quantum cluster monomial with no frozen factors can be obtained up to $q$-shift by multiplying a reduced cluster monomial by $x_{11}$ or $\Delta^{(q)}_{12,12}(x)$ on the left or by $x_{33}$ or $\Delta^{(q)}_{23,23}(x)$ on the right. Lemma 4.21 and Lemma 4.22 imply that any quantum cluster monomial with no frozen factors is $q$-triangular. □

Finally, we prove that every quantum cluster monomial is $q$-triangular.

Lemma 4.24. Every quantum cluster monomial $z_{b_1}^{b_1} \cdots z_{b_9}^{b_9}$ is $q$-triangular.

Proof. Set $\phi(z_{b_1}^{b_1} \cdots z_{b_9}^{b_9}) = A$. By Lemma 4.12 we know that $z_{b_1}^{b_1} \cdots z_{b_9}^{b_9}$ has, up to $q$-shift, a MQNB expansion of the form

$z_{b_1}^{b_1} \cdots z_{b_9}^{b_9} = X(A) + \sum_{A < B, B} \beta_{A,B} X(B)$,

where the $\beta_{A,B}$ are in the Laurent polynomial ring $\mathbb{Z}[q^{\pm 1/2}]$. We need only show that the $\beta_{A,B}$ in fact lie in the subset $q^{1/2}\mathbb{Z}[q^{1/2}]$ of this ring.

In the proof of Theorem 5.2 in [12], it is shown that if $A' \in \text{Mat}_3(\mathbb{N})$ and if $z \in A_3^{(q)}$ is a quantum frozen variable, we have that

$zX(A') = q^c X(A' + \phi(z)) + \sum_{B' <_{\text{lex}} (A' + \phi(z))} \beta_{A',B'}(q^{1/2}) X(B')$,

where $c$ is a constant that depends only on row$(A)$ and col$(A)$ and not on $z$ and $<_{\text{lex}}$ is lex order on matrices and $\beta_{A',B'}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$. (The relevant equation is unnumbered and occurs in the paragraph preceding [12, Equation 5.4].) Combining Equations 4.7 and 4.8 with Lemma 4.23 yields the desired result. □

Let $z$ be a quantum cluster monomial. By Corollary 4.11, a unique $q$-shift of $z$ is bar invariant. By Lemma 4.23, an a priori different $q$-shift of $z$ has a MQNB expansion which satisfies the triangularity condition (2) of Theorem 3.1. We show that these two $q$-shifts are in fact the same.

Lemma 4.25. Let $z$ be a quantum cluster monomial with $A = \phi(z) \in \text{Mat}_3(\mathbb{N})$ and suppose that $q^d z$ is bar invariant. Then, the ring element $q^d z$ has a MQNB expansion of the form

$q^d z = X(A) + \sum_{B \geq B, A} \beta_{A,B}(q^{1/2}) X(B)$,

where $\beta_{A,B}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$. 
Recall that for any $B$ (4.13) $y$ MQNB element $X$ where given by additionally, for any $1 \leq r, s \leq 4$, define a number $\Gamma(r, s)$ by

$$\Gamma(r, s) := \sum_{i=1}^{3} \sum_{1 \leq k < \ell \leq 3} ((A^{(r)})_{ik} (A^{(s)})_{ik} + (A^{(r)})_{ki} (A^{(s)})_{ki})$$

By Observation 4.8, for all $1 \leq r < s \leq n$, there exists an integer $c(r, s)$ such that $z_r z_s = q^{c(r, s)} z_s z_r$. By Observation 4.7 and Lemma 4.10, we have that $q^{d'} z_1^b \cdots z_9^b$ is bar invariant, where

$$d' = -\frac{1}{2} \sum_{1 \leq r < s \leq 9} b_r b_s c(r, s).$$

By the uniqueness statement in Corollary 4.11, we have that $d' = d$.

Fix $1 \leq r < s \leq 9$. We claim that

$$c(r, s) = \Gamma(r, s) - \Gamma(s, r).$$

To see this, we start with the relation $z_r z_s = q^{c(r, s)} z_s z_r$. By Lemma 4.12, the matrix $A^{(r)} + A^{(s)}$ is the unique Bruhat minimal matrix among the set of matrices $B$ such that $X(B)$ appears with nonzero coefficient in the MQNB expansion of $z_r z_s$ or $z_s z_r$. By Part 2 of Lemma 3.2, we have that $\sigma(z_r z_s) = \sigma(\sigma(z_r) \sigma(z_s))$ and $\sigma(z_s z_r) = \sigma(\sigma(z_s) \sigma(z_r))$. Therefore, we have that the coefficient of $X^{A^{(r)} + A^{(s)}}$ in the QNB expansion of $X^{A^{(r)}} X^{A^{(s)}}$ is $q^{c(r, s)}$ times the coefficient of $X^{A^{(r)} + A^{(s)}}$ in the QNB expansion of $X^{A^{(s)}} X^{A^{(r)}}$. Equation 4.11 follows from a counting argument similar to the counting argument used to prove the value of $y$ in Lemma 4.12. Combining Equations 4.10 and 4.11 with the fact that $d = d'$ yields

$$d = -\frac{1}{2} \sum_{1 \leq r < s \leq 9} b_r b_s (\Gamma(r, s) - \Gamma(s, r)).$$

Lemma 4.12 implies that the quantum natural basis expansion of $z$ has the form

$$z = q^y X^A + \sum_{A < B, B} \beta_{A, B} X^B,$$

where $\beta_{A, B} \in \mathbb{Z}[q^{\pm 1/2}]$ and

$$y = -\sum_{1 \leq r < s \leq 9} b_r b_s \Gamma(s, r).$$

Recall that for any $B \in \text{Mat}_3(\mathbb{N})$, the quantum natural basis element $X^B$ and the MQNB element $X(B)$ are related by $X(B) = q^e(B) X^B$, where the number $e(B)$ is given by $e(B) = -\frac{1}{2} \sum_i \sum_{j < k} ((B)_{ij} (B)_{ik} + (B)_{ji} (B)_{ki})$. We have that $A = b_1 A^{(1)} + \cdots + b_9 A^{(9)}$, where $A^{(r)} = \phi(z_r)$ for $1 \leq r \leq 9$. Since $(A^{(r)})_{ij} (A^{(r)})_{ik} = (A^{(r)})_{ji} (A^{(r)})_{ki} = \cdots$.
0 for all $1 \leq r \leq 9$, $1 \leq i \leq 3$, and $1 \leq j < k \leq 3$, it follows that
\begin{equation}
(4.14) 
  e(A) = \frac{-1}{2} \sum_{1 \leq r < s \leq 9} b_r b_s (\Gamma(r, s) + \Gamma(s, r)).
\end{equation}

Define a number $d''$ by
\begin{equation}
(4.15) 
  d'' := e(A) - y.
\end{equation}

By Lemma 4.24, we have that $q^{d''}z = X(A) + \sum_{A < B \leq q^{1/2}X(B)}$, where $\beta_{A,B}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$. To complete the proof we need only show that $d = d''$. This is routine to check using Equations 4.12-4.15. \qed

**Theorem 4.26.** Every dual canonical basis element of $A_3^{(q)}$ is a $q$-shift of a unique quantum cluster basis element of $A_3^{(q)}$.

**Proof.** Let $Z$ be the set of quantum cluster monomials in $A_3^{(q)}$. We show that $Z$ satisfies the conditions of the Du-Zhang characterization of the dual canonical basis in Theorem 3.1, up to $q$-shift.

By Corollary 4.13, the set $Z$ is a $\mathbb{Z}[q^{-1/2}, q^{1/2}]$-basis of the ring $A_3^{(q)}$. By Corollary 4.11, given $z \in Z$ there exists a unique number $c_z$ so that $q^{c_z}z$ is bar invariant. By Lemma 4.25, the ring element $q^{c_z}z$ also has MQNB expansion
\begin{equation}
(4.16) 
  q^{c_z}z = X(A) + \sum_{B > B \leq A} \beta_{A,B}(q^{1/2})X(B),
\end{equation}

where $\beta_{A,B}(q^{1/2}) \in q^{1/2}\mathbb{Z}[q^{1/2}]$. The fact that $q^{c_z}z$ has this MQNB expansion implies that $q^{c_z}z$ is homogeneous with respect to the $\mathbb{N}^3 \times \mathbb{N}^3$-grading with homogeneous degree $\text{row}(A) \times \text{col}(A)$. This latter fact is also a consequence of Observation 4.2. By Theorem 3.1 we conclude that the set $\{q^{c_z}z \mid z \in Z\}$ is equal to the dual canonical basis of $A_3^{(q)}$. \qed

**Example 4.1.** Consider the quantum analogue
\begin{equation}
  z := x_{21}^7 \Delta_{23, 13}^{(q)}(x)^2 \Delta_{23, 23}^{(q)}(x)^2 \Delta_{12, 23}^{(q)}(x)^2 x_{31}^7
\end{equation}

of the cluster monomial of Example 2.1. By Theorem 4.26, the ring element $z$ is a $q$-shift of a DCB element. Computing the $q = 1$ specialization of this DCB element using Skandera’s characterization of the DCB of $A_3$ would involve computing inverse Kazhdan-Lusztig polynomials corresponding to pairs of elements in the symmetric group on 24 letters.

5. **Future Directions**

In this paper we have proven that the dual canonical basis and the cluster monomial basis of the classical polynomial ring $A_3$ are equal by showing that they have
quantizations which differ by a $q$-shift. In doing so, we discovered how DCB elements for $A_3$ and $A_3^{(q)}$ decompose into irreducibles and found an easy way to write down any DCB element of these rings up to a $q$-shift: choose a decorated octagon and write down some monomial in the elements of the related extended (quantum) cluster. It is natural to ask how much of this can be extended to rings $A_n$ and $A_n^{(q)}$ for $n > 3$. It turns out that there are obstructions to finding such results from both the theory of cluster monomial bases and dual canonical bases.

For $n > 3$ there is a known cluster algebra structure on a subalgebra of $A_n$ which gives rise to a linearly independent set of cluster monomials. Unfortunately, these cluster monomials do not span $A_n$ for $n > 3$. Moreover, for $n > 3$ this cluster algebra is of infinite type, i.e., it has infinitely many clusters. Since these clusters are not given at the outset but rather are determined by a ‘mutation’ procedure starting with some initial cluster and ‘mutation matrix’ (see [3]), this would seem to make the cluster monomials in these algebras difficult to work with.

Leaving aside the present lack of a cluster algebra structure on $A_n$, one can still ask how dual canonical basis elements of $A_n$ and its quantization $A_n^{(q)}$ factor. By Theorem 4.26 and the fact that quantum cluster monomials are arbitrary products of the ring elements in some quantum extended cluster, we have the following result in $A_3^{(q)}$.

**Corollary 5.1.** Let $b$ be any element in the dual canonical basis of $A_3^{(q)}$. Then, a $q$-shift of $b^k$ is in the dual canonical basis of $A_3^{(q)}$ for any $k \geq 0$.

For $n$ large, Leclerc [7] has shown that there exist elements $b$ of the DCB of $A_n^{(q)}$ such that $b^2$ is not a $q$-shift of a DCB element of $A_n^{(q)}$ (so-called imaginary vectors). In light of the construction of cluster monomials, Leclerc’s result is troubling if one wants to find a cluster-style interpretation of the factorization of all of the DCB elements of $A_n^{(q)}$ for $n > 3$.

### 6. Acknowledgments

The author is grateful to Sergey Fomin and Mark Skandera for helpful conversations.

### References


E-mail address: brhoades@mit.edu

Brendon Rhoades, Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA, 02139