
**Note:** The final exam will also cover topics from Midterm 1 and 2

3.3 Use Cramer’s Rule to solve
\[
\begin{bmatrix}
2 & 1 \\
3 & 4 \\
\end{bmatrix}
\begin{bmatrix}
x \\
\end{bmatrix} =
\begin{bmatrix}
5 \\
6 \\
\end{bmatrix}.
\]

3.3 Find the area of the parallelogram with vertices (-2,1), (0,4), (1,3), (-1,0).

5.1-5.2 Find the eigenvalues and corresponding eigenvectors for
\[
A =
\begin{bmatrix}
3 & 0 & 0 \\
0 & 7 & 4 \\
0 & 3 & 3 \\
\end{bmatrix}.
\]

5.3 Diagonalize \( A = \begin{bmatrix} 1 & 1 \\ 2 & 0 \end{bmatrix} \) if possible.

6.1-6.2 Let \( y = \begin{bmatrix} 1 \\ 2 \\ 3 \end{bmatrix} \) and \( u = \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix} \). Compute the distance from \( y \) to the line through \( u \) and the origin.

6.3 \( y = \begin{bmatrix} 2 \\ 3 \\ 4 \end{bmatrix} \), \( u_1 = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} \), and \( u_2 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \). Write \( y \) as a sum of a vector in \( W = \text{span}\{u_1, u_2\} \) and a vector orthogonal to \( W \).

6.5 Find the least squares solution of
\[
\begin{bmatrix}
1 & -2 \\
-1 & 2 \\
0 & 3 \\
2 & 5 \\
\end{bmatrix}
\begin{bmatrix}
x \\
\end{bmatrix} =
\begin{bmatrix}
3 \\
1 \\
-4 \\
2 \\
\end{bmatrix}.
\]

6.6 Find the equation \( y = \beta_0 + \beta_1x \) of the least squares line that best fits the data (0,1), (1,1), (2,2), (3,2).
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