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Mass density (review from Calculus and Physics)

Two-dimensional version: -
@ Consider a shape B C R?.
@ Make very thin horizontal and vertical cuts.
@ Let p(x,y) be the density at (x,y). This is the mass per unit area.
@ It can be measured in g/cm?. In 3D, it would be g/cm?’.
@ p(x,y) > 0 everywhere.
@ The area of a differential patch is dA = dxdy = dy dx.
@ The mass of a differential patch is p(x, y) dA (density times area).

@ The total mass of B is JJ p(x,y)dA

B
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Continuous joint probability density function

Joint probability density function of two variables
We require:

Q fX,Y(x,y) > 0 for all points (x, y).

o | | fptey)dxay=1

— 00 J—0O0

y

Probability of an event

The probability of event B C IR? is Y
B

P(B) = ||yt aa

B

3/30
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Uniform probability on a region C

@ Uniform probability on a region C means that all points inside C
have equal probability density, and all points outside C have
probability density 0:

f w{m if (x,y) € C
X, Y\

0 otherwise

@ | et C be the disk of radius 2
centered at the origin:

y
a
L
1 e 2 2
- {35 12 (R
X, Y\ \

0 otherwise -3

L3
1

1 1
@ Total probability = ” o dA = e area(C) = = 4 =
C
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Probability of an event
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A
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Marginal densities

@ Form an x-strip: hold x constant and vary y.
@ The perimeter is x2 +y?> = 4, s0 y = + /4 — x2 on the perimeter.

@ The strip is vertical, so the — solution is at the bottom and the +
solution is at the top.

@ The part of the strip within the shape is —v4 — x? <y < v4 — 2.
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Marginal densities

The marginal density at x:
Form an x-strip.
Hold x constant and integrate over all y.

— J‘iooo fX Y(-xsy) dy

y .
_f \/4x247ry . /

2/ 4—x2

47t

4—x2 f < <
) = { = if-2<x <2

0 otherwise
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Marginal densities

The marginal density at y is similar.
Form a y-strip.
Hold y constant and integrate over all x.
The strip is horizontal and goes left to right instead of bottom to top.

Yy 3
00
fY(y) ZJ—OO fX,Y(’x!y)dx X = — 4_y2 X = 4_y2

VA e

— J‘_ 4_y2 yp dx | I | )IC
2 4/4—y2 -3 3
— 47t |
-3

{V4y2 if —2 < y<2

0 otherwise
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Independence

@ Random variables X, Y, Z,... are independent if their joint pdf
factorizes as follows, for all x,y,z, .. ..

fX,Y,Z,._,(x=y=Z= ) =flx) ) fAz)

@ Technicality: Exceptions are allowed, as long as the probability
of an exception is 0. For example, in a continuous distribution:

e The probability of a point is 0.
e In 2D, the probability of a discrete set of points or curves is 0.
e Exceptions only happen with continuous distributions, not discrete.
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Independence

Summary of previous formulas

L ifx4+y2<4 3

0 otherwise

\

Y
otherwise
(\/4—x2/(27t) if —2<x<?2 | / , X

(A= /2m) if—2<y<2

0 otherwise

\

Check independence:

VA=) (4—y?)/(4r*) if—2<x<2and -2 <y <2
IHIAY) = {0 otherwise

This is different than f, .(x,y). The formula is different, and it's nonzero
inside a square instead of inside a circle. So X, Y are dependent.

Prof. Tesler Ch. 3. Joint random variables (continuous) Math 186 / Winter 2019 10/30



Expected values

For a function g(X, Y) of continuous random variables, the expected
value is o o
BOG) = | | glxlfylxy)da

— 00 J—00

This is similar to the definition in the discrete case, but using integrals
iInstead of sums.

Compute E(X) for the circle example

E(X) = ” %TdA—I— JJ %TdA:()

left semicircle right semicircle

The two integrals are negatives of each other, so they sum to 0.
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Compute E(R) in the circle example

In polar coordinates, recall R = vX? + Y2. Compute E(R):

E(R):E(\/X2+Y2) :H \/m-idA

47t
C

@ This is easier in polar coordinates than in Cartesian coordinates.
Switch to polar coordinates, and note that the integral separates:

oo g [ gy - & (") ([0

C
@ Evaluate the integrals:

27T 0 =271 ) 7‘3

J de:e( — 20 =2m err:—

0 0=0 0 3

@ Plug in their values:
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Variance

@ The variance formula is the same for continuous as for discrete:
Var(X) = E((X — pn)*) = E(X*) — (E(X))?
However, expected value is computed using an integral instead of

d Sum.
27T 2
J d9> (J = dr)
0 0

@ Compute Var(R) and SD(R):

1’2 27T 2’,2 1
0 0

C
27 2 412 4 4
27— 0
J d9:27't Jr3dr:r— — — 4
0 0 41,._o 4
) 1
ER°) = —(2m)(4) =2
47t

Var(R) = E(R*) — (E(R))> =2 — (4/3)> =|2/9 SD(R) = /2/9
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Mass density in physics vs. continuous pdf

Physics Probability

Mass density Probability density function
p(x,y) =20 Sy /%, 9) 20
Mass of shape D C R?: Probability of event D C R>:
M = JJ o(x,y)dA >0 P(D) = ﬂfX,Y(x,y) dA and P(R?) =1
D D
Center of mass (x,y) Expected value
) Jl;fx' p(x,y) dA E(X) :Hx'fx,y(x=y) dA = numerator of x.
X —
A R
g Plx.y)d The denominator of x is 1, since M = 1.
y formula is similar E(Y) formula is similar

@ When the total massis 1, we have (x,y) = (E(X), E(Y)).
@ We used R°. For R”, use (xi,...,x,) instead of (x,y).
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Determining the constant

7 X
Question: Determine the formula of the probability density if it is
proportional to x + 4y inside the rectangle and is 0 outside.

@ We have f, ,(x,y) = c(x + 4y) inside the rectangle and 0 outside,
for some constant c.

@ Find ¢ so that the total probability is 1:

2 rl
P:J J c(x+4y)dydx =1
0

@ The inside integral is

c(xy +2y2) @j) — c(x(1—0) +2(12 = 0?)) = ¢(x +2)

@ Plug that back in: P = jé c(x+2)dx
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Determining the constant

X
@ Continue evaluating:

2

P :fgc(x—|—2)dx:c (%—I—Zx)

x=0

:c(22;02 +2(2—0)) — - (244) =6c

@ TogetP =1, solve 6c=1,s0c=1/6.
@ Plug this value of ¢ into the formulan,Y(x,y) = c(x + 4y).
@ Thus, the pdfis

x+4y

fX,Y(xsy) — {06

inside rectangle: 0 <x<2and 0 <y<1
outside rectangle
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Marginal densities for rectangle example

@ For0 <x<2: y

1 21
x+ 4y xy + 2y |
I
x(1—0)+2(17=0%) x+2
6 6

@ Otherwise, f,(x) = 0.
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Marginal densities for rectangle example

@ Otherwise, f,(y) = 0.
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Independence in rectangle example

Summary of formulas

(“hjnside rectangle: i
fy /(5 ) =< O0<x<2and0<y<1
0 outside rectangle T X
) J% if0<x<2 0y Y o<y <1
X = —
. 0 otherwise r 0 otherwise

Check independence

{(x+2)(4)’+1) fO<x<2and0<y<1

18
0 otherwise

fx(x) fy(y) —

* fy y(x,¥), 80 X and Y are dependent.
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Joint Cumulative Distribution Function (cdf)

@ The joint cumulative distribution function (cdf) for two random
variables X, Y is

Fy lx,y) =PX<x, Y <V).

@ For multiple random variables, the formula is similar.

@ As an integral: v
FX,Y(x,y) :P(X<X5Y<)7) i (x.y)
* [ NN RQRQ&RQRT’)}
= f yu, v) dv du R
J—0o0 J—00 ’ NANANN NNNANANANVNNNNNN
Py X
= fy ylu,v) dudy
J—ooJ—0c0

@ Since we used (x,y) in the limits of the integral, the integration
variables had to be renamed; here, we used (u«, v) instead.
Alternatively, some people prefer to do it the other way around:
Fylu,v) =P(X <u, Y <v) = [ [T fyylx,y) dxdy.
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Joint cdf in rectangle example

(X% inside rectangle: V
Fx % Y) = < Isrs2amlsys | = ()
(0 outside rectangle gy
)

@ Consider (x,y) inside the rectangle:

X Yy 4
Fy (x,y) :J J ‘T Y v du
’ 0Jo ©
@ Inside integral:
Jy u—+4v w+20v2"77 uly—0)4+207—0%)  uy+2y?
dv — p— —
0 6 6 v=—0 6 6
@ OQutside integral:
* uy + 292 2y P\ | a2y P
F (x,y):J du:(—+— — +
XY o 6 23 )|, 123

Prof. Tesler Ch. 3. Joint random variables (continuous) Math 186 / Winter 2019 21/30



Differentiating the cdf

@ Evaluate
" b o) =2 (2E )
X — X
dx 0y XF RERNIFY oy ¥ &
@ Inside derivative:
0 0 [(xX*y x? x> 2xy
_F o e - — _—
oyl X%y ay(lz " 3) 23

@ Qutside derivative:

02 0 /x> 2xy x 2y x—+4y
F — ="+ = =
ox oy x BV = 5 (12 3 ) 6" 3 6 Tx/nY)

@ In general, the cdf is the double integral of the pdf with respect to x
and y, and inversely, the pdf is the double derivative of the cdf with
respect to x and y.
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Joint cdf in rectangle example

@ The pdffX,Y(x,y) = (x+4y)/6 is nonzero only in the blue rectangle.

@ The region < (x,y) can intercept the rectangle in different ways,
depending on where (x y) isin relatlon to the rectangle

) D) &

N
N
N 1
N
N
N
NN

N X
@ If x <0ory<0,then the pdfis 0 in the whole integration region,
so F, ,(x,y) =0.

This Sa’[ISfleSfX X y) = afzayFX Axy) =0.
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Remaining cases: In this example, when (x, y) is right of and/or above
the rectangle, the intercepted region becomes the cdf of another point:

Right: If x >2and 0 <y <1
N

4y 2y y+2y° 1
1 2—|- 3 3 (Z,y);(fay)

N Q\\\\ AARRRRARARR AN

Fy f(%,y) = Fy J2,y) =

N\
AN N N N ll[
ARAARR ARRARRRRARARRRARARARRRN \|
a IR IR OO NN Y AN

Above: lIfy>1and 0 <x <2

Vi ), (1)

N
N\
}A AARRARRRRARRAN

x> x2 + dx

ARRRARRRRRRRRN

—_— —_— AR ARRRRRRR R R RN
ARRRARRARRRA
ARRRRRRRRRRN
NONNNYNINNNNNNNNNNNN

ARRRAARRRARRRRRRRRN

SONNYNNNNNNNNNYNNNN
\\QQ ARRRARRRARRR AR

777

o u

Above and right: If x >2and y > 1

b

2 AR AR SIS

SNP NN NNNNNN NN NN NN\

. . AR A \|

SN RN NNNNNNNNN \2\1\ N\

SNINYNNNNNNNNNN N RRN N

x: = — = NN LR NN NN NNNNNRANRY N

y — y — — SNA N YA NN NN NN NN NNNNNNNNNNY

X Y X Y A A N Y
’ y NN AR AN

\\\\\\\\\\\\\\\\\\

In all of these, f, ,(x,y) = afzany Ax, ) =0.
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Probability of an event

Evaluate P(Y > 3X) in the rectangle example:

Y, jy=3x
| s

)X
o Compute [[f, ,(x,y)dA = [[ “=*2 dA over the shaded triangle, D.
D D

@ Can use x-slices or y-slices. Both give the same final answer.
x-slices are left as an exercize for you. The y-slices are:

One y-slice for each 0 <y < 1.
It runs over 0 < x < y/3.

@ The integral is

1Jy/3x—|—4yd p
Xy

P(Y>3X):J -
0

0
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Probability of an event

P73 x4 4y
Jo 6

P(Y > 3X) =J dx dy

0

@ Inside integral:

"3 x+ 4 2 4
J A Ay M = 42
o 6 12 6

(y/3)> — 0% 4(y/3)y N 4y*  25y°

x=y/3

x=0

~ T 12 76 108718 108
@ Qutside integral:
1 2 31 3 3
25y 25y 25(1° —0°) 25
[¥'>3X) JO 08 Y~ 34|, 324 324
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Conditional probability example #1

P(A|B) where A and B have the same dimension as sample space (2D in this example)

Evaluate P(Y > 1 | X < 1) in the rectangle example:

@ Thisis 1 —P(Y < 3 | X < 1). We have: y
PY<landX<1) F,,[1,1/2) 1,1
PIY <3 [X<1)= | PX < 1) ) X’;(l) 1::::::::( |
X NONNNNANNN (1’1/2)
@ Recall that inside the rectangle, we have ! X
.Xzy )Cy2 2
Foody) ="+ 5

and we used tricks to evaluate it outside the rectangle.

2)(1/2) , (VA2 1, 1 3 1
@ Fu (L1)2)="—3—=+—F—=x3+5=55=3

_ _ 1Mo, A 1,1 5
¢ FX(l)_FX,Y(l’OO)_FX,Y(I’I)_ 12 T 3 _E+§_ﬁ

@ Plug these into the above formulas to get
PY>1|X<1) =1-P¥<3|X<1l)=1—-22 T
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Conditional probability example #2

P(A|B) where B has smaller dimension than the sample space

Evaluate P(Y > 1 | X = 1) in the rectangle example:

P(Y>% and X:l)
¢ PX=1)
@ In P(A|B) = %, both AN B and B are 1D subspaces of a 2D
sample space, so their probabilities are 0.

= 3 does not work.

@ Redo this as ratio of probabilities in 1D.
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Conditional probability example #2

P(A|B) where B has smaller dimension than the sample space

@ Define the conditional probability density at X = x:
Y H
1

Sy y(%:¥)
@ For a given value of x, this is a function of varying y.

@ It's proportional to f, ,(x, y) but is renormalized so that the total
probability as y varies in the strip X = x is 1:

fly | X=x)=

50 [Zofy 6 y)dy  ffx)
| polx=na=| s ===
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Conditional probability example #2

P(A|B) where B has smaller dimension than the sample space

Evaluate P(Y > 1 | X = 1) in the rectangle example:

@ The conditional probability density at X = x is y ﬂ
fe y,y) I
X =x)=—
@ In the rectangle example, for x and y within the rectangle:
i %y)  (x+4y)/6  x+4
fy()’ ’ X=x) = XY _ ( y)/ _ Y
fi(x) (x+2)/6 x+2
1+4
fy|[X=1)= 3 4
i > Dol+dy oy
P(Y>§\X:1):J fY(y\le)dy:J — dy =
1/2 12 3 3 L=ip
_1-(1/2) 202 (1/2)) _1/2 , 2(3/4) _|2
3 3 3 3 |3
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