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Question 1 For each index n, let fn : [0, 1]→ R be given by

fn(x) =

{
1 if x = k

2n for some integer k , 0 ≤ k ≤ 2n

0 otherwise

Let f : [0, 1]→ R be given by f (x) = lim
n→∞

fn(x) for each x ∈ [0, 1].

Then,

A.

∫ 1

0

fn = 0 for every index n.

B.

∫ 1

0

f = 0 and

∫ 1

0

f = 1.

C.

∫ 1

0

f = 0.

∗D. A and B.

E. A and C.



Question 2 For each index n, let fn : [0, 1]→ R be given by

fn(x) =


n2x if 0 ≤ x < 1

n

2n − n2x if 1
n ≤ x < 2

n

0 if 2
n ≤ x ≤ 1

Let f : [0, 1]→ R be given by f (x) = lim
n→∞

fn(x) for each x ∈ [0, 1].

Then,

A.

∫ 1

0

fn = 1 for every index n.

B.

∫ 1

0

f = 0.

C.

∫ 1

0

f = lim
n→∞

∫ 1

0

fn.

∗D. A and B.

E. A and C.



Question 3 For each natural number n, define fn : [0, 1]→ R by

fn(x) =
n∑

k=0

1

k!
xk . Define f : [0, 1]→ R by f (x) = ex . Then,

{fn} converges pointwise on [0, 1] to f . We can also say that

A. {fn} converges uniformly to f on [0, 1].

B. lim
n→∞

∫ 1

0

fn =

∫ 1

0

f .

C. lim
n→∞

f ′n(x) = f ′(x) for each x ∈ (0, 1).

D. B and C.

∗E. All of the above.



Question 4 Given a sequence of functions {fn : [a, b]→ R} such that
{fn} converges pointwise to f on [a, b]. Then we can say that

A. if fn is integrable for every index n, then f is integrable.

B. if

∫ b

a

fn = 1 for every index n, then

∫ b

a

f = 1.

C. if fn is continuous for every index n, then f is continuous.

D. All of the above.

∗E. None of the above.



Question 5 A sequence {ak} is Cauchy (or, is a Cauchy sequence) if
for every ε > 0, there is an index N such that |am − an| < ε for all indices
m, n ≥ N.
Given that {bk} is a Cauchy sequence. Then {bk} is

A. convergent.

B. bounded.

C. sequentially compact.

∗D. A and B.

E. B and C.



Question 6 A sequence of functions {fk} is uniformly Cauchy on D if
for every ε > 0, there is an index N such that |fm(x)− fn(x)| < ε for all
indices m, n ≥ N and all x ∈ D.
Given that {gk} is uniformly Cauchy on [0, 1]. Then,

A. For each x ∈ [0, 1], {gk(x)} is a Cauchy sequence.

B. {gk} converges pointwise to a function g : [0, 1]→ R.

C. {gk} converges uniformly to a function g : [0, 1]→ R.

D. A and B.

∗E. A, B, and C.


