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§ 1. Introduction

We shall deal with a general class of second-order hypoelliptic partial differential equations. For this purpose we develop an appropriate class of singular integral operators; these will be modeled on convolution operators on certain nilpotent Lie groups. As a result we are able to construct parametrices and to obtain sharp regularity results in terms of various Sobolev spaces and Lipschitz spaces.

Background. The first example of the kind of differential operators to be studied here came from several complex variables. The operator is the $\square_b$ Laplacian associated with the boundary analogue of the $\bar{\partial}$ complex. Its highest order part is a quadratic expression in certain vector fields, which are the real and imaginary parts of the tangential holomorphic vector fields. These vector fields do not span the tangent space. Kohn [13] was able to show, nevertheless, that under appropriate geometric hypotheses $\square_b$ is hypoelliptic because the missing directions arise as commutators of the complex tangential directions.

A far-reaching generalization of this basic idea was obtained by Hörmander [10]. He considered the operator

$$X_0 + \sum_{j=1}^{n} X_j^2,$$

(1.1)

$X_0, \ldots, X_n$ are $n+1$ smooth real vector fields on a manifold $M$ with the property that the commutators up to a certain order suffice to span the tangent space at each point. Hörmander proved that the operator (1.1) is then hypoelliptic. Alternative treatments of (1.1) were later obtained by Kohn [15] and Radkevitch [20]. All the arguments given were essentially $L^2$ in character, but even in this context did not usually give optimal estimates. The problem arose, therefore, of constructing an appropriate class of operators which could be used to find approximate inverses to (1.1) and in terms of which sharp estimates in $L^p$ spaces, Lipschitz spaces, etc. could be made.

The first step in this direction was taken in Folland and Stein [8], where the $\square_b$ Laplacian was studied in terms of operators modeled on convolution operators on the Heisenberg group. Parametrices were constructed and various sharp estimates were obtained for $\square_b$. The intervention of the Heisenberg group (the simplest nilpotent, non-abelian Lie group) in this context should not have been surprising. It suffices to recall that this group is naturally isomorphic with the boundary of the unit ball in $\mathbb{C}^n$, $n > 1$, in its unbounded realization.

Outline of the paper. The main objectives of the present paper are (i) to find nilpotent groups suitable to the analysis of the operators (1.1) or variants thereof; (ii) to study related
questions concerning operators on these groups; (iii) to apply this analysis to the original partial differential operators in order to obtain the regularity results described below.

We sketch first the idea leading to the construction of the suitable nilpotent groups. Let $X_1, ..., X_n$ be given vector fields on $M$ with the property that the commutators up to length not exceeding $r$ span the tangent space at each point, and consider the following examples:

(a) The $X_i$ are linearly independent and span the tangent space (i.e. $r = 1$). The nilpotent group is then $\mathbb{R}^n$, and the singular integrals are the standard ones.

(b) $M = \mathbb{R}^2 = \{(x, y)\}$, $X_1 = \partial/\partial x$ and $X_2 = x(\partial/\partial y)$. Observe that $[X_1, X_2] = \partial/\partial y$ so that $X_1$ and $[X_1, X_2]$ span. Unfortunately, there exist no two-dimensional non-abelian nilpotent Lie groups. However, if we add an extra variable, $t$, and write $\tilde{X}_1 = \partial/\partial x$, $\tilde{X}_2 = \partial/\partial t + x(\partial/\partial y)$ then $\tilde{X}_1, \tilde{X}_2$ and $[\tilde{X}_1, \tilde{X}_2]$ span the Lie algebra of the three-dimensional Heisenberg. Observe also that once one proves that $\tilde{X}_1^2 + \tilde{X}_2^2$ is hypoelliptic, then the hypoellipticity of $X_1^2 + X_2^2$ follows as an easy consequence. It is clear from this example that the dimension of the group to be used may be higher than that of the given manifold $M$.

(c) Take $M$ to be the boundary of a smooth domain in $\mathbb{C}^{r+1}$, $n = 2r$, and the vector fields are the real and imaginary parts of holomorphic vector fields which are tangent to $M$. If the Levi form is everywhere nondegenerate, the Heisenberg group is the appropriate one; this is the case studied in [8]. However, if the signature of the Levi form varies, the group that one might naively associate would vary from point to point. In order to deal with this situation, as well as the more general situation where this phenomenon occurs in more complicated forms, we lift to a larger group for which all possible varying structures occur as quotients. This group is the free nilpotent group of step $r$. (In our specific example above, $r = 2$.)

We now leave these examples and return to our general problem. We shall show that by adding an appropriate number of new variables we can lift our original vector fields to an extended space $\tilde{M}$. The resulting vector fields $\tilde{X}_1, ..., \tilde{X}_n$, and their commutators up to length $r$ are now free, i.e. satisfy the minimal number of relations at a given point, and span the tangent space of $\tilde{M}$. At the same time we prove that at each point the vector fields $\tilde{X}_1, ..., \tilde{X}_n$ are well approximated by the left-invariant vector fields $Y_1, ..., Y_n$ which generate the Lie algebra of the free nilpotent group $N_r$ of step $r$.

Thus the study of the operator, say

$$\sum_{j=1}^{n} X_i^j$$

is reduced to the analysis of the operator $\sum_{n-1}^{n} \tilde{X}_i^j$, and the latter is linked to the left-invariant operator $\sum_{n-1}^{n} Y_i^j$ on a (free) nilpotent Lie group.
The results concerning the addition of variables to vector fields and the approximation by left-invariant vector fields on free groups are obtained as Theorems 4 and 5 respectively in Part II. The proofs of these theorems are intertwined and depend on a complicated inductive procedure. We shall not describe the details here, but suggest that the reader look at the statements of Lemmas 8.2, 8.3, 8.4, and 8.5 for the main ideas of the induction.

In the course of the proof of these theorems we exhibit a basic mapping \(\Theta\) of \(\hat{M} \times \hat{M}\) to \(N_p\). Among other things it generalizes the function \((\xi, \eta) \rightarrow \xi - \eta\). (Indeed, in example (a) \(\Theta\) is essentially given by this function.)

In addition to studying operators of the form (1.1) we shall also consider the operators

\[
L = \sum_{j=1}^{n} X_j^2 + \frac{1}{2} \sum_{j,k} c_{jk} [X_j, X_k]
\]

where the \(c_{jk}\) are given skew symmetric matrices of smooth functions. We are led to deal with this class of operators because the \(\Box_b\) Laplacian can be written as (1.3), modulo lower order terms, where the \(c_{jk}\) are in fact matrices. (Recall that \(\Box_b\) acts on \((p, q)\)-forms.)

Part I of this paper is devoted to the study of operators of the form (1.3) on groups, where the \(X_j\) are left-invariant vector fields and the \(c_{jk}\) are assumed to be constant. In the case where \(c_{jk}\) are actually scalars we give sufficient conditions for the hypoellipticity of \(L\) in terms of the size of the imaginary part of the \(c_{jk}\) (Theorems 1 and 1'). We also show, using the rudiments of Fourier analysis on nilpotent groups, that the conditions are necessary for a large class of groups. (See Theorem 2.) When the nilpotent groups have a natural homogeneous structure (e.g. are graded) then whenever \(L\) is hypoelliptic it has a unique fundamental solution which is homogeneous in the appropriate sense. It turns out (Theorem 3) that this fundamental solution then depends smoothly on the parameters \(c_{jk}\).((1)

Part III is devoted to the analysis of the analogue of (1.3) in terms of the free vector fields. We consider

\[
\tilde{L} = \sum_{j=1}^{n} \tilde{X}_j^2 + \frac{1}{2} \sum_{j,k} c_{jk} [\tilde{X}_j, \tilde{X}_k].
\]

We construct a parametrix for \(\tilde{L}\) as follows. For each \(\xi \in \hat{M}\), we let \(k_\xi(\cdot)\) be the fundamental solution of the operator \(L_\xi = \sum_{j=1}^{n} Y_j^2 + \frac{1}{2} \sum_{j,k} c_{jk}(\xi) [Y_j, Y_k]\) on the free nilpotent group \(N_p\). Then the kernel of a parametrix for (1.4) is (with small modifications) given by \(K(\xi, \eta) = k_\xi(\Theta(\eta, \xi))\).

The parametrix and the resulting regularity properties can then be studied by following

(1) At this stage our work depends on some results of Folland [6].
the techniques previously used in [8]. It might be worthwhile, however, to call to the reader’s attention some of the features of this analysis which are not straightforward adaptations from [8]. First, the properties related to the pseudo-metric which is determined by \( \Theta \) (see § 12) are more complicated and require a different approach to prove. Next, the question of differential operators acting on operators such as the parametrix is dealt with by a more direct, computational method. (See § 14.) Finally, the problem of bounds for classical Lipschitz spaces (Theorem 14, § 16) had not been considered in [8].

Part IV deals with the main applications. The passage from \( \hat{M} \) back to \( M \) (and from (1.4) to (1.3)) is accomplished by a simple technique which amounts to integration in the added variables. This leads to the main regularity theorem for solutions of (1.3). An example of this result (Theorem 16 in § 17) is as follows. Suppose \( \mathcal{L}(f) = g \), and \( g \) belongs to the fractional Sobolev space \( L^p_\alpha(M) \), \( 1 < p < \infty, \alpha > 0 \). Then locally \( f \) belongs to \( L^p_{\alpha + \epsilon}(M) \). (Recall that \( \epsilon \) is the least length required to obtain spanning commutators.) There are also further results of this kind for new Sobolev spaces which take into account the special directions \( X_1, \ldots, X_n \) and also for the standard Lipschitz spaces.

In § 18 we show how the analysis must be modified to apply to the operators of type (1.1). The main difference arises in the choice of an appropriate nilpotent group to be used. The group we shall use has generators \( Y_0, Y_1, \ldots, Y_n \); however, in determining the notion of “length” of a commutator, \( Y_0 \) is given twice the weight that is given to \( Y_1, Y_2, \ldots, Y_n \).

Finally in § 19 we obtain the desired results for the \( \Box_b \) Laplacian. Thus the estimates of [8] are generalized to the setting where the Levi form need not be non-degenerate and the metric is not necessarily one of the special metrics used in [8].

It is a pleasure to thank G. B. Folland, C. D. Hill, and J. J. Kohn for several useful discussions during the preparation of this paper.

Part I. Operators on nilpotent Lie groups

§ 2. Sufficient conditions for hypoellipticity

Let \( \mathfrak{g} \) be a (finite-dimensional) real Lie algebra, and \( G \) a corresponding connected Lie group with exponential map \( \exp \mathfrak{g} \to G \). Every \( Y \in \mathfrak{g} \) acts as a left-invariant vector field (hence differential operator) on \( \mathfrak{g} \) by the equation

\[
(Yf)(x) = d[\exp(txY)] |_{t=0}
\]

for \( x \in G \) and \( f \in C_0^\infty(G) \). (\( C_0^\infty \) denotes the space of smooth, compactly supported functions.) Any polynomial \( \mathcal{L} \) on \( \mathfrak{g} \) is therefore also a differential operator. We shall be concerned

(*) In this connection see Greiner and Stein [9].
with the problem of giving sufficient conditions on such a second order operator \( \mathcal{L} \) that it be hypoelliptic in the following sense. Suppose \( U \) is an open subset of \( G \) and \( u \) is a distribution on \( U \) so that \( \mathcal{L}(u) \in C^0(U) \); then it follows that \( u \in C^0(U) \).

For \( \varphi, \psi \in C_0^\infty(G) \) we let \( (\varphi, \psi) = \int_G \varphi \psi d\mu \), where \( d\mu \) is right-invariant Haar measure\(^1\) on \( G \), and set \( \| \varphi \| = (\varphi, \varphi)^{\frac{1}{2}} \). We observe that \( (Y\varphi, \psi) = -(\varphi, Y\psi) \), for any \( Y \in \mathfrak{g} \) whenever \( \varphi, \psi \in C_0^\infty(G) \). If \( c = (c_{ij}) \) is any \( n \times n \) matrix, we denote by \( \| c \| \) the usual norm of the operator acting on the standard \( n \)-dimensional coordinate Hilbert space.

**Theorem 1.** Suppose \( Y_1, Y_2, \ldots, Y_n \) generate the Lie algebra \( \mathfrak{g} \). Let \( \mathcal{L} \) be the left-invariant differential operator on \( G \) given by

\[
\mathcal{L} = \sum_{j=1}^n Y_j^2 + \frac{i}{2} \sum_{i,j,k} b_{jk} [Y_i, Y_j],
\]

where \( (b_{jk}) = b \) is a real skew-symmetric matrix. Then \( \mathcal{L} \) is hypoelliptic if

\[
\| b \| < 1.
\]

This theorem is proved by simple adaptations of arguments of Hörmander [10], Kohn [14], [15], and Radkevich [20]. The argument can be modified so as to cover the general case (i.e. vector fields on some manifold whose commutators up to a certain length span the tangent space, and not necessarily those that arise from a finite-dimensional Lie algebra). However, this general case will anyway be subsumed in our later considerations where we will make more precise statements.

The proof of Theorem 1 may be generalized to take into account the situation that arises (i) when the matrix \( b \) is complex, (ii) when there are linear relations among the commutators \([Y_j, Y_k]\). To express the result we need the following additional definitions. Suppose \( \varphi \) is any real skew-symmetric matrix. Then under conjugation by an orthogonal matrix, \( \varphi \) can be put in block diagonal form. Each block is of the form \( \begin{pmatrix} 0 & \varphi \noalign{\smallskip} \noalign{\smallmatrix} -\varphi & 0 \end{pmatrix} \), where \( \varphi \) is real. There are \( n/2 \) such blocks if \( n \) is even and \((n-1)/2\) if \( n \) is odd. In the latter case a zero appears in the last diagonal entry. One should observe that the numbers \( \pm i \varphi_j, j = 1, 2, \ldots, [n/2], \) are the eigenvalues of \( \varphi \). We define the "trace norm," \( \| \varphi \|_1 \), of \( \varphi \) as the sum of the absolute values of the eigenvalues of \( \varphi \), i.e. \( \| \varphi \|_1 = 2 \sum_{j=1}^{[n/2]} | \varphi_j | \).

The following facts are obvious as soon as \( \varphi \) is put into block-diagonal form. Here \( b \) and \( \varphi \) range over real \( n \times n \) skew-symmetric matrices.

\(^1\) The distinction between right- and left-invariant Haar measure will be irrelevant in most of what follows since all nilpotent groups are unimodular.
(2.1) \[ |\text{tr}(bg)| \leq \|b\| \|e\|_1, \]

(2.2) \[ \|b\| = \sup_{\|e\|_1 \leq 1} |\text{tr}(bg)|; \quad \|e\|_1 = \sup_{\|b\| \leq 1} |\text{tr}(be)|. \]

The generalization of Theorem 1 is as follows. We consider \( L = \sum_{i=1}^n Y_i^2 + \frac{1}{2} \sum_{i \neq k} c_{ik}[Y_i, Y_k] \) where \((c_{ik}) = c = a + ib\) and \(a\) and \(b\) are real \(n \times n\) skew-symmetric matrices. Now let \( S\) be the subspace of all real skew-symmetric matrices \( s = (s_{ik})\) so that \( \sum_{i \neq k} s_{ik}[Y_i, Y_k] = 0\). We let \( R\) be the subspace of real skew-symmetric matrices spanned by \(a\) and \(S\). Finally, let \( R_\perp\) denote the orthogonal complement of \( R\) with respect to the inner product \((d_1, d_2) = -\text{tr}(d_1 d_2)\), on the real skew-symmetric matrices.

**Theorem 1'**. Let \( L = \sum Y_i^2 + \frac{1}{2} \sum_{i \neq k} c_{ik}[Y_i, Y_k]\). Then \( L\) is hypoelliptic if

(2.3) \[ \sup_{\|e\|_1 \leq 1} |\text{tr}(bg)| < 1. \]

The proof of Theorem 1' (and hence of Theorem 1) requires two simple lemmas.

(2.4) **Lemma.** Suppose \( g = i([Y, Y]_f, f)\), for some \( f \in C_0^\infty(G)\). The matrix \( g\) is real and skew-symmetric. Moreover,

(2.5) \[ \|g\|_1 \leq 2 \sum_{i=1}^n \|Y_i f\|^2. \]

**Proof.** The fact that \( g\) is real follows immediately from the fact that \((Z f, f) = -(f, Z f)\), for any real left-invariant vector field \(Z\). Skew-symmetry is obvious. Now let \( d = (d_{ik})\) be the matrix of any orthogonal transformation, and set \( Y'_i = \sum k d_{ik} Y_k\). Then clearly \( \sum \|Y'_i f\|^2 = \sum \|Y_i f\|^2\). Moreover, if \( g' = i([Y'_i, Y'_k]_f, f)\), a simple computation shows that \( g' = gd^t\). Thus with an appropriate choice of \(d\) we can assume that \(g\) has been reduced to block diagonal form. It then suffices to prove the inequality corresponding to (2.5) for each block and then add these inequalities. Thus we need to show that:

(2.6) \[ |([Y_1, Y_2]_f, f)| \leq \|Y_1 f\|^2 + \|Y_2 f\|^2. \]

So consider the fact that

\((Y_1 + iY_2)f, (Y_1 + iY_2)f) \geq 0.\]

This means that \(\|Y_1 f\|^2 + \|Y_2 f\|^2 + i([Y_1, Y_1]f, f) - (Y_1 f, Y_2 f) \geq 0.\) However

\((Y_2 f, Y_2 f) = -(Y_1 Y_2 f, f) \quad \text{and} \quad (Y_1 f, Y_2 f) = -(Y_2 Y_1 f, f).\]

Hence \(i([Y_1, Y_2]_f, f) \leq \|Y_1 f\|^2 + \|Y_2 f\|^2.\) A similar result holds with \(Y_1\) and \(Y_2\) interchanged giving (2.6) and proving the lemma.
(2.7) Lemma. Write \( a = a^{(1)} + a^{(2)} \) with \( a^{(1)} \in S^\perp \cap R \) and \( a^{(2)} \in S \cap R \). If \( b \) satisfies
\[
\sup_{\|\theta\|_1 < 1, \theta \in R^1} |\text{tr}(b^* \theta)| \leq \theta,
\]
then there exists \( \gamma \in R \) such that \( b' = b + \gamma \alpha^{(1)} \) satisfies
\[
\sup_{\|\theta\|_1 < 1, \theta \in R^1} |\text{tr}(b' \theta)| \leq \theta.
\]

Proof. Identify \( b \) with the linear functional \( b^* \) on the vector space \( R^1 \), given by \( b^*(\theta) = -\text{tr}(b \theta), \theta \in R^1 \). Then by the hypothesis,
\[
|b^*(\theta)| \leq \theta \|\theta\|_1
\]
for all \( \theta \in R^1 \). Since \( \|\theta\|_1 + \|\theta + \theta'\|_1 \leq \|\theta\|_1 \) (see (2.2)) for any real skew-symmetric matrices \( \theta, \theta' \), the Hahn-Banach theorem guarantees the existence of a linear functional \( b^* \) on \( S^\perp \to R^1 \) such that
\[
|b^*(\theta)| \leq \theta \|\theta\|_1, \quad \text{all } \theta \in S^\perp,
\]
and
\[
b^*(\theta) = b^*(\theta) \quad \text{for } \theta \in R^1.
\]

Since \( S^\perp \) is spanned by \( R^1 \) and \( a^1, a^2 \in S^\perp \), (2.10) implies that \( b^* \) may be identified with a skew-symmetric matrix \( b' = b + \gamma \alpha^1 \) for some real \( \gamma \). Then (2.8) is immediate from (2.9), proving the lemma.

To prove the theorem we show first that we have the inequality
\[
\sum_{j=1}^n \|Y_j\|^2 \leq A \|f\|_{C_n^0}^2.
\]

Write
\[
(L_j, f) = ((\sum Y_j^2) f, f) + \frac{1}{2} \sum_{j,k} v_{j,k} \langle [Y_j, Y_k] f, f \rangle + \frac{1}{2} \sum_{j,k} a_{j,k}^{(1)} \langle [Y_j, Y_k] f, f \rangle
\]
\[
+ \frac{1}{2} \sum_{j,k} a_{j,k}^{(2)} \langle [Y_j, a_k] f, f \rangle.
\]

This formula follows from the definition of \( L \) since \( b' = b + \gamma \alpha^{(1)} = b + \gamma (a - a^{(2)}) \). Using \( (Y_j^2 f, f) = -\|Y_j f\|^2 \) we obtain from (2.12) the inequality
\[
\sum \|Y_j f\|^2 \leq \|L_j, f\| + \frac{1}{2} |\text{tr}(b' \theta)| + \frac{1}{2} |\text{tr}(\theta) + \frac{1}{2} |\text{tr}(\alpha^{(2)} \theta)|.
\]

Note first that since \( \text{tr}([Y_j, Y_k] f, f) \) is real, \( \text{Im} (L_j, f) = -\frac{1}{2} \text{tr}(\alpha f) \) and therefore
\[
|\text{tr}(\theta)| \leq 2 \|L_j, f\|.
\]
Furthermore \( \sum e^s \theta^s = 0 \) whenever \( \sum e^s [Y^s, Y^t] = 0 \). Thus \( \tau \in S^1 \), and hence

\[
\frac{1}{2} | \text{tr} (\theta' \tau) | \leq \theta \| \tau \|_2 < \theta \sum \| Y^s \| ^2,
\]

where \( \theta = \sup_{e^s \in S, \| e^s \| = 1} | \text{tr} (\theta' e) | < 1 \), by Lemmas 2.4 and 2.7. Also, since \( e^{it} \in S \), \( \text{tr} (e^{it} \tau) = 0 \). Substituting these into (2.13) we obtain

\[
\sum \| Y^s \| ^2 \leq \| (CF, f) \| + \theta \sum \| Y^s \| ^2 + \| 1 - i \tau \| \cdot \| (CF, f) \|.
\]

This proves (2.11) with \( A_x = (1 + \| 1 - i \tau \|) / (1 - \theta) \).

Once (2.11) is proved one can follow the known arguments to prove hypoellipticity. (See e.g. Kohn [15].) Using Sobolev norms \( \| f \| _{s} = \| f \| _{2s} \) for functions supported in any fixed coordinate patch \( U \) of \( G \), one first shows that (2.11) implies

\[
(2.14) \quad \| \varphi \| _{2s} ^2 \leq C (\| CF \varphi \| _2 + \| \varphi \| _2 ^2), \quad \varphi \in C_0 ^\infty (U),
\]

for some \( \varepsilon > 0 \). Next one shows that (2.14) implies the local estimate

\[
(2.15) \quad \| \zeta \| _{s+ \varepsilon} \leq C (\| \zeta_1 CF \varphi \| _s + \| \zeta_1 \varphi \| _s), \quad \varphi \in C_0 ^\infty (U)
\]

for all integer \( s \), and all pairs \( \zeta, \zeta_1 \in C_0 ^\infty (U) \) so that \( \zeta_1 = 1 \) on the support of \( \zeta \). The hypoellipticity follows from (2.15). We shall not repeat the arguments leading to (2.15) and (2.14) since at that stage there are no new ideas.

§ 3. Graded and free Lie algebras

In order to formulate a converse to Theorem 1', and also because of the basic role they will play in what follows, we shall discuss certain particular classes of Lie algebras. Firstly, the Lie algebra \( \mathfrak{g} \) is said to be nilpotent of step \( r \), if \( \mathfrak{g}^{(r+1)} = 0 \), where \( \mathfrak{g}^{(k)} \) is defined inductively \( \mathfrak{g}^{(1)} = \mathfrak{g}, \mathfrak{g}^{(k)} = [\mathfrak{g}^{(k-1)}, \mathfrak{g}] \). If \( \mathfrak{g} = \mathfrak{N} \) is nilpotent it is well known that the exponential map \( \exp \mathfrak{N} \to N \) is a diffeomorphism of \( \mathfrak{N} \) onto the corresponding simply connected Lie group \( N \). (See [19].)

A Lie algebra \( \mathfrak{N} \) is said to be graded if it has a direct sum decomposition \( \mathfrak{N} = \sum _{r=1} \mathfrak{N} \), with the property that \( [\mathfrak{N} _r, \mathfrak{N} _s] \subset \mathfrak{N} _{r+s} \), if \( k + j \leq r \) and \( [\mathfrak{N} _S, \mathfrak{N} _T] = 0 \), if \( k + j > r \). Observe that a graded algebra is always nilpotent (and of step \( r \)). Graded Lie algebras (and in particular the examples below) will be our basic object to study.

Example 1. A Heisenberg algebra \( \mathfrak{N} \) is a two step graded Lie algebra \( \mathfrak{N} = \mathfrak{N} _1 \oplus \mathfrak{N} _2 \) with the property that \( \dim \mathfrak{N} _2 = 1 \), and such that if \( \lambda ^* \) is any non-zero linear functional on \( \mathfrak{N} _2 \), the bilinear mapping \( \langle X, Y \rangle \to \lambda ^* [X, Y] \) defined on \( \mathfrak{N} _1 \times \mathfrak{N} _1 \) is non-degenerate.
Example 2. A stratified algebra (using the terminology of Folland [6]) is any graded Lie algebra with the additional property that $V^1$ generates the whole Lie algebra. We shall also refer to this kind of algebra as a stratified algebra of type I.

Example 3. Stratified algebra of type II. This is the graded Lie algebra $\mathfrak{g} = V^1 \oplus V^2 \oplus \ldots \oplus V^r$, so that there exists a $Y_1 \in V^1$, so that $V^1$ and $Y_1$ generate the Lie algebra. This is the kind of Lie algebra that must be used in dealing with the general Hörmander-type second order hypoelliptic operators, as in §18 below.

Example 4. Free algebras $\mathfrak{g}_{r,n}$. For each $n$ and $r \geq 1$ this is the algebra having $n$ generators and $r$ steps, but otherwise as few relations among the commutators as possible. To define this algebra consider first the (infinite-dimensional) free Lie algebra $\mathfrak{g}_r$ on $n$ generators $Y_1, \ldots, Y_n$. (Cf. Jacobson [11], Chapter V, § 4.) Roughly speaking, $\mathfrak{g}_r$ is generated by $\{Y_j\}$ with the only relations among the commutators being those forced by anticommutativity and the Jacobi identity. For $r \geq 1$, let $\mathfrak{g}_{r,n} = \mathfrak{g}_r/\mathfrak{g}_{r+1}$. Then $\mathfrak{g}_{r,n}$ is nilpotent of step $r$ and it has the universal property that if $\mathfrak{g}$ is any other nilpotent Lie algebra of step $r$ with $n$ generators, there is a surjective homomorphism of $\mathfrak{g}_{r,n}$ onto $\mathfrak{g}$.

$\mathfrak{g}_{r,n}$ is graded, $\mathfrak{g}_{r,n} = \sum_{j=1}^{r} V^j$, with $V^j$ being spanned by all commutators of the form

$$[Y_{k_1}[Y_{k_2}, \ldots [Y_{k_{j-1}}, Y_{k_j}]] \ldots].$$

Example 5. Two-step algebra $\mathfrak{g}_2$ associated to a graded algebra $\mathfrak{g}$. To every graded Lie algebra $\mathfrak{g}$ of step $r \geq 2$, we can associate in a canonical way a two-step graded Lie algebra $\mathfrak{g}_2$. Write $\mathfrak{g} = \sum V^j$ and take $\mathfrak{g}_2 = \mathfrak{g}/\sum_{j>2} V^j$.

Observe that $\sum_{j>2} V^j$ is an ideal, and $\mathfrak{g}_2$ is a graded algebra of two steps.

The converse of Theorem 1' is as follows.

Theorem 2. Let $\mathfrak{g} = \sum_{i=1}^{n} V^i$ be a graded Lie algebra of step $r \geq 2$. Suppose that $V^1$ is spanned by $Y_1, Y_2, \ldots, Y_n$. Let

$$\mathcal{L} = \frac{\partial}{\partial t} + \frac{1}{r} \sum_{i,k} c_{rk} [Y_r, Y_k]$$

where $c = a + ib$ and $a$, $b$ are real skew-symmetric matrices. Assume:

$(3.1)$

$$\sup_{t \in \mathbb{R}^+, \|q\| \leq 1} \|\text{tr}(bq)\| \geq 1,$$

and

$(3.2)$

$$\mathfrak{g}_2 = \mathfrak{g}_2/(\sum_{i,k} a_{rk} [Y_r, Y_k])$$

is not a Heisenberg algebra. Then $\mathcal{L}$ is not hypoelliptic.
Remark. The situation when $\mathfrak{h}'$ is a Heisenberg algebra is more complicated and still somewhat obscure. Thus the proof of Theorem 2 shows that $\mathcal{L}$ is not hypoelliptic when $\sup_{b \in \mathfrak{h}'} | \text{tr}(h) | = 1$ even if $\mathfrak{h}'$ is a Heisenberg algebra. Moreover, if $\mathfrak{h}$ is itself a Heisenberg algebra, it is shown in Folland-Stein [8] and Boutet de Monvel-Trèves [3] that $\mathcal{L}$ may be hypoelliptic even if $\sup_{b \in \mathfrak{h}} | \text{tr}(h) | > 1$.

§ 4. Harmonic analysis on $N$ and the proof of Theorem 2

Let $\mathcal{L}$ be the differential operator defined in Theorem 2. We shall use the representation theory of the nilpotent group $N$ in order to find a function $\varphi$ such that $\mathcal{L}\varphi = 0$, but $\varphi \notin C^\infty$.

Recall that a unitary representation of a Lie group $N$ is a continuous homomorphism $\pi: N \to \text{Unit } \mathcal{H}_n$, the unitary operators on a Hilbert space $\mathcal{H}_n$. By differentiation one obtains a representation $d\pi$ of $\mathfrak{h}$ as skew Hermitian operators on $\mathcal{H}_n$. The motivation for considering unitary representations to investigate the hypoellipticity of $\mathcal{L}$ comes from the Plancherel formula. Let $\hat{N}$ be the set of all unitary irreducible representations of $N$ and $d\mu$ the Plancherel measure on $\hat{N}$. For $f \in C^\infty_0(N)$ and $\pi \in \hat{N}$ let $\pi(f)$ be the operator $\int_N \pi(x)f(x)dx$. Then $f \mapsto \pi(f)$ extends to an isomorphism of the square integrable functions on $N$ with the space of all $\pi(f)$ with inner product $\int_N \text{tr}((\pi(f)\pi(g)^*)d\mu(\pi))$. (See e.g. Pukanszky [19] for the representation theory of nilpotent Lie groups.)

This indicates that it might be possible to decompose $\mathcal{L}$ as a direct integral

$$\int_{\mathfrak{h}'} d\pi(\mathcal{L})d\mu(\pi).$$

If $\mathcal{L}$ were hypoelliptic, we might try to invert $\mathcal{L}$ by inverting each operator $d\pi(\mathcal{L})$. An obstruction to such an inversion would be a zero eigenvector of $d\pi(\mathcal{L})$. Thus we are led to look for those $\pi$ for which $d\pi(\mathcal{L})v = 0$ for some $0 \neq v \in \mathcal{H}_n$.

Fortunately, we shall not have to make use of any deep results in representation theory; we shall be able to construct explicitly all representations which will be needed. In effect these representations will all factor through the quotient algebra $\mathfrak{h}'$.

Proof of the theorem. We shall prove the theorem first in the case when $\mathfrak{h}$ is a two-step graded Lie algebra and $\sum a_{kl}[Y_k, Y_l] = 0$. In that case $\mathfrak{h} = \mathfrak{h}'$, and our assumption is that $\mathfrak{h}$ is not a Heisenberg algebra. We can therefore write $\mathfrak{h} = V^1 \oplus V^2$ with $[V^1, V^1] = V^2$. (If $[V^1, V^1]$ is strictly contained in $V^2$ then $Y_1, ..., Y_n$ do not generate $\mathfrak{h}$ and then clearly $\mathcal{L}$ is not hypoelliptic. Hence there is nothing to prove.)

There are now two cases:

(i) $\dim(V^2) \geq 2$;  \quad (ii) $\dim(V^2) = 1$. 

Since $\sum s_{kl}(Y_k, Y_l) = 0$, $R$ is the linear space of relations in $V^2$, i.e., if $Y_1, ..., Y_n$ form a basis of $V^1$, $R = \{s_{kl}: \sum s_{kl}(Y_k, Y_l) = 0\}$. Thus the condition (i) implies that $\dim (R^2) = \dim V^2 \geq 2$. So then by continuity we can choose a $q_0 \in R^2$ with $q_0 \not= 0$ so that $\text{tr}(bq_0) = 0$. Hence by continuity again we can choose a $q \in R^2$ so that $-\text{tr}(bq) = \|q\|_1 = 1$ (since $\sup_{0 \not= q \in R^2, \|q\|_1 < 1} |\text{tr}(bq)| > 1$). In case (ii) we have little choice since $R^2$ is one-dimensional. We choose $q$, so that

$$-\text{tr}(bq) = \|q\|_1 = 1.$$  

Now each $q = (q_0) \in R^2$ defines for us a linear functional $q^*$ on $V^2$ by the equations

$$q^*((Y_j, Y_k)) = q_{jk}.\,$$

Since $q \in R^2$ implies $\sum q_{kl}s_{kl} = 0$ whenever $\sum s_{kl}(Y_j, Y_k) = 0$, the linear functional is well defined. In case (ii), hypothesis (3.2) of the theorem assures that the bilinear form $q$ defined on $V^1 \times V^1$ by $q(Y, Y') = q^*(Y, Y')$ is degenerate. With the element $q \in R^2$ chosen as above we proceed with the proof.

Let $\pm i \omega_j, j = 1, 2, ..., l, 2l \leq n$, be the non-zero eigenvalues of $q$. By an orthogonal change of basis we can find $\{Y_j\}$ satisfying, for $j < k$

$$q^*((Y_j, Y_k)) = \begin{cases} 0 & \text{if } j \text{ is even or } k = j + 1 \\ \omega_j & \text{if } j \text{ odd, } k = j + 1 \\ 0 & j \geq 2l + 1. \end{cases}$$

(4.1)

Now for every $\lambda$, $0 < \lambda < \infty$ we construct a unitary representation $\pi_\lambda$ of $N$ on $\mathcal{H}_1 = L^2(R^l)$. $\pi_\lambda$ is defined by

$$\pi_\lambda(\exp \lambda Y_j)f(t_1, t_2, ..., t_k, ..., t_l) = f(t_1, t_2, ..., t_k + t, ..., t_l) \quad \text{if } j = 2k - 1, k \leq l,$$

$$\pi_\lambda(\exp \lambda Y_j)f = e^{it\omega_j}f \quad \text{if } j = 2k, k \leq l,$$

$$\pi_\lambda(\exp \lambda Y_j)f = e^{it\omega_j}f, \quad \text{where } c(\lambda) \text{ is a constant, if } j = 2l + 1,$$

$$\pi_\lambda(\exp \lambda Y_j)f = f \quad \text{if } j > 2l + 1.$$

In case (i) we shall take $c(\lambda) = 0$ for all $\lambda$. We leave the determination of $c(\lambda)$ in case (ii) for later.

Differentiation of the above gives the corresponding representation $d\pi_\lambda$ on $\mathcal{M}$ defined on the dense space of smooth functions $S$.

$$d\pi_\lambda(Y_j)f = \begin{cases} \frac{\partial f}{\partial t_j} & j = 2k - 1, \quad k \leq l \\ ic(\omega_j)k & j = 2k, \quad k \leq l \\ c(\lambda) & j = 2l + 1 \\ 0 & j > 2l + 1. \end{cases}$$

(4.2)
If \( j = 2k - 1 \) then
\[
d\pi_\lambda([Y_j, Y_{j+1}]) = -d\pi_\lambda([Y_{j+1}, Y_j]) = i\lambda \hat{\xi}_k.
\]
d\( \pi_\lambda \) vanishes on all other commutators. From this one obtains
\[
d\pi_\lambda([Y_j, Y_k]) = i\lambda \hat{\xi}_k.
\]
(4.3)

From (4.2) and (4.3) we obtain
\[
d\pi_\lambda(\mathcal{L}) = -(\psi(\lambda))^2 + \sum_{k=1}^l \left( \frac{\partial^2}{\partial \xi_k^2} - \lambda^2 \xi_k \xi_k \right) + \frac{i\lambda}{2} \sum_{j,k} (a_{jk} + ib_{jk}) \hat{\xi}_j \hat{\xi}_k.
\]

We make the change of variables
\[
\eta_k = \sqrt{\frac{\lambda}{\xi_k}} \hat{xi}_k t_k.
\]
Noting also that \( \bar{c} \in R^1 \), so that \( \text{tr}(aq) = 0 \), we obtain
\[
d\pi_\lambda(\mathcal{L}) = \sum_{k=1}^l \lambda^l \hat{\xi}_k \left( \frac{\partial^2}{\partial \eta_k^2} - \eta_k \right) + \frac{i\lambda}{2} \sum_{j,k} \hat{\xi}_j \hat{\xi}_k - (\psi(\lambda))^2.
\]
(4.4)

Fortunately, the eigenfunctions for the harmonic oscillator \( \frac{\partial^2}{\partial \eta_k^2} - \eta_k^2 \) are well known. The Hermite functions
\[
H_N(\eta_k) = e^{\frac{\eta_k^2}{2}} \frac{d^N}{d\eta_k^N}(e^{-\eta_k^2})
\]
satisfy
\[
\left( \frac{\partial^2}{\partial \eta_k^2} - \eta_k^2 \right) H_N = -(2N + 1) H_N, \quad N = 0, 1, 2, \ldots.
\]

Furthermore, the collection of products
\[
H_N(\eta_1, \eta_2, \ldots, \eta_l) = H_N(\eta_1) H_N(\eta_2) \ldots H_N(\eta_l)
\]
forms an orthogonal basis of \( L^2(\mathbb{R}^l) \), so that the eigenvalues of
\[
\sum_{k \leq l}^\lambda \hat{\xi}_k \left( \frac{\partial^2}{\partial \eta_k^2} - \eta_k^2 \right) \quad \text{are} \quad -\lambda \sum_{k \leq l}^\lambda \hat{\xi}_k (2N_k + 1), \quad N_k = 0, 1, 2, \ldots.
\]

In particular, take \( N_i = 0 \), all \( i \), and put \( H = H_0 \), then
\[
\sum_{k \leq l}^\lambda \hat{\xi}_k \left( \frac{\partial^2}{\partial \eta_k^2} - \eta_k^2 \right) H = -\lambda \sum_{k \leq l}^\lambda \hat{\xi}_k H = -\frac{\lambda}{2} \|c\|_1^2.
\]

Hence from (4.4) we have
\[ -\frac{1}{2} \| e \|_2^2 - \frac{1}{2} \text{tr}(bg) - (c(\lambda))^2 \]
as the eigenvalue of \( d\pi_\lambda(C) \) on \( H \).

Now define
\[ c(\lambda) = \left( -\frac{1}{2} \text{tr}(bg) - \| e \|_2^2 \right)^{1/2}. \]

The previous discussion insured that the quantity inside the parentheses is non-negative. We have therefore proved the following.

(4.5) **Lemma.** The Hermite function \( H = H_0, \ldots, 0 \) satisfies \( d\pi_\lambda(C)H = 0 \) for all \( \lambda > 0 \).

Next we show

(4.6) **Lemma.** Let \( \varphi(x) = \int Y(x) H \lambda^{-4} d\lambda, x \in N, \) where \( \langle, \rangle \) is the usual inner product on \( \mathcal{H} = L^2(\mathbb{R}) \). Then \( L\varphi = 0 \).

**Proof.** Note first that if \( Y \in \mathfrak{H}, \) and \( x \in N \) then
\[ Y(\pi_\lambda(x) H) = \frac{d}{dt} \pi_\lambda(x \exp tY) H |_{t=0} = \pi_\lambda(x) d\pi_\lambda(Y) H. \]

By (4.2) and (4.3) it follows that for any \( X_1, X_2, \ldots, X_k \in \mathfrak{H}, \) and for fixed \( x \in N, \) the function \( (X_1, X_2, \ldots, X_k, \pi_\lambda(x) H)H \) is absolutely integrable on \( \mathbb{R} \). Therefore,
\[ (X_1, X_2, \ldots, X_k) \langle \pi_\lambda(x) H, H \rangle = \langle \pi_\lambda(x) d\pi_\lambda(X_1, X_2, \ldots, X_k) H, H \rangle. \]

In particular,
\[ L\langle \pi_\lambda(x) H, H \rangle = \langle \pi_\lambda(x) d\pi_\lambda(C) H, H \rangle = 0. \]

It will follow that \( L\varphi = 0 \) if differentiation under the integral sign can be justified. However, by (4.7) and (4.2), since \( L \) is an operator of order 2, \( L\langle \pi_\lambda(x) H, H \rangle \) grows at most as \( \lambda^2 \) for \( x \) fixed. Hence \( L\langle \pi_\lambda(x) H, H \rangle \lambda^{-4} \) is absolutely integrable on \([1, \infty)\). Therefore,
\[ L \int_1^\infty \langle \pi_\lambda(x) H, H \rangle \lambda^{-4} d\lambda = \int_1^\infty L\langle \pi_\lambda(x) H, H \rangle \lambda^{-4} d\lambda = 0. \]

To complete the proof of Theorem 2 (in the case \( \mathfrak{H} = \mathfrak{H}_2 \)), it suffices to show that \( \varphi \in C^\infty(N) \). We shall prove this by showing that the restriction of \( \varphi \) to \( \exp(\mathfrak{B}[Y_\delta, Y_\delta]) \) is not smooth for some \( j, k \). In fact, choose \( j, k \) so that \( \varphi_{jk} = 0 \), and note that by (4.3), \( \pi_\lambda(\exp t[\lambda] Y_\delta) = e^{it\delta} \). Put \( c = \varphi_{jk} \) for convenience and \( \varphi(t) = \varphi(\exp t[Y_\delta, Y_\delta]) \), it suffices to show
\[ \varphi(t) = \int_1^\infty e^{it\lambda} \lambda^{-4} d\lambda \in C^\infty(\mathbb{R}). \]
To see this, note that since \( \varphi \) is obviously twice differentiable, we are reduced to showing
\[
\int_{\lambda_1}^{\lambda_2} e^{it\lambda^2} d\lambda \in C^\infty(\mathbb{R}).
\]
This may be proved by writing
\[
\int_{\lambda_1}^{\lambda_2} e^{it\lambda^2} d\lambda = \int_{\lambda_1}^{\lambda_2} \cos t\lambda^2 d\lambda + i \int_{\lambda_1}^{\lambda_2} \sin t\lambda^2 d\lambda = I_1(t) + I_2(t)
\]
and showing that the derivative of \( I_2(t) \) is unbounded as \( t \to 0 \). Details are left to the reader.

This finishes the proof when \( \mathcal{M} = \mathbb{R}_3 \). In the general case we adopt the notation (and implicitly the point of view) we shall also use later.

Let \( \mathfrak{h} = \sum_{i=1}^{n} \mathbb{R} \mathcal{V}_i \) be a graded Lie algebra with \( \mathcal{V}_1, \mathcal{V}_2, ..., \mathcal{V}_n \) spanning \( \mathcal{V}_1 \), and let \( h: \mathfrak{h} \to \mathfrak{h} = \mathcal{V}_1 + \mathcal{V}_2 = (\mathfrak{h} / \sum_{i=2}^{n} \mathcal{V}_i) / (\sum_{i=1}^{n} \mathfrak{a}_i = (\mathcal{Y}_1, \mathcal{Y}_2)). \) Observe that \( h(\mathcal{V}_i) = \mathcal{V}_i \), \( i = 1, 2 \), and that \( h \) is an isomorphism from \( \mathcal{V}_1 \) to \( \mathcal{V}_1 \) and a surjection of \( \mathcal{V}_2 \) onto \( \mathcal{V}_1 \) with kernel \( \sum_{i=1}^{n} \mathfrak{a}_i = (\mathcal{Y}_1, \mathcal{Y}_2). \)

Let \( \mathcal{N} \) and \( \mathcal{N}_0 \) denote the simply connected Lie groups corresponding to \( \mathcal{M} \) and \( \mathcal{M}_0 \) respectively, and \( \mathcal{N}_0 \) that of the Lie subalgebra of \( \mathfrak{h} \) spanned by \( \sum_{i=2}^{n} \mathcal{V}_i \) and \( \sum_{i=1}^{n} \mathfrak{a}_i = (\mathcal{Y}_1, \mathcal{Y}_2). \) Then \( \mathcal{N}_0 \) is a normal subgroup of \( \mathcal{N} \), and \( \mathcal{N} / \mathcal{N}_0 = \mathcal{N} \). Denote also by \( h \) the canonical homomorphism \( h: \mathcal{N} / \mathcal{N}_0 \to \mathcal{N} \), \( Y_j = h(\mathcal{Y}_j) \), \( j = 1, ..., n \), is a basis for \( \mathcal{V}_1 \).

We need to show that the operator \( \mathcal{L} = \sum \mathcal{Y}_1^2 + \sum c_{ij} [\mathcal{Y}_i, \mathcal{Y}_j] \) is not hypoelliptic under hypotheses (3.1) and (3.2). Now we have already seen that the corresponding operator defined on the group \( \mathcal{N} \) is not hypoelliptic; in fact we showed the existence of \( \alpha \) in \( C^\infty \) but \( \mathcal{L}(\alpha) = 0 \). Let now \( \phi(\bar{z}) = \varphi(h(\bar{z})) \), \( \bar{z} \in \mathcal{N} \). Then since \( \mathcal{Y}_j(\phi)(\bar{z}) = (Y_j \varphi)(h(\bar{z})) \), \( j = 1, ..., n \), it follows that \( \mathcal{L}(\phi) = 0 \); but \( \phi \) is not in \( C^\infty(\mathcal{N}) \) and so the theorem is completely proved.

§ 5. Dilations and homogeneity on groups

A family of dilations on a nilpotent Lie algebra \( \mathcal{M} \) is a one-parameter group \( \{ \delta_t \}_{t \in \mathbb{R}} \) of automorphisms of \( \mathcal{M} \) determined by \( \delta_t(Y) = t^n Y \), where \( \{ Y_j \}_{1 \leq j \leq n} \) is a linear basis for \( \mathcal{M} \) and \( \{ a_{ij} \}_{1 \leq i, j \leq n} \) is a set of positive real numbers. By the exponential map \( \delta_t \) lifts to a one-parameter group of automorphisms of \( \mathcal{N} \), the simply connected nilpotent Lie group corresponding to \( \mathcal{M} \); these automorphisms will again be denoted by \( \delta_t \). \( \mathcal{N} \), equipped with these dilations, is then called a homogeneous group.

Any graded nilpotent Lie algebra \( \mathcal{M} \) has a natural family of dilations \( \{ \delta_t \} \). Indeed, if \( \mathcal{M} = \sum_{i=1}^{n} \mathcal{V}_i \), it is not hard to see that the mappings \( \delta_t \) defined on each \( \mathcal{V}_i \) by \( \delta_t(Y) = t^n Y \),
$Y \in V', t>0$, extend by linearity to automorphisms of $\mathcal{R}$. In this paper we shall entirely restrict our attention to these dilations on graded Lie algebras.

In this section we review some facts about operators on homogeneous groups, and refer the reader to Knapp-Stein [12], Koranyi-Vagi [16], Folland-Stein [8], and especially Folland [8], for details.

A homogeneous norm function on a homogeneous group $N$ is a mapping $x \mapsto \|x\|$, $x \in N$ satisfying

\[
\begin{align*}
\text{(i) } \|x\| &\geq 0 \text{ and } \|x\| = 0 \text{ if and only if } x = 0, \\
\text{(ii) } x \mapsto \|x\| &\text{ is continuous on } N \text{ and smooth on } N - \{0\}, \\
\text{(iii) } \|\delta_t(x)\| = t\|x\|.
\end{align*}
\]

Since we shall consider here the case where $\mathcal{R} = \sum_{i=1}^{r} V_i$ is graded, we may exhibit a particular norm function as follows. Any $x \in N$ has a unique representation

\[x = \exp(Y^1 + Y^2 + \ldots + Y^r), \quad Y^i \in V^i.\]

Then we may define $\|\|$ by

\[
\|x\| = \left(\sum_{i=1}^{r} \|Y^i\|^{2m_i}\right)^{1/(2m)}
\]

where $\|\|$ indicates the Euclidean norm on $V^i$.

We shall occasionally need the vector space sum of points of $N$: if $x, y \in N$ we write $x + y$ for $\exp(\log x + \log y)$. Then we have the “triangle inequalities”

\[
\|x + y\| \leq \gamma(\|x\| + \|y\|), \text{ and } \|xy\| \leq \gamma(\|x\| + \|y\|)
\]

for some constant $\gamma \geq 1$. Writing $\|\|$ for the Euclidean norm on $N$ there exist positive constants $C_1$ and $C_2$ such that for all $\|x\| \leq 1$,

\[
C_1\|x\| \leq \|x\| \leq C_2\|x\|^{1/r}.
\]

The homogeneous dimension of $N$ is defined by

\[
Q = \sum_{i=1}^{r} j(\dim V^i).
\]

It significance is that if $dx$ is Lebesgue measure on $N$, then $dx/\|x\|^Q$ is invariant under the dilations $\delta_t, t>0$. 

A measurable function $f$ on $N$ will be called homogeneous of degree $\lambda$ if $f \circ \delta_t = t^\lambda f$, all $t > 0$. Any function $K$ which is homogeneous of degree $-Q + \alpha$, $0 < \alpha$ and smooth away from the origin is locally integrable and thus defines a distribution $T$. $T$ will be called a homogeneous distribution of type $\alpha$. Similarly, suppose $K$ is a homogeneous function of degree $-Q$ which is smooth away from the origin and satisfies the mean value property \( \int_{|x| < 1/2} K(x) \, dx = 0 \), all $a$, $b$, $0 < a < b$. If $c \in \mathbb{C}$, then the pair $(K, c)$ defines a distribution $T$ given by

\[
T(f) = \lim_{t \to 0} \int_{|x| < 1/2} \frac{K(x)}{t^\alpha} \, dx + cf(0),
\]

$f \in C^\infty_0(N)$. $T$ will be called a homogeneous distribution of type 0. With a slight abuse of notation we shall also denote a homogeneous distribution of type 0 by $K$.

A differential operator $D$ on $N$ is called homogeneous of degree $\lambda$ if $D(f \circ \delta_t) = t^\lambda (Df) \circ \delta_t$, all $t > 0$. If $f$ is a homogeneous function of degree $\alpha$ and $D$ is homogeneous of degree $\lambda$, then $Df$ is a homogeneous function of degree $\alpha - \lambda$. If $\tau$ is a homogeneous distribution of type $\alpha > \lambda$, then $D\tau$ is of type $\alpha - \lambda$.

Recall that if $f$ and $g$ are functions on $N$ their convolution $f \ast g$ is defined by

\[
f \ast g(y) = \int_N f(x) g(x^{-1}y) \, dx = \int f(yx^{-1}) g(x) \, dx.
\]

If $f \in C^\infty_0$ and $\tau$ is a distribution we may define $f \ast \tau$ and $\tau \ast f$ as $C^\infty$ functions by $(f \ast \tau)(x) = \tau(f^\circ x)$, where $f^\circ y = f(xy^{-1})$ and $(\tau \ast f)(x) = \tau(f_\circ x)$, where $f_\circ y = f(y^{-1}x)$.

If $\tau$ is actually a function these definitions agree with the usual notion of convolution given by (5.7). If $D$ is a left-invariant differential operator the reduction to the case $D = Y \in \mathfrak{g}$ shows

\[
D(f \ast \tau) = f \ast D\tau, \quad \text{and} \quad D(\tau \ast f) = \tau \ast (Df).
\]

We shall need to discuss next the existence of fundamental solutions for a certain class of left-invariant differential operators on a graded Lie group. For some of the applications below we shall have to deal with systems of such differential operators. For this purpose we shall assume that our functions take their values in a finite-dimensional vector space $W$ over $\mathbb{C}$. The coefficients of the differential operator $L$ in question, as well as the fundamental solution $K$, will then take their values in the space of linear transformations of $W$ to itself. Thus the notions of homogeneity defined above for scalar functions and operators may be extended to this case by requiring the appropriate homogeneity of each component or matrix entry.

Now let $D = (D_\mu)$ be a homogeneous differential operator of degree $\lambda$ and $K = (K_\mu)$
a homogeneous distribution of type $\alpha$. We denote by $DK$ the matrix of scalar distributions $(DK)_{\mu\nu} = \sum D_{\mu}K_{\nu\mu}$. Each $(DK)_{\mu\nu}$ is a scalar distribution of type $\alpha - \lambda$, by the above remarks.

(5.9) **Lemma.** Let $D, K$ be as above. Suppose that $D$ is left-invariant. Let $T$ be the operator given on smooth compactly supported functions $f$ by $T(f) = f \ast K$. Then

$$D(T(f)) = D(f \ast K) = f \ast (DK).$$

**Proof.** The content of (5.10) is that convolution by the matrix product $DK$ corresponds to the composition of the operators $D$ and $T$ when $D$ is left-invariant. This follows from the corresponding statement (5.8) in the scalar case. Since every component function of $DK$ is smooth away from 0 and homogeneous of degree $(-Q + \alpha) - \lambda$, the proof of the last statement reduces to showing that if $\alpha = \lambda$, the components have mean value 0. This is immediate from the scalar case. (See e.g. Folland [6], Proposition 1.8.) q.e.d.

Now if a fixed (positive definite) inner product, $(,)_{D}$, has been given in $W$, we may define $(f, g) = \int_{\mathbb{R}^{n}} f(x, g(x))d\mu$ whenever $f, g \in C_{c}^{\infty}(N, W)$. We write $L^{*}$ for the formal adjoint of $L$, i.e. $(L^{*}f, g) = (f, Lg)$ whenever $f, g$ are smooth and have compact support.

The following theorem concerning the existence of fundamental solutions for left-invariant differential operators will be crucial in our construction of parametrices.

**Proposition A.** Let $L$ be a left-invariant hypoelliptic differential operator on $N$ such that the formal adjoint $L^{*}$ is also hypoelliptic. If $L$ is homogeneous of degree $\alpha$, $0 < \alpha < Q$, then there is a unique homogeneous distribution $k$ of type $\alpha$ such that for all $f \in C_{c}^{\infty}(N)$,

$$L(f \ast k) = (Lf) \ast k = f.$$  

(5.11)

We shall now state several results which are known in the scalar case; the extension to the vector-valued case is immediate.

A fundamental result on convolution by homogeneous distributions is the following.

**Proposition B.** Let $\tau$ be a homogeneous distribution of type $\alpha$, $0 < \alpha < Q$. If $\alpha = 0$ then convolution by $\tau$ extends from $C_{c}^{\infty}(N)$ to a bounded mapping on $L^{p}(N)$, $1 < p < \infty$. If $\alpha > 0$ convolution by $\tau$ extends to a bounded map from $L^{p}$ to $L^{q}$, where $1/q = (1/p) - (\alpha/Q)$ provided $1 < p < Q/\alpha$.

In defining the convolution of matrix-valued functions $K$ and $L$ we must take into account the fact that in general $L(x)K(x) \neq K(x)L(x)$. We put

---

(1) See Folland [6], Corollary 2.8. A similar result was also obtained both by R. Strichartz and the second author (unpublished). The result in Folland [6] is stated in the scalar case (dim $W = 1$); the same argument holds as well in the general case.
Proposition C. Let $K_{e\alpha}, K_{e\beta}$ be homogeneous distributions of type $\alpha, \beta > 0$, respectively with $Q > \alpha + \beta > 0$. Then $K_{e\alpha} \ast K_{e\beta}$ exists, and is a homogeneous distribution of type $\alpha + \beta$. Furthermore, the associative law

$$(f \ast K_{e\alpha}) \ast K_{e\beta} = f \ast (K_{e\alpha} \ast K_{e\beta})$$

holds for all $f \in L^p$, if $p < Q/((\alpha + \beta)$.

§ 6. Smoothly varying families of fundamental solutions

Let $\mathfrak{R} = \sum_{j=1}^{n} V_j$ be a graded Lie algebra and let

$$L = \sum_{j=1}^{n} Y_j^2 + \frac{1}{2} \sum_{j,k} c_{jk}[Y_j, Y_k]$$

where $Y_j$ is a basis of $V_j$, $V_j$ is assumed to generate $\mathfrak{R}$, and $(c_{jk}) = \epsilon - a + ib$, where $a$ and $b$ are real skew-symmetric matrices.

By Theorem 1' we know that whenever $c_{jk}$ lies in a certain (open) subset of the $n(n - 1)$-dimensional parameter space $L$ is hypoelliptic. Proposition A in § 5 then tells us that $L$ has associated to it a unique fundamental solution, which is a distribution of type 2. We shall be concerned with proving that this fundamental solution varies smoothly with the $(c_{jk})$.

The considerations of the $\bar{\partial}$ problem in § 19 below will require that we prove our results for systems. As we already did in § 5 we shall assume that our functions take values in a finite-dimensional vector space $W$. The operator $L$ in (6.1) is then replaced by $(\sum_{j=1}^{n} Y_j^2 + \frac{1}{2} \sum_{j,k} c_{jk}[Y_j, Y_k]$ where each $c_{jk}$ is a linear transformation of $W$ to itself. However now the necessary and sufficient conditions on the $c_{jk}$ that $L$ is hypoelliptic are no longer as simple as those given in Theorems 1' and 2. We shall assume nevertheless that for some fixed $(c_{jk})$ the two a-priori inequalities hold:

$$\sum_{j=1}^{n} \| Y_j f \|^2 \leq C(\| L f \|, f \in C^0(N))$$

and

$$\sum_{j=1}^{n} \| Y_j f \|^2 \leq C(\| L f \|, f \in C^0(N))$$

We now define $L_\gamma$ by

$$L_\gamma = L + \sum_{j,k} c_{jk}[Y_j, Y_k].$$
Then for \( \gamma \) ranging in some open subset \( \Omega \) of the parameter space (of real dimension \( n(n-1) \times (\dim W)^2 \)), and in particular for \( \gamma \) sufficiently small, the operators \( \mathcal{L}_\gamma \) and \( \mathcal{L}'_\gamma \) satisfy
\[
\sum_{l=1}^n \| Y_l f \|_2^2 \leq C_\gamma \| (\mathcal{L}_\gamma f, f) \|_2^2 \quad \text{and} \quad \sum_{l=1}^n \| Y_l f \|_2^2 \leq C_{\gamma} \| (\mathcal{L}'_\gamma f, f) \|_2^2,
\]
for \( f \in C_0^\infty (\mathbb{N}) \). Thus by the reasoning already quoted in \( \S \) 2, both \( \mathcal{L}_\gamma \) and \( \mathcal{L}'_\gamma \) are hypoelliptic. Now by Proposition A in \( \S \) 5 it follows that for each \( \gamma \in \Omega \), there exists a unique homogeneous distribution \( k_\gamma \) of type 2 on \( \mathbb{N} \), so that \( \mathcal{L}_\gamma (k_\gamma) = \delta \), and such that \( \mathcal{L}_\gamma (f \ast k_\gamma) = (\mathcal{L}_\gamma f) \ast k_\gamma = f \) for all \( f \in C_0^\infty (\mathbb{N}) \).

Our result on the smooth dependence of \( k_\gamma \) on \( \gamma \) may be stated as follows.

**Theorem 3.** The function \( (\gamma, x) \mapsto k_\gamma (x) \) is (jointly) \( C^\infty \) on the set \( \Omega \times (\mathbb{N} - \{0\}) \).

Since each function \( k_\gamma (x) \), \( \gamma \in \Omega \), is homogeneous in \( x \) of the same degree, it suffices to prove smoothness on the set \( \Omega \times \{ x \in \mathbb{N} : 1 \leq |x| \leq 2 \} \), where \( \| \cdot \| \) is a homogeneous norm function. For this purpose we define \( C^\infty \) to be the space consisting of all complex valued functions which are smooth on \( \{ x \in \mathbb{N} : 1 \leq |x| \leq 2 \} \) and which, together with all their derivatives, are continuous on the closure \( \{ x \in \mathbb{N} : 1 \leq |x| \leq 2 \} \). On \( C^\infty \) we define a countable collection of seminorms \( \{ \| \cdot \|_a \} \), \( a = (a_1, \ldots, a_n) \) a multi-index of non-negative integers by

\[
\| f \|_a = \sup_{1 \leq |c| \leq n} \left| \frac{\partial^a}{\partial x^a} f(x) \right|.
\]

The space \( C^\infty \) is complete with respect to these seminorms.

We shall say that a mapping \( f : \Omega \rightarrow C^\infty \) is *bounded* if the positive functions \( \gamma \mapsto \| f(\gamma) \|_a \) are bounded for each seminorm. Our proof will proceed in two steps.

**Step 1.** The mapping \( \gamma \mapsto k_\gamma \) of \( \Omega \) to \( C^\infty \) is bounded on any compact subset of \( \Omega \).

**Step 2.** For each \( x \in \mathbb{N} - \{0\} \) the function \( \gamma \mapsto k_\gamma (x) \) is \( C^\infty \), and its partial derivatives with respect to \( \gamma \) are bounded on compact subsets of \( \Omega \times \{ x : 1 \leq |x| \leq 2 \} \).

Now Theorem 3 is proved from steps 1 and 2 by the following lemma.

*(6.2) Lemma.* Suppose a complex valued function \( (\gamma, x) \mapsto F(\gamma, x) \) is defined on an open subset \( U \subset \mathbb{R}^n \times \mathbb{R}^n \) and satisfies the following properties:

(i) \( F \) is \( C^\infty \) in both variables \( x \) and \( \gamma \), separately.

(ii) All partial derivatives of \( F \) with respect to either \( x \) or \( \gamma \) are bounded on compact subsets of \( U \).

Then \( F \) is jointly \( C^\infty \) on \( U \).

This result is certainly not new, but, lacking an explicit reference, we give a proof. Since the conclusion is local we may assume (after multiplying by suitable \( C^\infty \) functions of compact support) that \( F \) also has compact support. Let \( \hat{F}(\gamma', x') \) be the Fourier transform of \( F \). By our assumptions both \( |\gamma'|^k \hat{F}(\gamma', x') \) and \( |x'|^k \hat{F}(\gamma', x') \) belong to \( L^2 \) for any
Therefore \((|x'|^2 + |y'|^2)^{1/2} F'(y', x')\) is in \(L^2\) for all \(k > 0\), so \(F \in C^\infty\) by the Fourier inversion formula.

We shall need some preliminaries before proceeding to the proof of steps 1 and 2.

For any \(\gamma \in \Omega\) write \(T_{\gamma}\) for the mapping corresponding to the kernel \(k_\gamma\).

(6.3) **Lemma.** For any \(\gamma_1, \gamma_2 \in \Omega\),

\[
T_{\gamma_1} - T_{\gamma_2} = T'_{\gamma_2}(\mathcal{L}_{\gamma_1} - \mathcal{L}_{\gamma_2}) T_{\gamma_1}.
\]

**Proof.** Recall that this equality is with reference to smooth functions \(f\) of compact support. Evaluating the right hand gives

\[
T_{\gamma_2}(\mathcal{L}_{\gamma_1}(T_{\gamma_2} f)) - T_{\gamma_2}(\mathcal{L}_{\gamma_2}(T_{\gamma_2} f)) = T_{\gamma_2} f - T_{\gamma_2} f
\]

by identity (5.11) which proves the lemma.

It will be important in what follows to note that since \(\mathcal{L}_{\gamma_1} - \mathcal{L}_{\gamma_2}\) is left-invariant, by

(6.4)

\[
(\mathcal{L}_{\gamma_1} - \mathcal{L}_{\gamma_2})(T_{\gamma_2} f) = (\mathcal{L}_{\gamma_2} - \mathcal{L}_{\gamma_2})(T_{\gamma_2} f);
\]

here \((\mathcal{L}_{\gamma_1} - \mathcal{L}_{\gamma_2}) T_{\gamma_2}\) is the mapping given by convolution by the kernel \((\mathcal{L}_{\gamma_1} - \mathcal{L}_{\gamma_2}) k_{\gamma_2}\), which is of type 0.

(6.5) **Lemma.** Given \(\gamma_0 \in \Omega\), there exists \(\epsilon > 0\) such that if \(|\gamma - \gamma_0| < \epsilon\) the operator

\[
E_\gamma = (\mathcal{L}_{\gamma_0} - \mathcal{L}_{\gamma}) T_{\gamma_0}
\]

satisfies

(6.6)

\[
\|E_\gamma f\|_{L^p} \leq C \|f\|_{L^p}.
\]

**Proof.** \(T_{\gamma_0}(f) = f \ast k_{\gamma_0}\), \(k_{\gamma_0}\) a homogeneous distribution of type 2. Thus each of the operators \(Y, Y_x, T_{\gamma_0}\) and \([Y_y, Y_x] T_{\gamma_0}\) is given by convolution with a homogeneous distribution of type 0, and is therefore bounded on \(L^p\) by Proposition B of § 5. This proves (6.6) for \(\epsilon\) sufficiently small.

The following is a key point in the proof of step 1.

(6.7) **Lemma.** The estimates

(6.8)

\[
\|T_{\gamma} f\|_{L^q} \leq C_{\gamma} \|f\|_{L^p}
\]

hold with \(\frac{1}{q} = \frac{1}{p} - \frac{2}{Q}\), and \(C_{\gamma}\) bounded on any compact subset of \(\Omega\).

**Proof.** It suffices to show that given any \(\gamma_0 \in \Omega\) there is an \(\epsilon\) neighborhood of \(\gamma_0\) so that (6.8) holds for all \(|\gamma - \gamma_0| < \epsilon\). Let \(C_0\) be the norm of \(T_{\gamma_0}\) as a bounded operator from
Let $E^2$ (see Proposition $B$ of § 8). We shall prove (6.8) provided $C_\gamma \geq 2C_0$ and $\varepsilon$ is chosen to satisfy conditions of Lemma 6.5. Then putting $g = \sum_{i=0}^{\infty} 2^{-i} E^2(i)$, $E = (L_\gamma - L_\gamma) T_\gamma$, we have

$$\|g\|_{L^2} = \sum_{i=0}^{\infty} 2^{-i} \|f\|_{L^2} = 2 \|f\|_{L^2}.$$

However, since $T_\gamma(f) = T_\gamma(g)$, by Proposition $B$

$$\|T_\gamma(f)\|_{L^1} = \|T_\gamma(g)\|_{L^1} \leq C_0 \|g\|_{L^1} \leq 2C_0 \|f\|_{L^2},$$

and Lemma 6.7 is proved.

(6.9) Lemma. There exists $\varepsilon > 0$ with the following properties: Whenever $\zeta$ and $\zeta_1 \in C^0_\varepsilon$ and $\zeta_1 = 1$ on the support of $\zeta$ and $\gamma \in \Omega$

$$\|\zeta_1\|_{L^2} \leq C\|\zeta_1 - L_\gamma(f)\|_{L^2} + \|\zeta_1\|_{L^2}.$$

The constant $C$ depends on $\zeta, \zeta_1, k,$ and $\gamma$, but when the first three are fixed, $C$ remains bounded as $\gamma$ ranges over compact subsets of $\Omega$.

Proof. (6.10), without estimates for the constant $C$, is proved e.g. in Kohn [15] as a consequence of the estimate

$$\sum_{i=1}^{n} \|X_i \|_{L^2} \leq C_\gamma (\|L_\gamma(f)\|_{L^1} + \|f\|_{L^1}) \in C^0_\varepsilon.$$

Moreover, (6.11) is proved in Theorem 1' in the scalar case, and is what we have assumed in the general case. It is clear that $C_\gamma$ remains bounded on compact subsets of $\Omega$. Now (6.10) with the additional statement about the dependence of $C$ on $\gamma$ is a consequence merely of keeping track of the constants in Kohn's argument. We omit the details.

We may now prove step 1. Suppose that $g$ is any complex valued function satisfying

(i) $\text{supp } g \subset \{ x : 1 \leq |x| \leq 2 \}$, and

(ii) $\int |g(x)|^2 dx \leq 1$.

Now let $f = T_\gamma(g) = g \ast k_\gamma$. Since $L_\gamma T_\gamma(g) = g$, in the sense of distributions, $L_\gamma(f) = 0$ for $|x| < 1$. Also $f = \int g(y) K_\gamma(y - x) dy$ is $C^\infty$ for $|x| < 1$. Now apply the inequality (6.10) with $\zeta, \zeta_1$ satisfying

$$\zeta_1 = 1 \quad \text{for } |x| \leq \frac{1}{2} \quad \text{and} \quad \zeta_1 = 0 \quad \text{for } |x| > 1,$$

$$\zeta = 1 \quad \text{for } |x| \leq \frac{1}{2} \quad \text{and} \quad \zeta = 0 \quad \text{for } |x| > \frac{1}{2}.$$

Then

(6.12) $\|\zeta_1 f\|_{L^1} \leq C \|f\|_{L^1} = C \|k_\gamma(g)\|_{L^1} \leq C_\gamma \|g\|_{L^1} \leq C_\gamma \|g\|_{L^2}$. 

where $C_\gamma$ remains bounded as $\gamma$ ranges over compact subsets of $\Omega$. The next to last inequality follows from (6.8) and the last from H"older's inequality since $p<2$ and $g$ is supported in a compact set. In our case inequality (6.10) becomes

$$\| f \|_{L^2_{\nu,2}} \leq C_{\xi,\nu,\gamma} \| g \|_{L^2}, \text{ any } k.$$  

An application of Sobolev's Lemma then gives

$$\left( \left( \frac{\partial}{\partial x^\beta} f(0) \right) \right) \leq C_{\nu,\gamma} \| g \|_{L^2}, \text{ any multi-index } \beta.$$  

In particular if $D$ is any left-invariant differential operator on $N$ i.e. a polynomial in the $Y_i$'s, then

$$| (Df)(0) | \leq C_{D,\gamma} \| g \|_{L^2}.$$  

However, $f=g \ast k_\gamma$ so that

$$Df(0) = (g \ast Dk_\gamma)(0) = \int g(y) D(k_\gamma(y^{-1})) dy.$$  

Since $g$ is arbitrary among $L^2$ functions of norm $\leq 1$ supported in $\{ x; 1 \leq |x| \leq 2 \}$, the converse of Schwarz's inequality can be applied to (6.14) and (6.15). The result is

$$\left( \int_{|y| \leq 2} |Dk_\gamma(y^{-1})|^2 dy \right)^{1/2} \leq C_{D,\gamma}.$$  

By homogeneity of the kernel $k_\gamma(y^{-1})$ if $0<\delta<1$, there exists $C_{D,\gamma}$ such that

$$\left( \int_{|y| \leq 2 \delta} |Dk_\gamma(y^{-1})|^2 dy \right)^{1/2} \leq C_{D,\gamma}.$$  

Finally another application of Sobolev's Lemma gives

$$\sup_{1 \leq |x| \leq 2} \left( \frac{\partial}{\partial x^\beta} k_\gamma(x) \right) \leq C_{\beta,\gamma}$$  

with $C_{\beta,\gamma}$ bounded as $\gamma$ ranges over compact subsets of $\Omega$. step 1 is therefore completely proved.

We shall now prove step 2 i.e. that for $x$ fixed the map $\gamma \rightarrow k_\gamma(x)$ is $C^\infty$ with partial derivatives bounded on compact subsets of $\Omega$. We have the identities

$$T_\gamma(I-E) = T_{\gamma x} \quad \text{with } E = (\mathcal{L}_x - \mathcal{L}_\gamma) T_{\gamma x},$$  

(as operators on smooth functions of compact support), which follow from Lemmas (6.3) and (6.4). With the observation $(I-E)(\sum_{k=0}^\infty E^k) = I - E^{\delta+1}$ we obtain
(6.16) \[ T_\gamma = T_\gamma \left( \sum_{k=0}^{l} E_k \right) + T_\gamma E^{l+1}. \]

We shall interpret (6.16) as a Taylor expansion in \( \gamma \) with remainder. First write

(6.17) \[ E = (\mathcal{L}_\gamma - \mathcal{L}_\gamma) T_\gamma \sum_j (\gamma^j - \gamma_0^j) E_{j, \gamma_0}, \]

where \( \gamma^j \) are the coordinates of \( \gamma \), and each \( E_{j, \gamma_0} \) is an operator of the form \( E_{l, \gamma_0}(f) = f \ast k_{l, \gamma_0} \) with \( k_{l, \gamma_0} \) of the form \( Y_2[k_\gamma] \) or \( Y_3, Y_4[k_\gamma] \). (See (5.10).) Hence each \( k_{l, \gamma_0} \) is a homogeneous distribution of type 0. Also, in view of step 1, each \( k_{l, \gamma_0} \) ranges over a bounded subset of \( C_\infty \) as \( \gamma_0 \) ranges over a compact subset of \( \Omega \).

For each \( j \), consider the operator \( T_\gamma E_{j, \gamma_0} \). By Proposition C of \( \S \, 5 \),

\[ T_\gamma E_{j, \gamma_0}(f) = f \ast (k_{l, \gamma_0} \ast k_{\gamma_0}). \]

Furthermore, by examining the proof of Proposition C (see e.g. [6], (1.13)) we may obtain the stronger result that if \( k_1, k_2 \) are kernels varying over a bounded subset of \( C_\infty \), then then \( k_1 \ast k_2 \) varies over a bounded subset of \( C_\infty \). Thus the kernels \( (\gamma^j - \gamma_0^j) k_{l, \gamma_0} \ast k_{\gamma_0} \) vary over a bounded subset of \( C_\infty \) if \( \gamma_0, \gamma \) are bounded. Now substituting (6.17) into (6.16) we obtain for any \( f \) smooth and compactly supported,

(6.18) \[ T_\gamma(f) = f \ast \left( \sum_{i \leq l} \frac{(\gamma - \gamma_0)^i}{i!} k^i_{\gamma_0} + R_i(\gamma, \gamma_0) |\gamma - \gamma_0|^{l+1} \right), \]

where the \( k^i_{\gamma_0} \) and \( R_i(\gamma, \gamma_0) \) are homogeneous distributions of type 2 which vary over a bounded subset of \( C_\infty \) as \( \gamma \) and \( \gamma_0 \) vary in a compact subset of \( \Omega \). However, by definition, \( T_\gamma(f) = f \ast k_\gamma \). Hence

(6.19) \[ k_\gamma(x) = \sum_{i \leq l} \frac{(\gamma - \gamma_0)^i}{i!} k^i_{\gamma_0}(x) + R_i(\gamma, \gamma_0)(x) |\gamma - \gamma_0|^{l+1} \]

for all \( x \in \Omega - \{0\} \). For \( x \) fixed, \( 1 \leq |x| \leq 2 \), (6.19) provides a Taylor expansion with remainder for the function \( \gamma \rightarrow k_\gamma(x) \); for each \( l \) the coefficients \( k^i_{\gamma_0}(x) \) and remainder \( R_i(\gamma, \gamma_0)(x) \) are bounded as \( \gamma_0 \) and \( \gamma \) range over a compact subset of \( \Omega \). Thus we may apply the converse of Taylor’s theorem with remainder. (See e.g. [1], where a slightly weaker form is given i.e. assuming the coefficients are continuous instead of bounded. An easy modification of their argument proves a similar result in the bounded case.) Thus we conclude that \( \gamma \rightarrow k_\gamma(x) \) is \( C_\infty \) on \( \Omega \), and for each \( x \),

\[ \left( \frac{\partial}{\partial \gamma} \right)^i k_\gamma(x) = k^i_{\gamma_0}(x). \]

Since \( k^i_{\gamma_0} \) is bounded for \( \gamma \) in a compact subset of \( \Omega \), so is \( (\partial/\partial \gamma)^i k_\gamma(x) \), proving the second claim of step 2. This completes the proof of step 2 and therefore of Theorem 3.
Part II. Extension of the manifold and approximation by a free group

§ 7. Lifting of vector fields to free groups

Let $M$ be a real $C^\infty$ manifold of dimension $m$, and let $X_1, X_2, \ldots, X_n$ be real, smooth vector fields on $M$ such that finitely many commutators of the $X_i$'s span the tangent space at every point. We would like to associate to every point $\xi \in M$ a nilpotent Lie group $N_\xi$ and a local diffeomorphism $Q_\xi$ identifying a neighborhood of $\xi$ in $M$ with one of the identity in $N_\xi$. In this local coordinate system the $X_1, X_2, \ldots, X_n$ should be closely approximated, in some sense, by left invariant vector fields $Y_1, \ldots, Y_n$ generating the Lie algebra. This is, roughly speaking, the approach used by Pollard and Stein [8] to construct a parametrix for the Laplacian $\Box_b$ of the tangential Cauchy-Riemann operator. For this case the vector fields involved satisfy particularly simple commutation relations, and it is therefore possible to assign the same group $N_\xi$, the Heisenberg group of appropriate dimension, at each point $\xi$.

In the general case there seems to be no natural group $N$ having $\dim N = \dim M$. Consider, however, Example (b) of the Introduction, where the $X_j$ are not linearly independent at each point. In that example it is necessary to add an extra variable and thus to lift the original vector fields to a higher dimensional space. The resulting manifold may then be identified with a nilpotent Lie group. With this example in mind, our approach in general will be to lift the $X_j$ to a higher dimensional manifold $\tilde{M}$ in such a way as to eliminate inessential relations among the commutators. We will then assign to every point $\tilde{\xi} \in \tilde{M}$ the free nilpotent group on $n$ generators of step $r$, where $r$ is sufficiently large. We now proceed to the details of this construction.

We shall refer to the elements in the linear span of

$$\{[X_{i_1}, [X_{i_2}, \ldots, [X_{i_{s-1}}, X_{i_s}]] \ldots] : 1 \leq i_j \leq n\}$$

as the commutators of length $s$, and to the span of $X_1, X_2, \ldots, X_n$ as the commutators of length 1 to avoid having to deal with this special case. If $X$ is any vector field and $\xi \in M$ we write $X|_{\xi}$ for the restriction of $X$ to the tangent space at $\xi$. Throughout this paper we shall assume that the commutators of length $\leq r$ span the tangent space at every $\xi \in M$.

We now make precise the notion that a set of vector fields $\{W_k\}_{k=1, 2, \ldots, n}$ and their commutators of lengths $\leq s$ satisfy as few linear relations as possible at a given point $\xi$. To do this, we compare the $W_k$ and their commutators with left-invariant vector fields on a free nilpotent Lie algebra. Let $n_s$ be the dimension of the free nilpotent Lie algebra $\mathfrak{g}_{r,s}$ of step $s$ on $n$ generators, and let $m_s$ be the dimension of the linear space spanned by
all commutators of the $W_k$ of lengths $\leq s$ restricted to $\xi$. It is not hard to see that $m_s \leq n_s$.

We shall say that $W_1, W_2, \ldots, W_n$ are free up to step $s$ at $\xi$ if $m_s = n_s$. In particular, the condition for $s = 1$ means simply that $W_1|_{\xi}, W_2|_{\xi}, \ldots, W_n|_{\xi}$ are linearly independent. Furthermore, note that if $W_1, W_2, \ldots, W_n$ are free up to step $s$ at $\xi$, then they are free up to step $s$ at $\eta$ for all $\eta$ in a neighborhood of $\xi$.

We shall now lift our original vector fields $\{X_k\}_{k=1}^{r-1, r, \ldots, n}$, locally, to a higher dimensional space in such a way that they become free up to step $r$. We shall also write $\tilde{m}$ for the dimension of the free nilpotent Lie algebra of step $r$ on $n$ generators.

**Theorem 4.** Let $X_1, X_2, \ldots, X_n$ be vector fields on a manifold $M$ of dimension $m$ such that the commutators of length $\leq r$ span the tangent space at $\xi \in M$. Then in terms of new variables, $t_{m+1}, t_{m+2}, \ldots, t_n$, there exist smooth functions $\lambda_{kl}(\eta, t)$ defined in a neighborhood $\tilde{U}$ of $\tilde{\xi} = (\xi, 0) \in M \times \mathbb{R}^{n-m} = \tilde{M}$ such that the vector fields $\{\tilde{X}_k\}$ given by

$$\tilde{X}_k = X_k + \sum_{l=m+1}^{n} \lambda_{kl}(\eta, t) \frac{\partial}{\partial t_l}$$

are free up to step $r$ at every point in $\tilde{U}$.

The proof of Theorem 4 will require a precise notion of approximating an arbitrary vector field on a graded nilpotent Lie group $N$ by a vector field which is left-invariant. If $\mathfrak{n} = \sum_{j=1}^{r} \text{V}^j$ is the Lie algebra of $N$, a choice of basis $\{Y_{jk}\}$ of $\text{V}^j$ for each $j$ gives rise to a coordinate system

$$(u_{jk}) \leftrightarrow \exp(\sum u_{jk} Y_{jk}).$$

For a multi-index $\alpha = (j_1 k_1, j_2 k_2, \ldots, j_r k_r)$, we write $u_{\alpha}$ for $u_{j_1 k_1, j_2 k_2, \ldots, j_r k_r}$ and $D^\alpha$ for $\sum_{j=1}^{r} (\partial/\partial u_{jk_1} \partial u_{jk_2} \ldots \partial u_{jk_r})$. In terms of the definition of degree of homogeneity given in §5, if $\alpha, \beta$ are multi-indices $u_{\beta} D^\beta$ is a homogeneous differential operator of degree $|\beta| - |\alpha|$. For a general differential operator on $N$ a notion of local degree (at 0) on $N$ is defined as follows. If $f_u(u)$ is smooth on $N$ we shall say that the differential operator $f_u(u) D^\alpha$ is of (local) degree $\leq \lambda$ if the Taylor expansion $f_u(u) D^\alpha \sim \sum \beta^\alpha u_\beta D^\alpha$ around $u = 0$ is a formal sum of homogeneous differential operators of degree $\leq \lambda$. More generally, a smooth differential operator $D = \sum f_u(u) D^\alpha$ is of local degree $\leq \lambda$ if each $f_u(u) D^\alpha$ is.

Now suppose $\tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_n$ are free up to step $s$ at a point $\tilde{\xi} \in \tilde{M}$, and that the commutators of length $\leq s$ span the tangent space. For each $j$, $1 \leq j \leq s$, choose $\{\tilde{X}_{jk}\}_{k=1}^{r, \ldots, n}$, commutators of length $j$ with $\tilde{X}_{jk} = \tilde{X}_k, k=1, 2, \ldots, n$, such that $\{\tilde{X}_{jk}\}_{j, k}$ restricted to $\tilde{\xi}$ is a basis of $T_{\tilde{\xi}}(\tilde{M})$. Then $\{\tilde{X}_{jk}\}_{j, k}$ determines a system of coordinates around $\tilde{\xi}$ by the exponential map based at $\tilde{\xi}$:

$$\tilde{(u_{jk})} \leftrightarrow \exp(\sum u_{jk} \tilde{X}_{jk}) \cdot \tilde{\xi}.$$
This will be called a system of canonical coordinates; it is dependent on the choice of basis \( \{\tilde{X}_{ik}\}_{j,k} \).

We may now give our main result comparing \( \tilde{X}_k \) with \( Y_k \). \( \{Y_k\}_{k=1,2,\ldots,n} \) generate the free Lie algebra of step \( r \) as described in example 4, § 3.

**Theorem 5.** Let \( \tilde{X}_1, \tilde{X}_2, \ldots, \tilde{X}_n \) be vector fields on a manifold \( \tilde{M} \), \( \tilde{\xi}_0 \in \tilde{M} \) such that

(i) commutators of length \( \leq r \) span the tangent space, and

(ii) \( \{\tilde{X}_k\} \) is free up to step \( r \) at \( \tilde{\xi}_0 \).

Choose \( \{\tilde{X}_{ik}\} \), commutators of length \( \leq r \), determining a system of canonical coordinates \( (u_{jk}) \) around \( \tilde{\xi}_0 \) by (7.3). Let \( N = N_{r,r} \) be the free Lie group of step \( r \) on \( n \) generators and \( \mathfrak{N} \) its Lie algebra. Then there is a basis \( \{Y_{jk}\} \) of \( \mathfrak{N} \) and neighborhoods \( \mathcal{V} \) of \( \tilde{\xi}_0 \in \tilde{M} \) and \( U \) of \( 0 \in \mathcal{N} \) with the following properties. On \( \mathcal{V} \times \mathcal{U} \) consider the mapping to \( \mathcal{U} \)

\[
(\tilde{\xi}, \tilde{\eta}) = \exp(\sum u_{jk} Y_{jk}) \in \mathcal{U},
\]

where \( \tilde{\eta} = \exp(\sum u_{jk} \tilde{X}_{jk}) \). Then for each fixed \( \tilde{\xi} \) the mapping

\[
\eta \rightarrow \Theta(\tilde{\xi}, \tilde{\eta}) = \Theta(\tilde{\xi}, \tilde{\eta}) = (u_{jk})
\]

is a coordinate chart for \( \mathcal{V} \) centered at \( \tilde{\xi} \).

In this coordinate system

\[(7.5) \quad \tilde{X}_k = Y_k + R_k, \quad k = 1, \ldots, n, \]

where \( R_k \) is a differential operator of local degree \( \leq 0 \).

Combining Theorems 4 and 5 we obtain the following local results for \( \{X_{ik}\} \) on a manifold \( M \) such that commutators of length \( \leq r \) span at each point. Fixing \( \xi_0 \in M \), Theorem 5 gives prolongations \( \{\tilde{X}_{ik}\} \) of \( \{X_{ik}\} \) with \( \{\tilde{X}_{ik}\} \) vector fields on \( M \times \mathbb{R}^{n-m} \), \( n = \dim \mathcal{N} \) such that \( \tilde{X}_k = X_k \) on functions constant in the new variables \( t_j \). Furthermore, applying Theorem 5 shows that in local coordinates the \( \tilde{X}_k \) thus obtained differ at each point \( \tilde{\xi} \) from the generators of a free nilpotent Lie algebra by operators of local degree \( \leq 0 \).

§ 8. The main induction step.

We begin by giving a generalization of Theorem 5 which will be needed as well for the proof of Theorem 4. For what follows we shall first have to extend the notion of systems of canonical coordinates introduced in § 7.

Suppose \( \{W_k\} \) is a set of vector fields on a manifold \( M' \), \( \xi \in M' \), such that

(i) the commutators of length \( \leq s_1 \) span tangent space at \( \xi \), and

(ii) \( \{W_k\} \) is free up to step \( s \leq s_1 \).
A partial system of canonical coordinates around $\xi$ is determined by a choice of a set of commutators $\{W_{jk}\}_{j, k}$, with $W_{jk} = W_{kj}$. $W_{jk}$ is a commutator of the $\{W_{k}\}$ of length $j$, such that $\{W_{jk}\}_{j, k}$ is a basis of the tangent space and also satisfies the condition that $\{W_{jk}\}_{j, k} < s$, spans the commutators of length $\leq s$ at $\xi$. This second condition may be satisfied by choosing each $W_{jk}$ with $j$ as small as possible. The coordinate system is then given by

$$(u_{jk}) \rightarrow \exp(\sum u_{jk} W_{jk}) \cdot \xi.$$ 

Now suppose $Y_{1k}, Y_{2k}, \ldots, Y_{sk}$ are generators of the free nilpotent Lie algebra $\mathfrak{R}_{F, s}$ of step $s$. (We recall that with respect to the dilations of $\mathfrak{R}_{F, s}$, described in §5, each $Y_{1k}$ is homogeneous of degree 1.) Then the correspondence

$$W_{jk} \leftrightarrow Y_{jk} = \varphi(W_{jk})$$

extends to a one-to-one correspondence

$$W_{jk} \leftrightarrow Y_{jk} = \varphi(W_{jk}), \quad j \leq s,$$

where $\{Y_{jk}\}_{j < s}$ spans the commutators of length $\leq s$ of the $\{Y_{1k}\}$, and the $W_{jk}$ are as above. Furthermore, this correspondence can be chosen so that if $W_{jk} = [W_{j-1, k'}, W_{1k'}]$

$$(8.1) \quad \varphi(W_{jk}) = [\varphi(W_{j-1, k'}), \varphi(W_{1k'})].$$

We shall say that the correspondence $\varphi$ is a partial isomorphism up to step $s$.

For our generalization of Theorem 5 we shall assume that we are given vector fields $W_1, W_2, ..., W_n$ which are free up to step $s$, but for which commutators of length $s+1$ are needed to span the tangent space of a fixed point $\xi$. We shall assign to $\{W_{jk}\}$ a nilpotent Lie algebra $\mathfrak{R}_{\xi}$ of step $s+1$, free up to step $s$. In case $W_1, ..., W_n$ are actually free up to step $s+1$, $\mathfrak{R}_{\xi}$ will turn out to be the free nilpotent Lie algebra of step $s+1$.

To simplify our construction we consider first the following example. Suppose $n = 3$, $s+1 = 2$, $W_1, W_2, W_3$ are linearly independent (free up to step 1) and $W_1, W_2, W_3$ and $\{[W_i, W_j]\}$ span at $\xi$. Suppose that the only linear relation is given by

$$c_1[W_1, W_2]_{\xi} + c_2[W_2, W_3]_{\xi} + c_3[W_1, W_3]_{\xi} = \sum b_i W_i_{\xi}.$$ 

Then $\mathfrak{R}_{\xi}$ will be the 2-step Lie algebra with generators $Y_1, Y_2, Y_3$, the only relation being $c_1[Y_1, Y_2] + c_2[Y_2, Y_3] + c_3[Y_1, Y_3] = 0$. Now consider the general case where $W_1, ..., W_n$ are free up to step $s$, but span at step $s+1$. We construct $\mathfrak{R}_{\xi}$ of step $s+1$ in such a way that the linear relations among the commutators of length $s+1$ correspond to the linear relations of the commutators of the $W_{jk}$ of length $s+1$ at $\xi$, modulo lower terms. Let $Y_1, ..., Y_n$ generate $\mathfrak{R}_{F, s+1}$, the free Lie algebra of step $s+1$, and extend the correspondence $W_k = W_{jk} \leftrightarrow Y_{jk}$ to a partial isomorphism up to step $s$ given by $W_{jk} \leftrightarrow Y_{jk}$. Now let
\[ \mathcal{R}_\xi = \mathcal{R}_{r,s+1}/J, \] where \( J \) is the ideal spanned by
\[ \{ \sum_{k_i,k_3} a_{k_i,k_3}[Y_{k_i}, Y_{k_3}] : \text{there exist } c_k \text{ such that } \sum_{k_i,k_3} a_{k_i,k_3}[W_{k_i}, W_{k_3}] = \sum_{k \leq s} c_k W_{k}|\xi| \}. \]

We identify \( Y_{jk} \) with its image in \( \mathcal{R}_\xi \) for \( j \leq s \), and extend the partial isomorphism
\[ W_{jk} \leftrightarrow Y_{jk}, \quad j \leq s \]
by choosing a basis \( \{ Y_{s+1, k} \} \) for the commutators of length \( s+1 \) in \( \mathcal{R}_\xi \). Then if
\[ Y_{s+1, k} = [Y_{sk}, Y_{bk}], \]
we let \( Y_{s+1, k} \leftrightarrow W_{s+1, k} \), where \( W_{s+1, k} = [W_{sk}, W_{bk}] \).

By construction, \( \{ W_{jk} \}_{k \leq s+1} \) restrict to a basis of the tangent space at \( \xi \).

(8.2) **Lemma.** Let \( \{ W_k \} \) be free up to step \( s \), and assume the commutators of length \( \leq s+1 \) span at \( \xi \). Construct the nilpotent Lie algebra \( \mathcal{R}_\xi \) as above and the correspondence \( W_{jk} \leftrightarrow Y_{jk} \) where \( \{ Y_k \} \) generate \( \mathcal{R}_\xi \). Write each \( Y_k \) and \( W_k \) in the common coordinate system

\[
(u_k) \leftrightarrow \exp(\sum_{i,k} u_{ik} Y_{ik}) \leftrightarrow \exp(\sum_{i,k} u_{ik} W_{ik}) \cdot \xi.
\]

Then
\[ W_k = Y_k + R_k, \]
where \( R_k \) is of local degree \( \leq 0 \) on the graded Lie group \( N_\xi \) corresponding to \( \mathcal{R}_\xi \).

This lemma, and other technical results, will be proved in § 11. Theorem 5 is an immediate consequence of Lemma 8.2 with \( s+1 = r \) since \( \mathcal{R}_\xi = \mathcal{R}_{r,s+1} \) in case \( [W_k] \) is actually free up to step \( s+1 \).

We now show that we can add vector fields in new variables to the generators \( Y_1, Y_2, \ldots, Y_n \) of \( \mathcal{R}_\xi \) to produce \( \tilde{Y}_1, \ldots, \tilde{Y}_n \) free up to step \( s+1 \). More precisely, we have the following.

(8.3) **Lemma.** There exist smooth functions \( \gamma_k(x, t), x \in N_\xi, t \in \mathbb{R}^s \) such that
\[ \tilde{Y}_k = Y_k + \sum_{i=1}^n \gamma_k(x, t) \frac{\partial}{\partial t_i}, \quad k = 1, 2, \ldots, n, \]

are free up to step \( s+1 \) and are such that the commutators of length \( \leq s+1 \) span the tangent space of \( N_\xi \times \mathbb{R}^s \).

Lemma 8.3 is proved by the following more general result, whose proof will be given in § 11.
(8.4) Lemma. Let \( \mathfrak{G} \) be a Lie algebra, \( \mathfrak{J} \) an ideal of \( \mathfrak{G} \), \( \mathfrak{G}_1 = \mathfrak{G}/\mathfrak{J} \) and \( \pi: \mathfrak{G} \to \mathfrak{G}_1 \) the projection. Let \( \tilde{Y}_1, \tilde{Y}_2, \ldots, \tilde{Y}_k \in \mathfrak{G} \) be chosen so that \( \pi(\tilde{Y}_1), \pi(\tilde{Y}_2), \ldots, \pi(\tilde{Y}_k) \) is a vector space basis of \( \mathfrak{G}_1 \) and let \( Z_1, Z_2, \ldots, Z_k \) be a basis of \( \mathfrak{J} \). Choose canonical coordinates in a neighborhood of the identities of the connected groups \( G, G_1 \) corresponding to \( \mathfrak{G}, \mathfrak{G}_1 \) respectively:

\[
(u, v) = ((u_1), (v_1)) \leftrightarrow \exp \left( \sum_{i=1}^{k} u_i \tilde{Y}_i + \sum_{j=1}^{k} v_j Z_j \right)
\]
on \( G \), and

\[
u = (u) \leftrightarrow \exp \left( \sum_{i=1}^{k} u_i \pi(\tilde{Y}_i) \right).
\]

Then there are smooth functions \( a_{ij} \) on \( \mathbb{R}^k \) and \( b_{ij} \) on \( \mathbb{R}^k \) such that

\[
\tilde{Y}_j = \gamma_j(x) \frac{\partial}{\partial u_p} + \sum_{i} b_{ij}(u, v) \frac{\partial}{\partial v_q}
\]

and

\[
\pi(\tilde{Y}_j) = \sum_{i} a_{ij}(u) \frac{\partial}{\partial u_p}
\]

near 0.

Finally we combine Lemmas 8.2 and 8.3 to lift the \( \{ W_i \} \) to \( \{ \tilde{W}_i \} \) which are free up to step \( s+1 \). The result we prove is the following.

(8.5) Lemma. Let \( \{ W_k \} \) be free up to step \( s \) with commutators of length \( \leq s+1 \) spanning at \( \xi \). Let \( \{ Y_k \} \) be the corresponding generators of the nilpotent Lie algebra \( \mathfrak{U} \) as in Lemma 8.2. Lift \( \{ Y_k \} \) to new vector fields \( \{ \tilde{Y}_k \} \), \( \tilde{Y}_k = Y_k + \sum \gamma_k(x, t) \frac{\partial}{\partial t}, t \in \mathbb{R}^s \), by Lemma 8.3. Regarding each \( W_k \) as a vector field on \( N_e \), the Lie group of \( \mathfrak{U} \), put \( \tilde{W}_k = W_k + \sum \gamma_k(x, t) \frac{\partial}{\partial t} \). Then \( \{ \tilde{W}_k \} \) is free up to step \( s+1 \), and commutators of length \( \leq s+1 \) span the (higher dimensional) tangent space.

Proof. Using the coordinate systems given in Lemmas 8.2 and 8.4 we may regard \( \tilde{W}_k \) and \( \tilde{Y}_k \) as vector fields on \( N_{F+s+1} \). Then by Lemma 8.2, \( \tilde{W}_k = \tilde{Y}_k + R_k \), where \( R_k \) is of degree \( \leq 0 \). (Note that if an operator on \( N_e \) is of degree \( \leq 0 \), then it is still of degree \( \leq 0 \) when regarded as an operator on \( N_{F+s+1} \) by the correspondence of coordinate systems given in Lemma 8.4.)

Now let \( \{ \tilde{W}_{jk} \}, \{ \tilde{Y}_{jk} \} \) be the corresponding commutators of length \( j \) of the \( \tilde{W}_k \) and \( \tilde{Y}_k \) respectively. We claim that

\[
\tilde{W}_{jk} = \tilde{Y}_{jk} + R_{jk},
\]

where \( R_{jk} \) is of local degree \( \leq j-1 \), which will prove the lemma. Indeed, this is true for

Now assume \( X_1, \ldots, X_n \) are real vector fields for which the commutators of length \( \leq r \) span the tangent space at a fixed point \( \xi \). We show first how to lift the \( \{ X_\alpha \} \) to \( \{ X_\alpha^p \} \) which are linearly independent (free up to step 1) at \( \xi \). Then we shall use the results of § 8 show that vector fields free up to step \( s \) can be lifted to be free up to step \( s + 1 \).

Rearranging the \( X_\alpha \)'s if necessary we may assume \( X_1, X_2, \ldots, X_p, p \leq n \), is a maximal set of linearly independent vectors among the \( X_\alpha \) at \( \xi \), \( k = 1, \ldots, n \). Put

\[
X_1^1 = X_1, \quad k \leq p
\]

\[
X_1^{l+1} = X_{p+l} + \frac{\partial}{\partial t_{p+l}}, \quad l = 1, 2, \ldots, n - p.
\]

The commutators of length \( s \geq 2 \) of the \( \{ X_\alpha \} \) are the same as that of the \( \{ X_\alpha \} \). Furthermore, \( X_1^i |_{\xi_i} \), \( k = 1, \ldots, n \), are linearly independent, where \( \xi_i = (\xi, 0) \in U \times \mathbb{R}^{m-p} \), and by dimensional considerations their commutators of order \( \leq r \) span \( T_{\xi_i}(U \times \mathbb{R}^{m-p}) \).

Assume now by induction that for some \( s \geq 1 \) one can find vector fields \( F_\alpha^s = \sum_{m-s}^\infty \lambda_\alpha^s(t, \eta, t) \partial / \partial t_p \), where \( t \in \mathbb{R}^{s-m} \) and \( \lambda_\alpha^s(\eta, t) \) are defined and smooth for all \( (\eta, t) \) in a neighborhood of \( (\xi, (\xi, 0) \in M \times \mathbb{R}^{r-m} \) such that

\[
\begin{align*}
(9.2) & \quad X_1^s = X_1 + F_1^s, \quad k = 1, \ldots, n, \text{ are free up to step } s, \text{ and} \\
& \quad (\text{ii) the commutators } \{ X_\alpha^s \}, \text{ of length } \leq r \text{ span the tangent space at } \xi_s = (\xi, 0).)
\end{align*}
\]

If \( s + 1 < r \), Lemma 8.4 cannot be applied directly to lift the \( \{ X_\alpha \} \) to \( \{ X_\alpha^{s+1} \} \), to be free up to step \( s + 1 \). Therefore, in this case we shall restrict the \( X_\alpha \) to act on a lower dimensional space. To do this we shall need specific information about the \( X_\alpha \) in a partial canonical coordinate system. Let \( u = (u_k) \leftrightarrow \exp(\sum u_k X_k^1) \cdot \xi \) be such a system. In analogy with the case where \( u \) is on a graded group we define the family \( \delta \) of dilations by \( \delta(t)(u_k) = (t^k u_k) \), and we define homogeneous functions as before with respect to \( \delta \). Note, however, that unlike the group case degrees of homogeneity here may depend on the choice of partial canonical coordinates if \( s + 1 < r \). We shall write \( O(|u|^l) \) for any function whose Taylor series at \( u = 0 \) is a formal sum of homogeneous terms of degree \( \geq l \).

(9.3) Lemma. Suppose \( X_1^1, k = 1, 2, \ldots, n, \) are free up to step \( s \), where commutators of length \( \leq r \) span the tangent space at \( \xi_s \). Let \( \{ X_\alpha^s \} \) be commutators determining a partial canonical
coordinate system around $\xi$,

$$u = (u_\mu) \mapsto \exp(\sum_{\lambda, \kappa} u_{\lambda\kappa} X_{\lambda\kappa}^k) \cdot \xi^k.$$ 

Then if $k'$ is fixed, $1 \leq k' \leq n$,

$$X_{k'}^k = \sum_{j \leq 0} \left( g_{k'}^j(u) + e_{k'}^j(u) \right) \frac{\partial}{\partial u_{\mu_{j\kappa}}} + \sum_{k} g_{k+1,k}^j(u) \frac{\partial}{\partial u_{\mu_{k+1,k}}} + \sum_{k} O(|u|^{s+1}) \frac{\partial}{\partial u_{\mu_{k}}} ,$$

where $g_{k'}^j$ is homogeneous of degree $j - 1$, and $e_{k'}^j$ is homogeneous of degree $s$.

This lemma will be proved in §11. Using it, we define the vector fields $W_{k'}^k$, $k' = 1, 2, \ldots, n$, by

$$W_{k'}^k = \sum_{j \leq 0} \left( g_{k'}^j(u) + e_{k'}^j(u) \right) \frac{\partial}{\partial u_{\mu_{j\kappa}}} + \sum_{k} g_{k+1,k}^j(u) \frac{\partial}{\partial u_{\mu_{k+1,k}}} .$$

We think of the $W_{k'}^k$ as acting on the Euclidean space with coordinates $(u_\mu)$, $j \leq s + 1$.

Now we claim that $\{ W_{k'}^k \}$ is free up to step $s$, and that the commutators up to step $s + 1$ span the tangent space. To prove this, let $W_{k'}^k$, $1 \leq j \leq s + 1$, be the commutators of the $W_{k'}^k$ corresponding to the $X_{k'}^k$, $j \leq s + 1$. We shall prove

$$(9.4)$$

$$W_{k'}^k|_{u=0} = X_{k'}^k|_{u=0},$$

for all $j \leq s + 1$. Indeed, applying $(9.4)$ with $j = s$ will show that $\{ W_{k'}^k \}$ is free up to step $s$, since $\{ X_{k'}^k \}$ is free up to step $s$. Next, since $X_{k'}^k|_{u=0} = \partial/\partial u_{\mu_{k'}}$, $(9.4)$ applied to all $j \leq s + 1$ show that $\{ W_{k'}^k \}$ spans the tangent space to the coordinates $(u_\mu)$, $j \leq s + 1$.

To see $(9.4)$ note first that by definition $W_{k'}^k = X_{k'}^k - \sum_{j,k} O(|u|^{s+1}) \partial/\partial u_{\mu_{j\kappa}}$. We claim that for any $j \leq s + 1$,

$$(9.5)$$

$$W_{k'}^k = X_{k'}^k - \sum_{\lambda, \mu} O(|u|^{s+1}) \frac{\partial}{\partial u_{\mu_{\lambda\mu}}} .$$

To prove this, note that

$$\left[ O(|u|^{s+1}) \frac{\partial}{\partial u_{\mu_{j\kappa}}}, g_{k'}^j(u) \frac{\partial}{\partial u_{\mu_{k'}}} \right]$$

$$= - g_{k'}^j(u) \frac{\partial}{\partial u_{\mu_{j\kappa}}}(O(|u|^{s+1})) \frac{\partial}{\partial u_{\mu_{j\kappa}}} + O(|u|^{s+1}) \frac{\partial}{\partial u_{\mu_{j\kappa}}}(g_{k'}^j(u)) \frac{\partial}{\partial u_{\mu_{k'}}} .$$

The first term on the right has a coefficient which is $O(|u|^{(s+1)+(s+1)}) = O(|u|^s)$, while the second term has a coefficient which is at least $O(|u|^{s+1})$. Similarly

$$\left[ O(|u|^{s+1}) \frac{\partial}{\partial u_{\mu_{j\kappa}}}, e_{k'}^j(u) \frac{\partial}{\partial u_{\mu_{k'}}} \right]$$

has coefficients which are $O(|u|^s)$. Applying this argument $s$ times one obtains $(9.5)$, and hence $(9.4)$. 
We may now apply Lemma 8.5 to the vector fields \( W^*_k \). Thus we can find vector fields
\[
F^*_k = \gamma^*_k(u, t) \partial/\partial t_k, \quad t \in \mathbb{R}^n,
\]
such that by defining \( W^{**+1}_k = W^*_k + F^*_k \), we have that \( W^{**+1}_k \),
\( k = 1, ..., n \), are free up to step \( s+1 \), and that their commutators of lengths \( \leq s+1 \) span
the tangent space.

Now put
\[
X^{**+1}_k = X^*_k + F^*_k, \quad k = 1, 2, ..., n.
\]
In order to complete the proof of Theorem 4 it will suffice to show that \( \{X^{**+1}_k\} \) is free
up to step \( s+1 \), and that the commutators of lengths \( \leq s \) span the tangent space at \((\xi, 0)\)
in the extended space. Let \( \{X^{**+1}_k\} \) be the commutators of the \( X^{**+1}_k \) corresponding to the
\( \{X^*_k\} \), and \( \{W^{**+1}_k\} \) that of the \( W^{**+1}_k = W^*_k + F^*_k \). To prove that \( \{X^{**+1}_k\} \) is free up to step \( s+1 \),
it will suffice to show that
\[
X^{**+1}_k|_{u=0} = W^{**+1}_k|_{u=0}
\]
for all \( j \leq s+1 \). The proof of this is completely analogous to that of (9.4) because
\[
\left[ O(|u|^{s+1}), \gamma^*_k(u, t) \frac{\partial}{\partial t_k} \right] = O(|u|^{s+1}) \frac{\partial}{\partial u_{j_k}} (\gamma^*_k(u, t)) \frac{\partial}{\partial t_k},
\]
since \( O(|u|^{s+1}) \) does not involve the variables \( t_i \).

Now we shall show that the \( X^{**+1}_k \) span. First we claim that for any \( j \),
\[
X^{**+1}_k = X^*_k + F^*_j,
\]
where \( F^*_j \) involves differentiation only in the new variables. To see (9.7) it suffices, since
\( X^{**+1}_k = X^*_k + F^*_k \), to note that if \( h(u) \) does not vary with the new \( t_j' \)'s, then
\[
\left[ h(u) \frac{\partial}{\partial u_{j_k}}, \gamma^*_k(u, t) \frac{\partial}{\partial t_k} \right] = h(u) \frac{\partial}{\partial u_{j_k}} \gamma^*_k(u, t) \frac{\partial}{\partial t_k}.
\]

Now (9.6) shows
\[
dim(\text{span } X^{**+1}_k|_{u=0}, j \leq s+1) = \dim(\text{span } X^*_k, k|_{u=0}, j \leq s+1) + \text{number of added variables}.
\]
Hence, because of (9.7)
\[
dim(\text{span } X^{**+1}_k|_{u=0}) \geq \dim(\text{span } X^*_k|_{u=0}) + \text{number of added variables}.
\]
Since the reverse inequality is obvious, we have proved the spanning property.

§ 10. The Campbell-Hausdorff formula

We shall prove Lemmas 8.2, 8.4, and 9.3 by explicit calculations of vector fields
in canonical coordinates. Before giving the proofs, we need to make some preliminary
remarks on the application of the Campbell-Hausdorff formula.
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Let $\xi \in U$, where $U$ is an open subset of $\mathbb{R}^l$, and suppose $\{W_k\}_{k,k}$ are real vector fields which form a basis of $T_{\xi}$, the tangent space at $\xi$. With $U$ replaced by a smaller neighborhood of $\xi$ if necessary, the exponential map $\exp$ identifies each $u = (u_k)$ with $\sum_{k} u_k W_k$ sufficiently small, with a transformation $\exp u \cdot W$, where $u \cdot W = \sum_{k} u_k W_k$. The image of an element $\eta \in U$ under this transformation will be denoted $\exp(u \cdot W)\eta$. Now if $\xi$ is fixed and $f$ is a smooth function defined in a neighborhood of $\xi$, then $f$ may be regarded as a function of $u$ near $\xi$; for any $\eta$ near $\xi$, $\eta = \exp(u \cdot W)\xi$, uniquely for some $u = (u_k)$. It might be useful in this section to distinguish between $f$ as a function of $\eta$ and $f$ as a function of $u$. Thus we define $f'$ near $u=0$ by

$$f'(u) = f((\exp u \cdot W) \cdot \xi).$$

We claim that the Taylor expansion of $f'$ around $u=0$ is given by the formal power series $(d^{u \cdot \, W}f)(\xi)$. Indeed, this follows from the identity

$$\frac{\partial}{\partial u_k} (f'(u)) = W_k f((\exp u \cdot W) \cdot \xi).$$

(10.1)

The correspondence $f \mapsto f'$ on functions gives rise to a correspondence $X \mapsto X'$ of vector fields, defined by $X'f'(u) = Xf((\exp(u \cdot W) \xi)$. We want to calculate the Taylor series of $X'$ in local coordinates around $u=(0)$. By the above, for any $f$, the Taylor series of $X'f'$ around $u=(0)$ is given by

$$X'f'(u) \sim e^{u \cdot W}Xf(\xi),$$

(10.2)

where the right hand side is interpreted as a formal power series in $u$. Now fix $(j_0,k_0)$ and let $f = h_{j_0,k_0}$ be the coordinate function $h_{j_0,k_0}(\eta) = u_{j_0}a_{k_0}$ if $\eta = \exp(u \cdot W)\xi$. Then $e^{u \cdot W}Xh_{j_0,k_0}(\xi)$ is the Taylor expansion of the coefficient of $\partial/\partial u_{j_0,k_0}$ at $u=0$. That is, if $X' = \sum a'_{j_0}(u)\partial/\partial u_j$, then

$$a_{j_0,k_0}'(u) \sim e^{u \cdot W}Xh_{j_0,k_0}(\xi).$$

(10.3)

In order to calculate the right hand side of (10.3) we consider the formal power series in $u$ and $\tau$ given by

$$e^{u \cdot W}e^{\tau X}f(\xi).$$

(10.4)

We may consider (10.4) as a formal power series in $\tau$ whose coefficients are formal power series in $u$. The right hand side of (10.2) is then obtained as the coefficient of $\tau$ in (10.4). We express this equality of power series symbolically by

$$e^{u \cdot W}Xf(\xi) \sim \frac{d}{d\tau} (e^{u \cdot W}e^{\tau X}f(\xi))|_{\tau=0}. $$

(10.5)
In order to make use of the formula (10.5) we shall have to express \( e^{u \cdot W} e^{x^t X} \) as an exponential. This is done formally by the Campbell-Hausdorff formula: If \( x \) and \( y \) are non-commuting indeterminates, the following is an equality of formal power series in \( x \) and \( y \), e.g., [21], LA 4.17:

\[
 e^x e^y = e^{x+y + h(x,y)}. 
\]

(10.6)

Here \( h(x,y) \) is a formal sum over ordered pairs of positive integers \((j,k)\) of terms

\[
 h_{j,k}(x,y) = \sum_{2 \leq \sum n_i + j_1 \leq t} c(p, q) D_{p_1, \ldots, p_j, q_1, \ldots, q_k}(x, y)
\]

where \( c(p, q) \) is a constant,

\[
 D_{p_1, \ldots, p_j, q_1, \ldots, q_k}(x, y) = \begin{cases} 
 (\text{Ad} x p (\text{Ad} y)^q, \ldots, (\text{Ad} x)^p (\text{Ad} y)^q) & \text{if } q_j > 1 \\
 (\text{Ad} x p (\text{Ad} y)^q, \ldots, (\text{Ad} y)^q (\text{Ad} x)^p) & \text{if } q_j = 0 
\end{cases}
\]

with \((\text{Ad} a)(b)\) defined as \([a, b]\).

We consider the application of this formula to calculate the right hand side of (10.5) for \( X = W_{1k}, 1 \leq k \leq n, f = h_{1k}. \) Suppose that we are only interested in the Taylor expansion up to an error which is \( O(|u|^l) \), in terms of the homogeneity defined in § 9. By (10.6)

\[
 e^{u \cdot W} e^{x^t X} = \exp(u \cdot W + \tau W_{1k} + \tau(\sum_{1 \leq p < i} c_p (\text{Ad} u \cdot W)^p W_{1k})) + O(|u|^l, \tau^2)).
\]

Thus,

\[
 e^{u \cdot W} e^{x^t X} h_{1k}(\xi) = \exp(u \cdot W + \tau W_{1k} + \tau(\sum_{1 \leq p < i} c_p (\text{Ad} u \cdot W)^p W_{1k}))) h_{1k}(\xi) + O(|u|^l, \tau^2)).
\]

Note also that since \( u \cdot W + \tau W_{1k} + \tau(\sum_{1 \leq p < i} c_p (\text{Ad} u \cdot W)^p W_{1k}) \) is an actual vector field (rather than merely a formal power series), the coefficient of \( \tau \) in the first term on the right of (10.7) is the actual derivative

\[
 \frac{d}{d\tau}(h_{1k}(\exp(u \cdot W + \tau W_{1k} + \tau(\sum_{1 \leq p < i} c_p (\text{Ad} u \cdot W)^p W_{1k}))))(\xi)|_{\tau=0}.
\]


Our main technique in these proofs will be the use of the Campbell-Hausdorff formula as developed in § 10.

Proof of Lemma 8.2. We assume \( W_{1k} = W_k, k = 1, 2, \ldots, n \), are free up to step \( s \) at \( \xi \) and that commutators of length \( s + 1 \) span. Let \( W_k \leftrightarrow Y_k, \{ Y_k \} \) spanning \( \mathfrak{g}_k \), determine the common coordinate system

\[
 u = (u_{jk}) \leftrightarrow \exp(\sum_{j} u_{jk} Y_j) \leftrightarrow \exp(\sum_{j} u_{jk} W_j).
\]
In order to prove $W_k = Y_k + R_k$, it suffices to show that if

$$Y_k = \sum_{j,k} f^*_j(u) \frac{\partial}{\partial u_{jk}},$$

and

$$W_k = \sum_{j,k} f^*_j(u) \frac{\partial}{\partial u_{jk}},$$

then

$$(11.1) \quad f_j^*(u) = f_j^*(u) + O(|u|^\ell).$$

Here, as in § 9, $O(|u|^\ell)$ indicates a function whose Taylor series at 0 is a sum of terms homogeneous of degrees $\geq \ell$. Fix $(j_0, k_0)$ and let $h_{j_0 k_0}$, $h^*_{j_0 k_0}$ be the coordinate functions around $\xi$ and 0 respectively:

$$h_{j_0 k_0}((\exp u \cdot W) \xi) = u_{jk_0},$$

$$h^*_{j_0 k_0}((\exp u \cdot Y) = u_{jk_0},$$

where $u \cdot W = \sum_{j,k} u_{jk} W_{jk}$, $u \cdot Y = \sum_{j,k} u_{jk} Y_{jk}$. By (10.3), (10.5)

$$(11.2) \quad f^*_{j_0 k_0}(u) \sim \frac{\partial}{\partial t} (e^{u \cdot W} e^{u \cdot Y} h_{j_0 k_0}(\xi)))|_{t=0}.$$

By (10.7),

$$(11.3) \quad e^{u \cdot W} e^{u \cdot Y} h_{j_0 k_0}(\xi) = \exp(u \cdot W + \tau W_{1k} + \tau(\sum c_p(\text{Ad}(u \cdot W)^p) W_{1k}) h_{j_0 k_0}(\xi) + O(|u|^{\ell+1}, \tau^2)).$$

A similar calculation holds for $f^*_j$ by replacing $W$ by $Y$ and $h_{j_0 k_0}$ by $h^*_{j_0 k_0}$. Thus we must compare the expansions $\text{Ad}(u \cdot W)^p W_{1k}$ with $\text{Ad}(u \cdot Y)^p Y_{1k}$. If $Q_{jk}$ denotes either $W_{jk}$ or $Y_{jk}$, then

$$(11.4) \quad \text{Ad}(u \cdot Q)^p \cdot Q_{jk} = \sum_a b_{pa} u_a Q_a, \quad a = (j_1 k_1, j_2 k_2, \ldots, j_p k_p),$$

where $u_a = u_{j_1 k_1} \cdot u_{j_2 k_2} \cdots \cdot u_{j_p k_p}$ and $Q_a = [Q_{j_1 k_1}, [Q_{j_2 k_2}, [\ldots, [Q_{j_p k_p}, Q_{jk}], \ldots].$

Note that $u_a$ is homogeneous of degree $|a| = \sum_{j=1}^p j$, and $Q_a$ is a commutator (of the $Q_{jk}$) of length $|a| + 1$. In calculating (11.3) we compare the expansions of $W_a$ and $Y_a$. It suffices to do this for $|a| \leq \delta$, since $u_a W_{jk}$, $|a| > \delta + 1$ will contribute a term which is $O(|u|^{\ell+1})$ which may therefore be absorbed in the error term.

If $|a| \leq \delta - 1$, then $Q_a$ is a commutator of length $\leq \delta$. Hence by the partial isomorphism up to step $\delta$

$$(11.5) \quad Y_a = \sum_k a_{ak} Y_{|a|+1,k},$$

$$W_a = \sum_k a_{ak} W_{|a|+1,k},$$
where the $a_{nk}$ are constants. Now suppose $|\alpha| = s$. By the construction of $R_0$, if
\begin{equation}
Y_\alpha = \sum_{k} a_{nk} Y_{s+1,k},
\end{equation}
then
\begin{equation}
W_\alpha = \sum_{k} a_{nk} W_{s+1,k} + \sum_{i \leq k} a_{\alpha i k} W_{i k} + \sum_{k} z_{j_k}^\alpha(\eta) W_{k},
\end{equation}
where $z_{j_k}^\alpha(\xi) = 0$. Substituting this into (11.3) gives
\begin{equation}
e^{-W_0} e^{\tau W_{1,k}} h_{j_k}^\alpha(\xi) = \exp(u \cdot W + \tau W_{1,k}) + \tau (\sum_{j \leq k} g_{j k}(u) + e_{j k}(u)) W_{j k} + \sum_{k} g_{s+1,k}(u) W_{s+1,k} + \tau O(|u|^s) \sum_{k} z_{j_k}^\alpha W_{j k} h_{j_k}^\alpha(\xi) + O(|u|^{s+1}, \tau^2),
\end{equation}
where $g_{j k}$ is homogeneous of degree $j - 1$ if $j \geq 2$, $g_{1 k} = 0$, $e_{j k}$ is homogeneous of degree $s$, and the $z_{j_k}^\alpha(\eta)$ are smooth functions such that $z_{j_k}^\alpha(\xi) = 0$. (Note that the $e_{j k}$ come from the second term on the right in (11.7), multiplied by $u_{j k}$)

Now we claim that the contribution of the term $\tau O(|u|^s) \sum_{j \leq k} g_{j k}(u) W_{j k}$ appearing in the exponential of (11.8), may be absorbed in $O(|u|^{s+1}, \tau^2)$. Indeed, since
\begin{equation}(z_{j_k}^\alpha W_{j k}) h_{j_k}^\alpha(\xi) = z_{j_k}^\alpha(\xi) (W_{j k} h_{j_k}^\alpha(\xi) = 0,
\end{equation}
this term contributes only a product with other terms in the exponential, when the right hand side of (11.8) is expanded. Since any product of $\tau O(|u|^s) z_{j_k}^\alpha(u) W_{j k}$ with one of the other terms is $O(|u|^{s+1}, \tau^2)$, the claim is proved. Thus
\begin{equation}\exp u \cdot W (\exp \tau W_{1,k}) h_{j_k}^\alpha(\xi) = \exp(u \cdot W + \tau W_{1,k}) + \tau (\sum_{j \leq k} g_{j k}(u) + e_{j k}(u)) W_{j k} + \sum_{k} g_{s+1,k} W_{s+1,k} + \tau O(|u|^{s+1}, \tau^2).
\end{equation}

Now we claim that then
\begin{equation}e^{-W_0} e^{\tau W_{1,k}} h_{j_k}^\alpha(\xi) = \rho_{j_k},\end{equation}
for $\rho$ sufficiently small. Indeed, by (10.2) the left side is the Taylor series, in the variables $\rho_{j k}$, of $h_{j_k}^\alpha((\exp \sum_{j \leq k} \rho_{j k} W_{j k}) \xi)$. By definition of $h_{j_k}^\alpha$, this latter expression is equal to $\rho_{j_k}$, proving the claim. Applying this to the exponential term on the right in (11.9), we obtain
\begin{equation}\rho_{j_k} = \begin{cases} u_{j_k} + \tau (g_{j k}(u) + e_{j k}(u)) + O(|u|^{s+1}, \tau^2), & \text{if } (j_k, k_0) = (1, k) \\ u_{j_k} + \tau (g_{j k}(u) + e_{j k}(u)) + O(|u|^{s+1}, \tau^2), & \text{otherwise},\end{cases}\end{equation}
where $e_{j_k}^\alpha$ is defined to be zero for $j_k \geq s + 1$. Thus we obtain by (11.2)
\begin{equation}j_{j_k}(u) = \begin{cases} 1 + g_{j k}(u) + e_{j_k}^\alpha(u) + O(|u|^{s+1}), & \text{if } (j_k, k_0) = (1, \ell) \\ g_{j k}(u) + e_{j k}^\alpha(u) + O(|u|^{s+1}), & \text{otherwise}.\end{cases}\end{equation}
By a similar calculation for $Y_{1k'}$, using (11.5) and (11.6), we obtain

$$f_{h_k}(u) = \begin{cases} 1 + g_{h_k}(u) + O(|u|^{1+1}), & \text{if } (j_u, k_u) = (1, k') \\ g_{h_k}(u) + O(|u|^{1+1}), & \text{otherwise.} \end{cases}$$

This completes the proof of Lemma 8.2.

**Proof of Lemma 9.3.** We again let $h_k$ denote a coordinate function and follow the method of the proof of Lemma 8.2 to calculate $W'$ in partial canonical coordinates. It is easy to check that we still obtain the expression (11.10) for $f_{h_k}(u)$, and by the homogeneities given there this suffices to prove Lemma 9.3.

**Proof of Lemma 8.4.** We compute $Y_k$ and $\pi(\tilde{Y}_k)$ in canonical coordinates by expanding

$$\exp\left(\sum_{i=1}^{n} u_i \tilde{Y}_k + \sum_{i=1}^{n} v_i Z_i \right) \exp(t \tilde{Y}_k)$$

and

$$\exp\left(\sum_{i=1}^{n} u_i \pi(\tilde{Y}_k) \right) \exp(t \pi(\tilde{Y}_k)),$$

using the Campbell-Hausdorff formula (10.6). Since $J$ is an ideal, any commutator which contains a $Z_k$ can be expressed as a linear combination of the $Z_i$. Now the result can be obtained by comparing the expansions of (11.11) and (11.12). We omit the details.

This supplies the arguments omitted from § 8 and § 9, and thus completes the proofs of Theorems 4 and 5.

§ 12. Properties of the Map $\Theta$.

For any point $\tilde{\xi}_0 \in M = M \times \mathbb{R}^{\tilde{\xi}_0}$, Theorem 5 produces a map $\Theta: \tilde{V} \times \tilde{V} \to U$, where $\tilde{V}$ is a neighborhood of $\tilde{\xi}_0$ and $U$ is a neighborhood of 0 in the free Lie group $N = N_{F,r}$, of step $r$ on $n$ generators. Recall that for $\eta \in V$ we define $\Theta \tilde{\eta}: \tilde{V} \to U$ by $\Theta \tilde{\eta}(\tilde{\xi}) = \Theta(\tilde{\xi}, \tilde{\eta})$. To simplify notation, we shall now assume that $X_k = X_k$, $k = 1, \ldots, n$, and omit the tildas.

Since $\Theta$ is defined by means of the exponential map we have

$$\Theta(\xi, \eta) = -\Theta(\eta, \xi) = \Theta(\xi, \eta)^{-1}.$$  

Using (12.1) we may define a pseudo-metric $\rho$ on $V$ by putting

$$\rho(\xi, \eta) = |\Theta(\xi, \eta)|,$$

where $|$ is the norm function on $N$ given by (5.2). We now show that $\rho$ satisfies inequalities, similar to the triangle inequality, which will be useful later.
(12.3) Proposition. If \( \xi, \eta, \zeta \in \mathcal{D} \) with \( \rho(\xi, \eta) \) and \( \rho(\xi, \zeta) \) both \( \leq 1 \), we have

(i) \[ |\Theta(\xi, \eta) - \Theta(\xi, \zeta)| \leq C_4 \rho(\xi, \zeta) + \rho(\xi, \eta^{1-r}) \rho(\xi, \eta)^{1-(1/r)} \]

(ii) \[ \rho(\xi, \eta) \leq C_4 \rho(\xi, \zeta) + \rho(\eta, \xi) \]

Note that this proposition is the analogue for the general case of Theorem 14.10 (d) of Folland-Stein [8]. However, the proof of (12.3) seems to be much more complicated than that of the corresponding result in [8].

Proof. We first show that (ii) follows from (i). By the inequality (5.3) on groups we have

\[ \rho(\xi, \eta) = |\Theta(\xi, \eta)| = |(-\Theta(\xi, \eta) + \Theta(\zeta, \eta)) + \Theta(\xi, \eta)| \leq \gamma(|\Theta(\xi, \eta)| + |\Theta(\xi, \eta) - \Theta(\xi, \eta)|) \]

for some \( \gamma > 0 \). Since

\[ \rho(\xi, \zeta) + \rho(\xi, \eta^{1-r}) \rho(\xi, \eta)^{1-(1/r)} \leq \rho(\xi, \zeta) + \rho(\xi, \eta), \]

(ii) will be proved when (i) is.

To establish (i) we first prove

\[ |\Theta(\xi, \eta) - \Theta(\xi, \eta)| \leq C_4 \rho(\xi, \zeta) + \sum_{1 \leq j < r} \sum_{1 \leq k < j} \rho(\xi, \zeta)^{1/r} \rho(\xi, \eta)^{1/(1-r)}. \]

For this we fix \( \zeta \) and establish local coordinates around \( \zeta \). Let \( h_{\mu} \) be the corresponding coordinate functions:

\[ h_{\mu}(\eta) = (\Theta(\zeta(\eta)))_{\mu}. \]

Now we define \( v = (v_{\mu}), w = (w_{\mu}) \) as functions of \( \xi, \eta \) by

\[ v = \Theta(\xi(\eta)), \]

and

\[ w = \Theta(\xi(\zeta)).\]

Since

\[ (\exp v \cdot X)\xi = \eta, \quad (\exp w \cdot X)\xi = \zeta \quad (\text{where} \quad v \cdot X = \sum_{j,k} v_{\mu} X_{\mu}, \quad w \cdot X = \sum_{j,k} w_{\mu} X_{\mu}), \]

\[ (\exp v \cdot X)(\exp (-w \cdot X))\zeta = \eta. \]

Hence

\[ h_{\mu}(\eta) = h_{\mu}(\exp v \cdot X \exp (-w \cdot X) \zeta). \]

As in § 10 it follows that the Taylor series of \( h_{\mu} \) as a function of \( v, w \), around \( v=0, w=0 \) is given by

\[ e^{v \cdot X} e^{(-w \cdot X)} h_{\mu}(\zeta), \]

where \( e^{v \cdot X} \) and \( e^{(-w \cdot X)} \) are regarded as formal power series in \( v \) and \( w \) respectively.
We now expand (12.4) using the Campbell-Hausdorff formula (10.6). Then
\[ e^{v}Xe^{-w} - X = \exp((v - w) \cdot X + \sum_{\alpha < \beta \leq r} d_\alpha g_\alpha X^\alpha + O(\sum_{\alpha \leq |\alpha|} |v|^{|w|}^{-1})) \]
where \( \alpha = (j_1, k_1, j_2, k_2, ..., j_r, k_r) \), \( |\alpha| = \sum_{i=1}^{r} j_i \), \( g_\alpha = g_{i_1 k_1} g_{i_2 k_2} ... g_{i_r k_r} \) with \( g_{i k} = v_{i k} \) or \( w_{i k} \), and \( X^\alpha = [X_{i_1 k_1}, [X_{i_2 k_2}, ..., [X_{i_{r-1} k_{r-1}}, X_{i_r k_r}], ...]. \) \( X^\alpha \) is a commutator of length \( |\alpha| \).
To check that (12.5) holds, it suffices to show that if \( |\alpha| \geq r \), then \( g_\alpha \) may be absorbed in the error term \( O(\sum_{\alpha \leq |\alpha|} |v|^{|w|}^{-1}) \). By the definition of the norm on the group,
\[ \|v_\alpha\| \leq |v|^l \quad \text{and} \quad \|w_\alpha\| \leq |v|^l, \]
where \( \| \| \) indicates Euclidean norm. (See (5.2).) We shall show, more generally, that for any \( \alpha \),
\[ \|g_\alpha\| = O(\sum_{\alpha \leq |\alpha|} |v|^{|w|}^{-1}). \]

By definition, \( g_\alpha = (v_{i_1 m_1} v_{i_2 m_2} ..., v_{i_r m_r}) (w_{i_1 n_1} ..., w_{i_r n_r}) \) with \( \sum i = \sum j = |\alpha| \). Observe, however, that since \( g_\alpha \) is a coefficient of a commutator, it cannot be made up entirely of either \( v \)'s or \( w \)'s. Thus \( 0 < \sum i < |\alpha| \). Putting \( i = \sum i \), and applying (12.6) we get (12.7).

From (12.5) and the above we have
\[ e^{v}Xe^{-w} = \exp((v - w) \cdot X + \sum_{\alpha \leq |\alpha|} O(\sum_{\alpha \leq |\alpha|} |v|^{|w|}^{-1})) h_{vk}(\xi) + O(\sum |v|^{|w|}^{-1}) \]
\[ = v_{jk} - w_{jk} + \sum_{\alpha \leq |\alpha|} O(|v|^{|w|}^{-1}) + O(\sum |v|^{|w|}^{-1}). \]
Therefore,
\[ (\Theta(\xi, \eta) - \Theta(\xi, \eta))_{jk} = v_{jk} - w_{jk} + \sum_{\alpha \leq |\alpha|} O(|v|^{|w|}^{-1}) \]
\[ = w_{jk} + \sum_{\alpha \leq |\alpha|} O(|v|^{|w|}^{-1}). \]

Now since \( |\mu| \leq C \sum \sum_{\alpha \leq |\alpha|} \|g_\alpha\|^{(1/p)} \), (i)' follows from (12.8). To prove (i), it suffices to show that there exists a constant \( C' \) such that if \( A \) and \( B \) are positive real numbers,
\[ A^{1/a} B^{1-a} \leq C'(A + A^{a} B^{1-a}) \]
whenever \( 0 < a < a_1 < 1 \). Indeed, if (12.9) holds we put \( A = q(\eta, \xi) \), \( B = q(\xi, \eta) \), \( a = 1/r \) to obtain
\[ q(\eta, \xi)^{(1/r)} q(\xi, \eta)^{(r-1)/r} \leq C(q(\eta, \xi) + q(\xi, \eta)^{1/r}) q(\xi, \eta)^{(r-1)/r} \]
from which (i) will follow, given (i)''. To prove (12.9) we use the trivial inequality
\[ x^{a} y^{1-a} \leq x + y, \quad \text{if} \quad 0 < a < 1. \]
Then put \( x = A \), \( y = A^{a} B^{1-a} \), and choose \( \theta \) such that \( \theta + a(1-\theta) = a_1 \). g. e. d.

In defining integral operators on \( M = \tilde{M} \), we must first choose a suitable measure. Since the invariant measure on \( N_{P} \) may be given by defining the Riemannian metric which
makes \( \{Y_\beta\}_{\mu,k} \) orthonormal, we impose on \( \tilde{M} \) the metric making \( \{\tilde{X}_\beta\}_{\mu,k} \) orthonormal. For \( \tilde{\xi} \) fixed, the differential \( d\Theta_{\tilde{\xi}} \) satisfies

\[
d\Theta_{\tilde{\xi}}(\tilde{X}_\beta|\tilde{\xi}) = Y_\beta|0.
\]

Therefore the volume element \( d\tilde{\eta} \) at \( \tilde{\xi} \) in \( \tilde{M} \) is carried into the volume element \( du \) on \( N_f \) at 0. Since any smooth function on \( N_f \) which vanishes at \( u = 0 \) is \( O(|u|^1) \), we have

\[
d\tilde{\eta} = (1 + O(|u|^1)) du.
\]

(12.10)

**Part III. Operators corresponding to free vector fields**

We shall begin by giving an outline of the material presented in this and the remaining part of the paper.

We are concerned with the situation that arises when we are given vector fields \( X_1, X_2, ..., X_n \) on a manifold \( M \), whose commutators (up to length \( r \)) span the tangent space at each point. In the previous part we have shown how, in terms of these vector fields, we can embed \( M \) locally as a submanifold of a larger \( \tilde{M} \) and extend the vector fields to \( \tilde{X}_1, \tilde{X}_2, ..., \tilde{X}_n \) so that these are free (up to step \( r \)) and span the tangent space of \( \tilde{M} \).

Part III will be devoted to the resulting analysis on \( \tilde{M} \), and in particular to the study of the integral operators which arise when inverting differential operators of the type

\[
\tilde{L} = \sum_{j=1}^{n} \tilde{X}_j^2 + \frac{1}{4} \sum_{k,j} c_{jk} [\tilde{X}_j, \tilde{X}_k].
\]

In Part IV we shall apply our results to the original situation involving the vector fields \( X_1, X_2, ..., X_n \).

To simplify notation we shall in all of Part III omit the \( \sim \) and write \( X_1, X_2, ..., X_n \) for a set of vector fields which are free (up to step \( r \)) on \( M \), and whose commutators up to step \( r \) span the tangent space at each point. Shrinking \( M \) if necessary we obtain from Part II the existence of the important mapping \( \Theta \): \( M \times M \to N \), where \( N \) is the free nilpotent group on \( n \) generators, of step \( r \); (see § 7, Theorem 5).

We shall use \( \Theta \) to construct our basic integral operators. Our problem then becomes that of proving that these operators satisfy certain commutation relations with differential operators, and that they are bounded on appropriate spaces such as \( L^p, L^p, L^k, S^p \), and \( \Lambda_k \). It is here that matters become very similar to the situation already studied in Folland-Stein [8], where the group \( N \) was the Heisenberg group. We shall describe the arguments required in full detail only when they are substantially different from those given in that paper. The proofs that can be given merely by paraphrasing similar proofs of [8] will
be outlined only. As in § 5 and § 6, we shall assume, however, that our functions may be vector-valued. As before, by definition a vector-valued function will be said to be in a certain class if each of its scalar-valued components is in that class.

§ 13. $L^p$ inequalities for operators of type $\lambda$.

In the standard theory of singular integral operators (using the Mihlin-Calderón-Zygmund formalism) the operators are given in the form

$$f \rightarrow \int k(x, x - y) f(y) \, dy,$$

where, for each fixed $x$, $k(x, z)$ is a homogeneous function in $z$ of suitable degree, and the dependence on $x$ is smooth.

In our situation matters will be similar. The analogue of (13.1) will be

$$f \rightarrow \int k_1(\Theta(\eta, \xi)) f(\eta) \, d\eta,$$

where each $k_1(u)$ will be a homogeneous function of $u$ defined on $N$, where the homogeneity is taken with respect to the standard one appropriate for $N$. Furthermore, the dependence on $\xi$ will be smooth. Observe that $\Theta(\eta, \xi)$ plays the role of $x - y$.

Before giving formal definitions, we recall some notation concerning groups. $N = N_\nu$ is defined in § 3. With the standard homogeneity $\delta_1$ given on $N_\nu$ as in § 5, the homogeneous dimension $Q$ is that integer so that $\delta_1(du) = t^{Q} du$. (*) A function $k$ defined on $N - \{0\}$ which is smooth away from the origin is said to be of type $\lambda$, $\lambda > 0$, if

$$k(\delta_1(u)) = t^{-Q+1} k(u) \quad \text{all } t > 0.$$ 

$k$ is said to be of type 0 if the above holds with $\lambda = 0$ and the mean value of $k$ vanishes, i.e.

$$\int_{|u| < 1} k(u) \, du = 0,$$

where $| \cdot |$ is the norm function. (See (5.2).)

We may assume (replacing $M$ by an open relatively compact subset of $M$) that the mapping $\Theta$ is uniformly smooth on $M \times M$. Write $d\xi$ for the measure given by the Riemannian metric as described in § 12. A function $K(\xi, \eta)$ on $M \times M$ will be said to be a kernel of type $\lambda$, $\lambda > 0$ if for any positive integer $l$ we can write

$$K(\xi, \eta) = \sum_{l=1}^{2} a_l(\xi) k_l(\Theta(\eta, \xi)) b_l(\eta) + E_l(\xi, \eta).$$

(*) Footnote: The reader should note that in the case treated in Folland-Stein [8], $Q = 2n + 2$. 


(a) $E_t \in C^l(M \times M)$,
(b) $a_i, b_i \in C_0^\infty(M), \quad i = 1, 2, \ldots, s$,
(c) For each $i$, the function $u \mapsto k_i^{(i)}(u)$, defined on $N$ is of type $\lambda$ and depends smoothly on $\xi$.

(Of course the integer $s$ depends on $l$.)

It is instructive to point out that the definition (13.3) is not as unsymmetric as it might seem. Indeed we claim that if $K(\xi, \eta)$ is a kernel of type $\lambda$ then so is $K(\eta, \xi)$. To see this, note first that since $\Theta(\xi, \eta) = -\Theta(\eta, \xi)$ we are easily reduced to the statement that if $k_\xi(u)$ is of type $\lambda$ and smooth in $\xi$, then $a(\xi) k_\eta(\Theta(\eta, \xi)) b(\eta)$ is a kernel of type $\lambda$.

In fact, write $u = (u_\mu) \in N$, where $u_\mu = u_\mu(\eta, \xi)$, and expand the function $\eta \mapsto k_\eta(z)$ in a Taylor expansion about the point $\xi$ in powers of the $u_\mu$. Then

$$k_\eta(z) = k_\xi(z) + \sum_{|a| = 1}^{t} \frac{k_\xi^{(a)}(z)}{a!} u^a + R_t(z, u),$$

where $k_\xi^{(a)}(z)$ denotes the appropriate partial derivative of $k_\xi(z)$ with respect to $\xi$, and $u^a$ is the corresponding monomial in the $u_\mu$. Observe that if $k_\xi(z)$ is of type $\lambda$ (as a function of $z$) then so is $k_\eta^{(a)}(z)$. With $z = (u_\mu) = \Theta(\eta, \xi)$ the $k_\xi^{(a)}(u) u^a$ are therefore of type $\lambda$. Finally, if $t$ is sufficiently large, the function $R_t(z, u)$ with $z = u = \Theta(\eta, \xi)$ belongs to $C^l(M \times M)$. This proves the assertion concerning the symmetry of kernels of type $\lambda$.

Our final, and basic, definition is now as follows. An operator $T$ is said to be of type $\lambda$, $\lambda > 0$ if

$$\langle T f \rangle(\xi) = \int_M K(\xi, \eta) f(\eta) \, d\eta,$$

where $K$ is a kernel of type $\lambda$. We shall show below that this integral converges absolutely. When $\lambda = 0$, we say $T$ is of type $\lambda$ if

$$\langle T f \rangle(\xi) = \int_M K(\xi, \eta) f(\eta) \, d\eta + a(\xi) f(\xi),$$

where $K$ is of type 0 and $a \in C_0^\infty(M)$. The integral (13.5) will be taken in the principal-value sense.

Several facts will be needed to show that the operators are well-defined. First observe that if $K$ is a kernel of type $\lambda$,

$$\|K(\xi, \eta)\| \leq C(q(\xi, \eta))^{-\lambda+1},$$
where \( q \) is the pseudo-metric given by \( q(\xi, \eta) = |\Theta(\xi, \eta)| \). Next, by (13.6) and the fact that \( d\eta = (1 + O(|u|)) du \), (see 12.10)

\[
\int_{|\xi|, |\eta| < c} |K(\xi, \eta)| d\eta \leq C \int_{|u| < c} |u|^{-\alpha+\lambda} du < \infty
\]

if \( \lambda > 0. \) Now suppose \( \lambda = 0. \) Using the vanishing mean-value property we have (as on p. 479 of [8])

\[
(13.7) \quad \left| \int_{|\xi|, |\eta| < \delta} K(\xi, \eta) d\eta \right| \leq C(\delta - \epsilon)
\]

from which the existence of the principal value integral defining (13.5) follows easily for smooth \( f \), by using (13.6) (See [8], p. 480).

The first main theorem is as follows. Suppose \( \lambda = 0. \)

For each \( s > 0 \) define \( T_s \) by

\[
T_s(f)(\xi) = \int_{|\xi|, |\eta| < s} K(\xi, \eta) f(\eta) d\eta + a(\xi) f(\xi).
\]

**Theorem 6.** Suppose \( T \) is an operator of type 0. Then \( T \) can be extended to \( L^p(M) \), \( 1 < p < \infty \), as follows: For each \( f \in L^p \), \( \lim_{s \to 0} T_s(f) = T(f) \) exists in the \( L^p \) norm, and the mapping \( T: L^p \to L^p \) is bounded from \( L^p \) to itself.

**Proof.** The first step is to prove that \( T \) has the required property when \( p = 2 \). For this purpose we may assume \( a \equiv 0 \) in (13.5) and define

\[
T_s(f) = \int_{|\xi| < s < |\eta| < \infty} K(\xi, \eta) f(\eta) d\eta, \quad k = 0, 1, 2, \ldots.
\]

Following the argument of [8], § 15, it suffices to show that

\[
\| T_s^* T_s \| \leq C 2^{-k-\lambda - 1/p},
\]

and

\[
\| T_s T_s^* \| \leq C 2^{-k-\lambda - 1/p}.
\]

For simplicity we may assume that

\[
K(\xi, \eta) = k_\xi(\Theta(\eta, \xi)),
\]

where \( k_\xi(u) \) is of type 0.

\footnote{Footnote: It is useful to recall that \( \int_{|u| < \alpha} |u|^{-\alpha+\lambda} du = C_\alpha \alpha^\lambda \) if \( \lambda > 0 \), \( \int_{|u| > \alpha} |u|^{-\alpha+\lambda} du = C_\alpha \alpha^\lambda \) if \( \lambda < 0 \). See Knapp–Stein [12], Folland–Stein [8], Folland [8].}
The main ingredients for the proof are:

(i) \(|K(\xi, \eta)| \leq L q(\xi, \eta)^{-\alpha}\), obtained from (13.6) with \(\lambda = 0\);

(ii) the mean-value estimate (13.7);

(iii) the estimate

\[ |K(\eta, \xi) - K(\eta, \xi)| \leq C_1(q(\xi, \eta) + q(\xi, \xi)^{1/2} q(\eta, \xi)^{1-(1+\eta)/2}) q(\eta, \xi)^{-\alpha}\]

when \(q(\eta, \xi) > C_2 q(\xi, \xi)\) for \(C\) sufficiently large.

To prove (iii), first write \(u = \Theta(\eta, \xi), v = \Theta(\eta, \xi)\) and note that if \(q(\eta, \xi) > C_2 q(\xi, \xi)\) then \(|u| = q(\eta, \xi) > C_2(q(\xi, \xi) + q(\xi, \xi)^{1/2} q(\eta, \xi)^{1-(1+\eta)/2}) C_1|\Theta(\eta, \xi) - \Theta(\eta, \xi)|\), by (12.3), \(= C_2|u - v|\).

By choosing \(C\) sufficiently large, we may assure that \(C > 2\). Therefore, estimating \(|K(\eta, \xi) - K(\eta, \xi)|, q(\eta, \xi) > C_2 q(\xi, \xi)\) becomes a question of estimating

\[ k_2(u) - k_2(v) \quad \text{with} \quad |u| > 2|u - v|\].

Now the difference in (13.9) can be written as

\[ \{k_2(u) - k_2(v)\} + \{k_2(u) - k_2(v)\}.\]

For the first bracket we have the successive estimates

\[ |k_2(u) - k_2(u)| \leq C|\zeta - \xi| |\zeta - \xi| \leq C|\Theta(\eta, \xi) - \Theta(\eta, \xi)| |u|^{-\alpha} \leq \frac{C|\Theta(\eta, \xi) - \Theta(\eta, \xi)| |\xi - \zeta|}{u} \leq C|\Theta(\eta, \xi) - \Theta(\eta, \xi)| |q(\eta, \xi)|^{-\alpha}.\]

The first estimate above follows from the mean value theorem, the next by the homogeneity of \(k\), the third from the fact that \(\zeta \rightarrow \Theta(\eta, \xi)\) is a diffeomorphism, and the last since \(|u| = \Theta(\eta, \xi) \leq \text{constant}\). For the second bracket of (13.10), observe that whenever \(k\) is a smooth homogeneous function of degree \(-\alpha\), then

\[ |k_2(u) - k_2(v)| \leq C \left| \frac{u - v}{u} \right| \leq \frac{C|u|^{-\alpha}}{|u|^{-\alpha}} \quad \text{for} \quad |u| > 2|u - v|,\]

as a simple homogeneity argument shows. (See Lemma 8.10 in [8].) Putting these two together gives

\[ |K(\eta, \xi) - K(\eta, \xi)| \leq C |\Theta(\eta, \xi) - \Theta(\eta, \xi)| q(\eta, \xi)^{-\alpha},\]

from which (13.8 iii) now follows by (12.3).

By using (13.8) the rest of the proof of the \(L^p\) boundedness may be completed as in the case treated in [8]. To prove that \(T\) extends to a bounded operator on \(L^p\), \(1 < p < 2\), we need to show that for sufficiently large \(C\)

\[ \int_{\eta \in \Omega} |K(\xi, \xi) - K(\xi, \xi)| d\xi \leq C_p.\]
where

\[ K_\delta(\xi, \xi') = \begin{cases} K(\xi, \xi') & \text{when } g(\xi, \xi') > \epsilon \\ 0 & \text{otherwise.} \end{cases} \]

This is proved by the same argument as in [8], upon using (13.8 iii) and the fact that |K(\xi, \eta)| \ll Cq(\xi, \eta)^{-q}. Finally, the result for 2 \leq p < \infty then follows from the case 1 < p \leq 2 by duality, in view of the essential symmetry of the kernel K(\xi, \eta) already discussed above.

The Lp theory for operators of type \lambda > 0 is much simpler.

**Theorem 7.** Suppose T is of type \lambda > 0. Then T has a bounded extension on Lp(M), 1 \leq p \leq \infty. If 0 < \lambda < Q, T is bounded from Lp(M) to Lq(M), where 1/q = (1/p) - (\lambda/Q), if 1 < p, q < \infty.

The proof is not different from the proof of the corresponding theorem in [8]. See in particular Theorem 15.11 and the general lemmas (15.2) and (15.3) used to prove it.

**§ 14. Operators of type \lambda and vector fields**

We shall next study the interplay of the basic vector fields \( X_1, X_2, \ldots, X_n \) and the operators T of type \lambda.

Recall (from the definitions of § 7) that we have a doubly indexed family of vector fields \{X_{\mu}\}, 1 \leq j \leq r, where \( X_{1j} = X_{\mu} \) and more generally the j index indicates that \( X_{\mu} \) is a commutator of length j of the \( X_1, X_2, \ldots, X_n \). The \{X_{\mu}\} span the tangent space at each point.

The results which we shall need are as follows.

**Theorem 8.** Suppose T is an operator of type \lambda \geq 1. Then \( X_\delta T \) and \( TX_\delta \) are operators of type \lambda - 1. (1)

**Theorem 9.** Suppose T is an operator of type \lambda \geq 0. Given the vector field \( X_{\delta_{\mu}} \), 1 \leq j_0 \leq r, there exist operators \{T_{j,\mu}\} and \( T_{\Phi} \) so that

\[ X_{\delta_{\mu}} T = \sum_{j,\mu} T_{j,\mu} X_{\mu} + T_{\Phi}, \]

where the operator \( T_{\Phi} \) is of type \lambda + j - j_0 if \( j \geq j_0 \) or of type \lambda if \( j < j_0 \), and \( T_{\delta} \) is of type \lambda.

Before proceeding to the proof of Theorems 8 and 9, we review some notions concerning homogeneity with respect to the family of dilations \( \delta \). Recall that a function \( f \) on N

(1) Strictly speaking one should say that there exists an operator \( T' \) of type \lambda - 1 so that \( T'X = T'f \) for smooth functions of compact support. A similar interpretation should be given to all further statements of the same form.
is said to be homogeneous of degree $\lambda_1$ if $\delta_t f(u) = t^{\lambda_1} f(u)$, where $\delta_t f(u) = f(\delta_t u)$. A differential operator $D$ is homogeneous of degree $\lambda_2$ if $D(\delta_t h) = t^{\lambda_2} D\delta_t h$ for all functions $h$. Since we are now primarily interested in local questions, we shall say that a function $f$ is of (local) degree $\lambda_2$ if its Taylor expansion at 0 is a formal sum of terms each of which is homogeneous of degree $\lambda_2$. Similarly, $D$ is of degree $\lambda_2$ if its Taylor expansion is a formal sum of operators of degrees $\lambda_2$. (See § 7.) In the sequel we shall use implicitly the following simple relations between functions and differential operators:

If $f$ is a function of degree $\lambda_1$ and $D$ is a differential operator of degree $\lambda_2$, then

(i) $fD$ is a differential operator of degree $\lambda_2 - \lambda_1$, and

(ii) $DF$ is a function of degree $\lambda_1 - \lambda_2$.

Proof of Theorem 8. We consider first the case when $\lambda > 1$. Using the reasoning in [8], pp. 488–490, it suffices to prove that whenever $K(\xi, \eta)$ is a kernel of type $\lambda$, $\lambda > 1$, then $X_{\lambda}^1 K(\xi, \eta)$ and $X_{\lambda}^2 K(\xi, \eta)$ are kernels of type $\lambda - 1$, where the superscripts indicate the variable of differentiation.

Recall from § 7 that the vector fields $X_k$ can be suitably approximated by the corresponding vector fields $Y_k$ on the free nilpotent Lie group $N_F$. Now if $\eta$ is fixed, we express $\xi$ near $\eta$ in terms of $u$ by $\xi \leftrightarrow u = \Theta(\eta, \xi)$. Then by Theorem 5,

\[(14.3) \quad X_{\lambda}^1 = X_k = Y_k + R_k,\]

where $R_k$ is a differential operator of degree $\leq 0$.

It will also be useful to express $Y_k$ in canonical coordinates. Since $\delta_t (\exp \gamma Y_k) = t \exp \gamma Y_k$, $Y_k$ is a homogeneous differential operator of degree 1. Therefore, if we write

\[(14.4) \quad Y_k = \frac{\partial}{\partial u_{1k}} + \sum_{1 < i < r} g_{i1}^{(k)}(u) \frac{\partial}{\partial u_{1s}},\]

each $g_{i1}^{(k)}(u) \partial / \partial u_{1s}$ is homogeneous of degree 1, and hence $g_{i1}^{(k)}$ is homogeneous of degree $\lambda - 1$.

We are now ready to calculate $X_{\lambda}^1 K(\xi, \eta)$. It suffices to restrict attention to a kernel $K(\xi, \eta)$ of the form

\[K(\xi, \eta) = a(\xi) k_1(\Theta(\eta, \xi)) b(\eta),\]

where $k_1(u)$ is homogeneous of degree $-Q + \lambda$ and depends smoothly on $\xi$. Then a differentiation on $a(\xi)$ gives a kernel of type $\lambda$. Similarly the differentiation with respect to $\xi$ on $k_1(u)$ again gives a function of the same type, $\lambda$, and this again leads to a kernel of type $\lambda$.

Finally we apply $X_{\lambda}^1$ to the $\xi$ variable of $\Theta(\eta, \xi)$ by using (14.3) and (14.4). Observe that since $Y_1$ is a homogeneous differential operator of degree 1, $Y_1(k_1(u))$ is homogeneous
function \( \tilde{k}^i(u) \) of degree \( \lambda - 1 \), while \( R_i(k_i(u)) \) is of degree \( \lambda \). If the Taylor expansion of \( R_i(k_i(u)) \) at \( u = 0 \) is taken to enough terms the remainders will contribute a function of \( u \) which is of class \( C^\infty \) in \( u \), whenever \( q \) is fixed beforehand.

There remarks show that the kernel \( X_i^1 \mathcal{K}(\xi, \eta) \) satisfies the expansion property (13.3) for \( \lambda - 1 \) and hence is a kernel of type \( \lambda - 1 \). The proof is the same for \( X_l^m \mathcal{K}(\xi, \eta) \). This concludes the proof of the theorem when \( \lambda > 1 \).

The proof for \( \lambda = 1 \) is similar except for one modification. We need to show that if \( k(u) \) is a kernel of type 1 on \( N_\pi \), i.e. \( k(u) \) homogeneous of degree \( -Q + 1 \) and smooth away from the origin, then \( Y_{\pi} k(u) \) is a homogeneous function of degree \( -Q \) with vanishing mean value. The latter fact of course follows because \( Y_{\pi} k \) is a homogeneous distribution of type 0, and all such are, modulo a constant multiple of the dirac delta function, given by a homogeneous function of degree \( -Q \) with vanishing mean value. (See e.g. Folland [6], Proposition 1.8.) Now the rest of the proof for the case \( \lambda = 1 \) is completed as in case of \( \lambda > 1 \).

**Proof of Theorem 9.** We first extend (14.3) and (14.4) to higher commutators. First note that if \( D_1 \) and \( D_2 \) are differential operators of local degrees \( \leq \lambda_1 \) and \( \leq \lambda_2 \), respectively, then \( D_1 D_2 \), and therefore \([D_1, D_2] \), are of degree \( \leq \lambda_1 + \lambda_2 \). Since each \( Y_{\pi} \) is a commutator of length \( j \) of the \( Y_{\pi} \) and \( X_{\pi} \) is the corresponding commutator of the \( X_{\pi} \), (14.3) may be generalized to

\[
(14.3') \quad X_{\pi}^j = Y_{\pi} + R_{\pi}.
\]

where \( R_{\pi} \) is a differential operator of degree \( \leq j - 1 \). (14.4) generalizes to

\[
(14.4') \quad Y_{\pi} = \frac{\partial}{\partial u_j} + \sum_{1 \leq i < r} g_{ij}^{(1)}(u) \frac{\partial}{\partial u_i},
\]

where \( g_{ij}^{(1)} \) is homogeneous of degree \( l - j \). This follows from the fact that \( Y_{\pi} \) is homogeneous of degree \( j \).

We next claim that if \( R \) is any vector field of degree \( \leq j \), then

\[
(15.5) \quad R = \sum \alpha_{\pi} X_{\pi},
\]

where each \( \alpha_{\pi} \) has a Taylor expansion whose homogeneous terms are functions of degrees \( \geq j - j_\pi \). In fact, expressing \( R \) first in terms of the \( \partial/\partial u_{\pi} \), we have

\[
R = \sum \alpha_{\pi} \frac{\partial}{\partial u_{\pi}},
\]

where the \( \alpha_{\pi} \) involve homogeneous of degrees \( \geq j - j_\pi \). By inverting the triangular system (14.4), we obtain

\[
(16.6) \quad \frac{\partial}{\partial u_{\pi}} = Y_{\pi} + \sum_{1 \leq i < r} f_{ij}^{(1)}(u) Y_{ij},
\]
with each \(f^{(l,j)}_{\xi}(u)\) homogeneous of degree \(l-j\). Substituting this in the expression above for \(R\) gives
\[
R = \sum b_{\mathfrak{R}} Y_{\mathfrak{R}},
\]
where again the homogeneities of the \(b_{\mathfrak{R}}\) are of degrees \(\geq j-j_0\). However since \(Y_{\mathfrak{R}} = X_{\mathfrak{R}}^0 - R_{\mathfrak{R}}, R_{\mathfrak{R}}\) of degree \(\leq j-1\) by (14.3') we may write
\[
R = \sum b_{\mathfrak{R}} X_{\mathfrak{R}}^0 - \sum b_{\mathfrak{R}} R_{\mathfrak{R}}.
\]
The term \(\sum b_{\mathfrak{R}} X_{\mathfrak{R}}^0\) is already in the proper form, while \(\sum b_{\mathfrak{R}} R_{\mathfrak{R}}\) is of degree \(\leq j_0-1\). Thus we may apply the argument again to \(R' = -\sum b_{\mathfrak{R}} R_{\mathfrak{R}}\). Continuing this way we establish (14.5).

Let us next define the vector fields \(Y'_{\lambda\mathfrak{R}}\) by
\[
Y'_{\lambda\mathfrak{R}}(f)(-u) = -Y_{\lambda\mathfrak{R}}(f(-u)).
\]
Because of (14.6) we have
\[
\frac{\partial}{\partial \mu_{\lambda\mathfrak{R}}} = Y_{\lambda\mathfrak{R}} + \sum_{j<\lambda_0} f^{(l,j)}(u) Y'_{\lambda, j},
\]
and hence by (14.4)
\[
(14.7)
Y_{\lambda\mathfrak{R}} = \sum g^{(l)}(u) Y'_{\lambda, l},
\]
where \(g^{(l)}\) is homogeneous of degree \(l-j_0\). Also, since \(\Theta(\xi, \eta) = -\Theta(\eta, \xi)\) it follows from (14.3') that
\[
(14.3')\quad X'_{\lambda\mathfrak{R}} = -Y'_{\lambda\mathfrak{R}} + R'_{\lambda\mathfrak{R}},
\]
where \(R_{\lambda\mathfrak{R}}\) is of degree \(\leq j-1\). Thus if \(R\) is any vector field of degree \(\leq j_0\) then
\[
(14.5')\quad R = \sum h_{\lambda\mathfrak{R}} X'_{\lambda\mathfrak{R}},
\]
where each \(h_{\lambda\mathfrak{R}}\) has a Taylor expansion of homogeneous functions of degree \(\geq j-j_0\).

In proving Theorem 9, we need to apply the vector fields \(X'_{\lambda\mathfrak{R}}\) to terms of the form \(k(q(\eta, \xi))\) and to compare this with the effect of the \(X_{\mathfrak{R}}^0\) on \(k(q(\eta, \xi))\). When the differentiation is with respect to \(\xi\) in \(k(\xi(u))\) we get a term of type \(\lambda\) which is incorporated in \(T_\theta\). Now let \(X_{\lambda\mathfrak{R}}^0\) and \(X'_{\lambda\mathfrak{R}}\) act on \(u\) variable. By (14.3'), (14.3'), (14.5), (14.5'), and (14.7),
\[
X_{\lambda\mathfrak{R}}^0 = \sum a^{(l)}(u) X'_{\lambda\mathfrak{R}},
\]
where each \(a^{(l)}(u)\) is of local degree \(\geq \max\{j-j_0, 0\}\). Hence,
\[
X_{\lambda\mathfrak{R}}^0(k_\xi(\xi(u))) = \sum a^{(l)}(u) X'_{\lambda\mathfrak{R}}(k_\xi(\xi(u))) = \sum X'_{\lambda\mathfrak{R}}(a^{(l)}(u) k_\xi(\xi(u))) k_\xi(\xi(u)).
\]
\(a^{(l)}(u) k_\xi(\xi(u))\) is a function of type \(\geq 0\). Thus the operator \(T_{\mathfrak{R}}\) whose kernel is \(K(\xi, \eta) = -a(\xi) a^{(l)}(u) k_\xi(\xi(u)) b(\eta)\), with \(u = \Theta(\eta, \xi)\), is of type \(\max\{\lambda, (j-j_0)+\lambda\}\).
and is in the desired form for (14.1). The terms \( X_{n(u)}(a^{k(u)}_{k(u)} b(u)) k(u) \) give operators of type \( \lambda \), which again are incorporated in \( T_0 \). This concludes the proof of the theorem.

**Corollary.** Suppose \( T \) is an operator of type \( \lambda \), \( \lambda \geq 0 \). Then there exist operators \( T_0, T_1, \ldots, T_n \) of type \( \lambda \) so that

\[
X_n T = \sum_{k=1}^n T_k X_k + T_0.
\]

(14.8)

**Proof.** Applying Theorem 9, we obtain

\[
X_n T = \sum T_k X_k + T_0,
\]

with \( T_k \) of type \( \lambda + j - 1 \). Now consider, for example, the monomial \( T_{2k} X_{2k} \), writing \( X_{2k} = [X_{1k}, X_{1k}] \),

\[
T_{2k} X_{2k} = (T_{2k} X_{1k}) X_{1k} - (T_{2k} X_{1k}) X_{1k}.
\]

By Theorem 9, \( T_{2k} X_{1k} \) and \( T_{2k} X_{1k} \) are type \( \lambda \), since \( T_{2k} \) is of type \( \lambda + 1 \). Hence \( T_{2k} X_{2k} \) has the required form for (14.8). A similar argument holds for \( T_k X_{jk}, j > 2 \).

§ 15. Parametries

We are now ready to achieve one of our main goals. We consider the differential operator

\[
\mathcal{L} = \sum_{j=1}^n X_j^2 + \frac{1}{2} \sum_{k \leq \lambda} c_{jk} [X_j, X_k],
\]

(15.1)

where \( c = (c_{jk}) \) is a skew symmetric matrix of smooth functions on \( M \). For further applications the appropriate conditions to impose on the \( c_{jk} \) are of two alternative kinds. Recall that the \( c_{jk} \) take values in the space of linear transformations of a finite dimensional vector space \( W \). (See § 5). In the scalar case (i.e. when \( \dim W = 1 \)) we shall require

\[
\| \text{Im} (\xi) \| < 1 \quad \text{for each } \xi \in M,
\]

(15.2)

where \( \| \cdot \| \) denotes the operator norm as in Part I.

When the functions are vector-valued (and \( c_{jk} \) is a linear transformation) we shall require the following less explicit condition on the \( c_{jk} \): Suppose \( Y_1, Y_2, \ldots, Y_n \) are the generators of the free Lie algebra \( \mathfrak{g} \). Then for each \( \xi \in M \), we require that

\[
\sum \| Y_j f \|^2 \leq C (| \mathcal{L}_f |, f), \quad \sum \| Y_j f \|^2 \leq C (| \mathcal{L}_f |, f), \quad f \in C^\infty_0,
\]

(15.2')

for all \( \xi \in M \), where \( \mathcal{L}_f = \sum Y_j^2 + \frac{1}{2} \sum c_{jk} [Y_j, Y_k] \).

(*) Observe by the results of Part I that in the scalar case (15.2) always implies (15.2'), and conversely (15.2') implies (15.2) when \( n > 3 \) and \( \epsilon \) is purely imaginary. In the general case it would be interesting to determine more explicit conditions equivalent with (15.2').
Theorem 10. Given $a \in C^\infty(M)$, there exist operators $P$, $S$, and $S'$ so that

(i) $P$ is of type 2,

(ii) $S$ and $S'$ are of type 1,

(iii) $LP = aI + S$, $PL = aI + S'$, where $I$ denotes the identity transformation.

Proof. We pass to the free nilpotent algebra $\mathfrak{N}$ with generating vector fields $Y_1, Y_2, \ldots, Y_n$ used to approximate the vector fields $X_k$ by Theorem 5. For each $\xi \in M$ consider the operator

$$L_\xi = \sum_{j=1}^n Y_j^2 + \frac{1}{2} \sum c_{jk}(\xi)[Y_j, Y_k].$$

Now if we are in the scalar case and condition (15.2) holds, then so does (15.2') by (2.11) of Part I. However, if (15.2') holds in either case, then Theorem 3 of Part I, guarantees that $L_\xi$ is hypoelliptic and has a unique fundamental solution $k_\xi$ which satisfies the following properties. (See § 5 and § 6).

1. $u \mapsto k_\xi(u)$ is of type 2 (as a function on $\mathbb{N}$, the group corresponding to $\mathfrak{N}$);

2. $L_\xi k_\xi = \delta$, where $\delta$ is the Dirac distribution on $\mathbb{N}$;

3. The function $\xi \mapsto k_\xi(u)$ is smooth in $\xi$.

We fashion our parametrix out of $k_\xi$ as follows. Consider any $C^\infty$ function $b$ with compact support in $M$ such that $b = 1$ on the support of $a$. Now let $K$ be the kernel of type 2 given by

$$K(\xi, \eta) = a(\xi) k_\xi(\Theta(\eta, \xi)) b(\eta),$$

and $P$ the corresponding type 2 operator

$$f \mapsto \int K(\xi, \eta) f(\eta) d\eta.$$

To verify that $P$ satisfies the properties (ii) and (iii) of the Theorem we follow the analogous argument for the proof of Proposition 16.2 of [8], the only difference being that in our case we shall have to carry out an additional differentiation on the $\xi$ variable of $k_\xi(u)$. Thus for fixed $\eta$, let us consider the action of differentiation with respect to $\xi$, given by $\mathcal{L}(K(\xi, \eta))$. We claim that the result is $a(\xi) \delta_\eta(\xi) + K_1(\xi, \eta)$, where $K_1$ will be a kernel of type 1 and $\delta_\eta(\xi)$ is the delta function centered at $\eta$.

In carrying out the indicated differentiations, it is easy to see that the main contribution arises when all differentiation is on the $u$ variable in $k_\xi(u)$, since the other differentiations will lead to kernels of type 1 or higher. Now we approximate $X_k$ by $Y_k$ with
error \( R_\delta, R_\partial \) of degree \( \leq 0 \). Then

\[
\mathcal{L} = \sum_j X_j^2 + \frac{1}{4} \sum_{j,k} c_{\partial j} [X_j, X_k] = \sum_j Y_j^2 + \frac{1}{4} \sum_{j,k} c_{\partial j} [Y_j, Y_k] + \Delta,
\]

where \( \Delta \) is a differential operator of local degree \( \leq 1 \). The application of \( \sum_j Y_j^2 + \frac{1}{4} \sum_{j,k} c_{\partial j} [Y_j, Y_k] \) to \( k_\xi(u) \) gives us the delta function at \( u = 0 \) (i.e. at \( \xi = \eta \)), and thus this term contributes \( a(\xi) b(\xi) \delta_\xi(\eta) = a(\xi) \delta_\xi(\xi) \). Since \( k_\xi(u) \) is a kernel of type 2, the application of \( \Delta \) to \( k_\xi(u) \) is a kernel of type 1, and so leads to an operator of type 1. Putting the above together shows that \( \mathcal{L} P = a I + S \), where \( S \) is of type 1. The proof for \( P \mathcal{L} \) is similar.

q.e.d.

From Theorem 10 we can find a useful expression for \( f \) in terms of the \( X_j \).

**Corollary.** Suppose \( a \) is a \( C^\infty \) function of compact support. Then there exists operators \( T_0, T_1, ..., T_n \), of type 1, such that for any \( f \in C_0^\infty(M) \),

\begin{equation}
a f = \sum_{j=1}^n T_j X_j f + T_0 f.
\end{equation}

**Proof.** Apply the theorem to the special case when \( \mathcal{L} = \sum_j X_j^2 \), and use (15.3). The result is (15.5) with \( T_j = P X_j, j = 1, ..., n \), and \( T_0 = S' \). Since \( P \) is of type 2, \( T_j = P X_j \) is of type 1 by Theorem 8 of § 14, and the corollary is proved.

§ 16. The spaces \( S_{\lambda}^p, L_{\lambda}^p \), and \( \Lambda_{\lambda} \)

The basic properties of operators of type \( \lambda \), and in particular, of the parametrix \( P \) and the error terms \( S \) and \( S' \) of Theorem 10, will be expressed in terms of function spaces which we now study.

For any integer \( k \geq 0 \) and any \( p, 1 < p < \infty \), we define \( S_{\lambda}^p(M) \) to consist of all \( f \in L^p(M) \) such that \( (X_{i_1} X_{i_2} ... X_{i_l}) f \in L^p(M) \), all \( 0 \leq l \leq k \). For the norm we take

\[
\| f \|_{S_{\lambda}^p} = \sum_{0 \leq l \leq r} \| X_{i_1} ... X_{i_l} f \|_{L^p(M)},
\]

where the sum is taken over all ordered monomials \( X_{i_1} X_{i_2} ... X_{i_l} \), \( 0 \leq l \leq r \) of the basic vector fields.

**Theorem 11.** Suppose \( T \) is an operator of type \( \lambda \), where \( \lambda \) is a non-negative integer. Then \( T \) is bounded from \( S_{\lambda}^p \) to \( S_{\lambda+p}^p \).
Proof. Write \( F = T(f) \). Then successive applications of Theorem 8 and the corollary of Theorem 10 show that

\[ X_1, \ldots, X_{n+k} F = \sum_{0 \leq \kappa' < k} \sum_{\lambda_1, \ldots, \lambda_k} T_{\lambda_1, \ldots, \lambda_k} X_{\lambda_1} \ldots X_{\lambda_k} f, \]

where the operators \( T_{\lambda_1, \ldots, \lambda_k} \) are each of type 0. By Theorem 6 these operators are bounded on \( L^p(M) \) and the assertion of Theorem 11 then follows.

The function spaces \( S^r_\alpha(M) \) take into account the special directions given by the basic vector fields \( X_1, \ldots, X_n \). For some other applications it is useful also to consider the classical Sobolev spaces which don’t distinguish these directions. To study these spaces we can embed \( M \) (which we may assume has already been shrunk) in \( \mathbb{R}^n(m - \dim M) \) by an appropriate coordinate chart. Then any compactly supported function \( f \) on \( M \) may be extended to all of \( \mathbb{R}^n \) by setting it equal to zero outside the coordinate neighborhood corresponding to \( M \). Now let \( L^p_\alpha(\mathbb{R}^n) \), \( 1 < p < \infty \), be the classical Sobolev spaces. (See e.g. Stein [22]). If \( f \) is a function on \( M \) we shall say \( f \in L^p_\alpha(M) \) if \( a f \in L^p_\alpha(\mathbb{R}^n) \) for every \( a \in \mathcal{C}_c^\infty(M) \).

Following this convention we shall say that a mapping \( T \) taking functions on \( M \) to functions on \( M \) is bounded from \( L^p_\alpha(M) \) to \( L^p_\beta(M) \) if for every pair \( a, b \in \mathcal{C}_c^\infty(M) \), the mapping \( a T b \) is bounded from \( L^p_\alpha(\mathbb{R}^n) \) to \( L^p_\beta(\mathbb{R}^n) \). Of course the bounds of the mappings \( a T b \) may depend on the cut-off functions \( a \) and \( b \).

**Theorem 12.** Suppose \( T \) is an operator of type \( \lambda \), where \( \lambda \) is a non-negative integer. Then \( T \) is a bounded mapping from \( L^p_\alpha(M) \) to \( L^p_{\alpha + \ell(r)}(M) \), for \( \alpha > 0 \), \( 1 < p < \infty \).

The reader should recall that \( r \) is the least integer so that the commutators \([X_{i_1}, [X_{i_2}, \ldots, X_{i_r}], \ldots, ]\), \( i \leq r \), span the tangent space.

The theorem will be based on the following lemma.

**Lemma.** Suppose \( T \) is an operator of type 1. Then \( T \) maps \( L^p(M) \) to \( L^p(\mathbb{R}^n)(M) \), \( 1 < p < \infty \).

The proof of the lemma is merely a reworking of the argument (corresponding to the case \( r = 2 \)) given for Proposition 19.7, pp. 508–514 of Folland-Stein [8], and so we may be brief.

It suffices to consider \( T \) with a kernel of the form \( a(\xi) k_\xi(\Theta(\eta, \xi)) b(\eta) \), where \( k_\xi(u) \) is homogeneous of degree \(-Q + 1\) and smooth jointly in \( \xi \) and \( u \) when \( u \neq 0 \). We replace

\(^{(1)}\) An elaboration of the argument shows that the result extends to any non-negative real \( \lambda \).
\(k_\xi(u)\) by the analytic family \(z_k\xi(u)u|^{s-1}, 0 < Re(\xi) < r\), and write \(T_\xi\) for the operator with kernel \(a(\xi)z_k\xi|\Theta(\eta, \xi)|^{s-1} b(\eta)\).

As in [8], and by the use of the reasoning in §13 and §14, one can verify the following.

(i) For each \(f \in L^p(M), \ g \in C_c^\infty(M)\), the function \(z \mapsto \langle T_\xi f | g \rangle \) is analytic for \(0 < Re(\xi) < r\), continuous in the closure of the strip, and of at most polynomial growth at infinity.

(ii) When \(Re(\xi) = r\), \(T_\xi f \in L^p(M)\) and \(\|T_\xi f\|_{L^p(M)} \leq C(1 + |\xi|)^{s-\frac{n}{p}}\|f\|_{L^p(M)}\).

(iii) For each \(z\) with \(Re(\xi) = 0\), \(T_\xi f \to T_\xi f\) in \(L^p\), as \(z' \to z\), when \(Re(\xi') > 0\). Moreover,

\[\|T_\xi f\|_{L^p(M)} \leq C(1 + |\xi|)^{s-\frac{n}{p}}\|f\|_{L^p(M)}\].

(In (ii) and (iii) above we have considered the natural extensions of \(T_\xi\) to functions on \(\mathbb{R}^n\) as described above.) A combination of (ii) and (iii) via the Calderón interpolation theorem (see [4]) then gives

\[\|T_\xi f\|_{L^p(M)} = \|T f\|_{L^p(M)} \leq C\|f\|_{L^p(M)}\]

and the lemma is proved.

Still assuming \(T\) is of type 1, we shall show that \(T\) maps \(L^p_\xi(M)\) to \(L^p_{\xi+1+r}(M)\). Consider the vector fields \(X_{\xi_k}, 1 \leq j \leq r\) spanning the full tangent space. By Theorem 9, if \(\delta \in C_c^\infty(M)\), then

\[X_{\xi_k}, T(bf) = \sum X_{\xi_k} T(bf) = \sum \lambda T(bf) + T_\delta bf,\]

where \(T_{\xi_k}\) and \(T_\delta\) are of type 1. If \(f \in L^p_\xi\), each \(X_{\xi_k} T(bf)\) is in \(L^p\), and so by the lemma, \(X_{\xi_k} T(bf) \in L^p_{\xi+1+r}(M)\). Since the \(X_{\xi_k}\) span, this implies \(aT(bf) \in L^p_{\xi+1+r}(M)\). By repeating this argument, we can show that \(T\) maps \(L^p_\xi(M)\) to \(L^p_{\xi+1+r}\), when \(\alpha\) is a non-negative integer.

The standard interpolation theorem for \(L^p_\xi(\mathbb{R}^n)\) (see Calderón [4]) then shows that the same result holds for any real \(\alpha, 0 < \alpha < \infty\).

Finally, we drop the restriction that the operator \(T\) is of type 1. Suppose \(T\) is of type \(\lambda > 1\), and \(a\) is any smooth function of compact support. By induction it will suffice to show that

\[a T = \sum T_j T_j,\]

where \(T_j\) is of type \(\lambda - 1\) and \(T_j^*\) is of type 1. To prove (16.2), let \(P\) be the parametrix for \(C = \sum X_j^2\). Then

\[a T = TS - \sum (TX_j)(X_j P),\]

which proves (16.2) with \(T_0 = T, T_0^* = S\), and \(T_j = TX_j, T_j^* = X_j T\). (The operators are of the required type by Theorem 8.) This concludes the proof of the theorem.

There is the following basic inclusion relating the spaces \(S^p_k\) and \(L^p_k\).
Theorem 13. $S^r(M) \subset L^t(M)$. 

Proof. Suppose first $f \in S^r(M)$. By (15.5)

\[ af = \sum_{j=1}^{n} T_j^r X_j f + T_0 f, \]

$T_j$ of type 1. Since $X_j f \in L^r(M)$ by assumption, Theorem 12 shows $af \in L^t(M)$, proving the case $k = 1$. For $k = 2$ apply (15.5) again to the function $af$, using another function $a_2 \in C^0(M)$ with $a_2 = 1$ on the support of $a$. This gives

\[ af = \sum_{j,k} T_j^r T_k^r X_j f + \sum_{j} T_j^r X_j T_0 f. \]

By the corollary to Theorem 9 we can reverse the order of $X_j T_j^r$ which gives

\[ af = \sum_{j,k} T_j^r T_k^r X_j f + \sum_{j,k} T_j^r X_j T_0 f, \]

where the $T_j$, $T_k$, $T_0$ are of type 1. An application of Theorem 12 then shows $f \in L^t(M)$. This argument can be continued indefinitely, giving the theorem.

We now come to the $\Lambda_a$ spaces. We shall say that $f$, defined on $M$, belongs to $\Lambda_a(M)$ if $af$, extended to $\mathbb{R}^n$, belongs to $\Lambda_a(\mathbb{R}^n)$ for any $a \in C^0(M)$. For the basic properties of the $\Lambda_a$ spaces, see e.g. Stein [22]. The main fact we shall prove is the following.

Theorem 14. Suppose $T$ is an operator of type $\lambda$, $\lambda > 0$. Then

(a) $T$ maps $\Lambda_a(M)$ to $\Lambda_{a + ||\lambda||}(M)$, if $a > 0$,

(b) $T$ maps $L^\infty(M)$ to $\Lambda_{\lambda r}(M)$.

Remark. For the case $r = 2$ see Greiner-Stein [9].

Proof. \(^{(1)}\) We consider first the case $0 < \lambda < 1$. Everything will be based on the following estimate:

(16.4) Lemma. Suppose $K(\xi, \eta)$ is a kernel of type $\lambda$, $0 < \lambda < 1$. Then

\[ \int_M \left| K(\xi_1, \eta) - K(\xi_2, \eta) \right| d\eta < C \| \xi_1 - \xi_2 \|^r. \]

(The notation $\| \xi_1 - \xi_2 \|$ indicates the Euclidean distance between two points $\xi_1, \xi_2 \in \mathbb{R}^n$.)

\(^{(1)}\) We limit ourselves to the case $r > 2$. The argument given would have to be modified somewhat to cover the classical case $r = 1$ (see also the proof of Lemma 18.3 below).
Proof. We divide the region of integration of the $\eta$ variable into two subregions:

$$\{\eta: \varrho(\xi, \eta) \leq d\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}\}$$

and

$$\{\eta: \varrho(\xi, \eta) > d\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}\}.$$ 

The constant $d$ will be chosen in the course of the proof. We can as usual assume that $K(\xi, \eta) = a(\xi)k_2(\Theta(\eta, \xi))b(\eta)$, where each $a \rightarrow k_2(u)$ is a function of type $\lambda$ on the group and the dependence on $\xi$ is smooth.

Consider first

$$I_1 = \int_{\Theta(\eta, \xi) \leq C\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}} |K(\xi, \eta) - K(\xi_2, \eta)| \, d\eta.$$ 

Observe that $\varrho(\xi, \xi_2) = |\Theta(\xi_1, \xi_2)| \leq C\|\Theta(\xi_1, \xi_2)\|^{1/r}$ since $\|u\| \leq C' \sum_{j=0}^{\lambda/2} \|u_{r_j}\|^{1/r} \leq C\|u\|^{1/r}$.

(See (5.2) and 5.4.) However, $\Theta(\xi, \eta)$ vanishes on the diagonal and is jointly smooth. Therefore $\|\Theta(\xi, \eta)\| \leq C\|\xi - \eta\|$, which combined with the above gives

$$\varrho(\xi, \xi_2) \leq C\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}.$$ 

From this and the "triangle inequality"

$$\varrho(\xi, \eta) \leq C(\varrho(\xi_1, \eta) + \varrho(\xi_2, \eta)).$$

(see (12.3)) we have the containment

$$\{\eta: \varrho(\xi, \eta) \leq d\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}\} \subset \{\eta: \varrho(\xi_1, \eta) \leq C\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}\}.$$ 

Hence we get as an estimate for $I_1$

$$I_1 \leq \int_{\Theta(\eta, \xi) \leq C\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}} |K(\xi, \eta)| \, d\eta + \int_{\Theta(\eta, \xi) > C\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}} |K(\xi_2, \eta)| \, d\eta.$$ 

In view of (13.6) and the properties of $\Theta(\xi, \eta)$ and the measure $d\eta$ already discussed in §12, we get

$$I_1 \leq C \int_{\|u\| \leq C\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}} |u|^{-\lambda/2} \, du \leq C' \|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}$$

when $\lambda > 0$. (See Footnote before (13.7).)

Next, consider

$$I_2 = \int_{\Theta(\eta, \xi) > d\|\tilde{\xi}_1 - \tilde{\xi}_2\|^{1/r}} |K(\xi, \eta) - K(\xi_2, \eta)| \, d\eta.$$ 

We shall estimate $|K(\xi, \eta) - K(\xi_2, \eta)|$. Except for a trivial term which is dominated by $\|\tilde{\xi}_1 - \tilde{\xi}_2\| \varrho(\xi, \eta)^{-\lambda/2}$, this difference can be estimated by

$$k_{2,\lambda}(u) - k_{2,\lambda}(v)$$

(16.6)
where \( u = \Theta(\eta, \xi_1) \) and \( v = \Theta(\eta, \xi_2) \). The first difference in (16.6) can be majorized by
\[
C\|\xi_1 - \xi_2\|\|u\|^{-Q+\lambda} - C\|\xi_1 - \xi_2\|\eta(\xi_1, \eta)^{-Q+\lambda},
\]
which again gives a contribution of the size of the trivial term.

We now focus on estimating the main term of (16.6): \( |k_\xi(u) - k_\xi(v)| \). We write \( u \in N \) as \( u = (u_{jk}) \). Recall that the basic dilations are \( (u_{jk}) \to (tu_{jk}), t > 0 \). We claim that
\[
|k_\xi(u) - k_\xi(v)| \leq C \sum_{j \geq 1} \sum_{k} |u_{jk} - v_{jk}| |u|^{-Q+\lambda}, \tag{16.7}
\]
whenever \( |u| \geq 2|v| \). To prove (16.7), we note that since both sides are homogeneous of degree \(-Q+\lambda\) under \((u, v) \to (tu, tv)\), it suffices to prove the equality when \(|u| = 1\) and \(|u - v| \leq 1/4\). In that case (16.7) is an immediate consequence of the smoothness of \( k_\xi(u) \) away from \( u = 0 \).

Now \( |u - v| = |\Theta(\eta, \xi_1) - \Theta(\eta, \xi_2)| \leq C\|\Theta(\eta, \xi_1) - \Theta(\eta, \xi_2)\|^{1/2} \leq C\|\xi_1 - \xi_2\|^{1/2} \)
as before. Thus in the region under consideration, \( |u| \geq d\|\xi_1 - \xi_2\|^{1/2} \) implies \( |u| \geq 2|u - v| \), for \( d \geq 2C_1 \). Now fix \( d \) so that \( d = 2C_1 \). Then since \( \sum |u_{jk} - v_{jk}| \leq C\|\Theta(\eta, \xi_1) - \Theta(\eta, \xi_2)\|^{1/2} \)
\( \leq C\|\xi_1 - \xi_2\|^{1/2} \), (16.7) implies
\[
|k_\xi(u) - k_\xi(v)| \leq C\|\xi_1 - \xi_2\| |u|^{-Q+\lambda},
\]
when \(|u| \geq d\|\xi_1 - \xi_2\|^{1/2} \).

Gathering together our estimates gives us
\[
|K(\xi_1, \eta) - K(\xi_2, \eta)| \leq C\|\xi_1 - \xi_2\| (q(\xi_1, \eta))^{-Q+\lambda},
\]
in the region used to define \( I_2 \). Hence we obtain
\[
I_2 \leq C\|\xi_1 - \xi_2\| \int_{\|x| < 1, x \in \xi_1 - \xi_2 + i^{1/2}} q(\xi_1, \eta)(\xi_1, \eta)^{-Q+\lambda} d\eta.
\]
However, for any positive \( s \),
\[
\int_{\|x| > s} q(\xi, \eta)(\xi_1, \eta)^{-Q+\lambda} d\eta \leq C \int_{|u| > C, s} |u|^{-Q+\lambda} du = C_{s, r} s^{1-r}
\]
provided \( \lambda < r \), which holds in our case since \( \lambda < 1 \) and \( r > 2 \) by assumption. This proves the lemma.

The lemma immediately yields part (b) of the theorem when \( 0 < \lambda \leq 1 \).

We prove part (a) of the theorem first when \( 0 < \lambda < 1 \). Suppose \( f \in \Lambda_\alpha(\mathbb{R}^m) \). Then there exists a family \( J_\xi \in \mathcal{C}^\infty(\mathbb{R}^m) \) so that
\[
\|\partial^\alpha J_\xi f\|_{L^\infty} \leq Ce^{x-1}, \quad j = 1, \ldots, m, \quad \text{and} \quad \|f - J_\xi f\|_{L^\infty} \leq Ce^x
\]
whenever $0 < \varepsilon < \infty$. In fact, we may take $f_s(x) = u(x, s)$, where $u$ is the Poisson integral of $f$, as in Chapter V of Stein [22]. The properties above then follow since

$$f - f_s = - \int_0^s (\partial u/\partial y) dy, \quad \|\partial u/\partial y\|_{L^\infty} \leq Cy^{-1} \quad \text{and} \quad \|\partial u/\partial x_r\|_{L^\infty} \leq Cy^{-1}.$$ 

Observe $C \leq \text{constant } \|f\|_{\Lambda_{\varepsilon}}$.

Suppose now $T$ is our operator of type $\lambda \leq 1$. Write $T'(f) = aT(bf)$ with $a, b \in C_{00}(M)$. Let $F = T'(f)$ and $F_s = T'(f_s)$. Then by the lemma,

$$(16.8) \quad \|F - F_s\|_{\Lambda_{\lambda + \varepsilon}} \leq C\|f - f_s\|_{L^\infty}.$$ 

Next note that

$$(16.9) \quad \|F_s\|_{\Lambda_{\lambda + \varepsilon} + 1} \leq C\left(\|F_s\|_{\Lambda_{\lambda + \varepsilon}} + \sum_{j=1}^m \left|\frac{\partial}{\partial x_j} F_s\right|_{\Lambda_{\lambda \varepsilon}}\right).$$ 

By using Theorem 9, it is an easy matter to express each $(\partial/\partial x_j) T' f_s$ as

$$(16.10) \quad \frac{\partial}{\partial x_j} T'(f) = \sum_{k=1}^m T_{j,k} \left(\frac{\partial}{\partial x_k} f_s\right) + T_{j,0} f_s,$$

where the $T_{j,k}$ and $T_{j,0}$ are of type $\lambda$. Therefore by the lemma and the bound for $\|\partial u/\partial x_r\|_{L^\infty}$, we get $\|(\partial/\partial x_j) F_s\|_{\Lambda_{\lambda \varepsilon}} \leq C \varepsilon^{-1}$. Combining this with (16.9) gives

$$(16.11) \quad \|F_s\|_{\Lambda_{\lambda + \varepsilon} + 1} \leq C \varepsilon^{-1}.$$ 

From (16.8),

$$(16.12) \quad \|F - F_s\|_{\Lambda_{\lambda \varepsilon}} \leq C \varepsilon^\delta.$$ 

Now we claim that (16.11) and (16.12) show that $F \in \Lambda_{(\lambda + \varepsilon)\varepsilon}$. To see this, we can argue as follows. Since $0 < \alpha < 1, \lambda < 1, \text{and } r > 1$, we have $\lambda/r + \alpha < 2$. Therefore, it suffices to show that $|\Delta_\lambda^2 F| \leq C |\lambda|^{(\lambda + \varepsilon)\varepsilon}$, $|\lambda| < 1$, where $\Delta_\lambda^2 F = F(x + \lambda) + F(x - \lambda) - 2F(x)$. Now $\Delta_\lambda^2 F = \Delta_\lambda^2 (F - F_\lambda) + \Delta_\lambda^2 (F_\lambda)$. However, in general $\|\Delta_\lambda^2 G\|_{L^\infty} \leq |\lambda|^\alpha \|G\|_{\Lambda_\alpha}$, if $0 < \beta < 2$. Therefore, $\|\Delta_\lambda^2 F\|_{L^\infty} \leq C (|\lambda|^\lambda \varepsilon^\delta + |\lambda|^{(\lambda + 1)\varepsilon} \varepsilon^{-1})$, by (16.11) and (16.12). We take therefore $\varepsilon = |\lambda|$ and get $\|\Delta_\lambda^2 F\|_{L^\infty} \leq C |\lambda|^{(\lambda + \varepsilon)\varepsilon}$. This proves that $F \in \Lambda_{(\lambda + \varepsilon)\varepsilon}$ when $0 < \alpha < 1$. To prove the theorem when $k < \alpha < k + 1$, we use the identity (16.10) $k$ times (with $f$ in place of $f_s$) and reduce matters to the case $0 < \alpha < 1$.

Thus the theorem is proved when $0 < \lambda < 1$, and $\alpha > 0$ but non-integral. The case when $\alpha$ is an integer then follows by the standard interpolation theorems for the $\Lambda_\varepsilon$ spaces. (See O'Neil [18], Taibleson [23], Calderon [4], and Lions-Peetre [17]). Finally, the restriction $0 < \lambda < 1$ is lifted by observing that by (16.2) each operator $T$ of type $\lambda$, $1 < \lambda$, can be written as a finite sum of operators, where each summand is the product of an operator of type $\lambda - 1$ and one of type 1. This completes the proof of Theorem 14.
Part IV. Applications

We present now the main applications of the theory. In § 17 we shall deal with the regularity properties of the operator \( L = \sum_{r=1}^{n} \lambda^{2} + \frac{1}{2} \sum_{j,k} c_{jk} [X_{j}, X_{k}] \), where \( X_{1}, ..., X_{n} \) are smooth real vector fields on \( M \) whose commutators up to step \( r \) span the tangent space, and \( (c_{jk}) \) is a skew symmetric matrix of smooth functions. As in § 15, we shall allow the \( c_{jk} \) to take values in the space of linear transformations of a vector space \( W \). In § 18 we describe how the arguments must be modified to deal with an operator given by \( \sum_{r=1}^{n} \lambda^{2} + X_{0} \), where now it is assumed that \( X_{0}, ..., X_{n} \), and their commutators up to some step span. Finally in § 19 we show how by these methods we can obtain sharp regularity results for the \( \delta_{b} \) Laplacian arising from the \( \delta_{b} \) complex on an appropriate \( C-R \) manifold. The results for \( \delta_{b} \) extend those of Folland-Stein [8] in two ways:

(i) We may allow general metrics,

(ii) The Levi form need not be nondegenerate.

In all our applications we shall lift our initial vector fields \( X_{1}, ..., X_{n} \) (and \( X_{0} \)) on \( M \) to \( \tilde{X}_{1}, ..., \tilde{X}_{n} \) (and \( \tilde{X}_{0} \)) on \( \tilde{M} \) which are free in the sense described in Part II and in § 18 below. We then use the results of Part III to write down parametrics, estimates, etc. for the corresponding operators on \( \tilde{M} \) in place of \( M \). We therefore must begin here by studying the restriction of operators on \( \tilde{M} \) to operators on \( M \).

§ 17. Hypoelliptic operators, I: Sum of squares of vector fields

We are given smooth real vector fields on \( M \) with the property that commutators of length \( \leq r \) span the tangent space at every point in some neighborhood of a fixed \( \xi_{0} \in M \). The construction of Part II allows us to write \( \tilde{M} = M \times T \), (where \( M \) has, if necessary, been shrunk to a smaller neighborhood of \( \xi_{0} \)). Recall that in Part III we have written \( M \) for \( \tilde{M} \). Here \( T \) is the space of additional variables. Shrinking \( \tilde{M} \), we will take \( T \) to be an open ball centered around the origin in \( \mathbb{R}^{n-m} \), where \( n \) is the dimension of the free group \( N_{F} \), and \( m = \dim M \). We may thus assume \( \tilde{M} \) is an open subset of \( \mathbb{R}^{m} \) with compact closure. The vector fields \( \tilde{X}_{1}, \tilde{X}_{0}, ..., \tilde{X}_{n} \) on \( \tilde{M} \) are extended to vector fields \( \tilde{X}_{1}, ..., \tilde{X}_{n} \) on \( \tilde{M} \), which are free up to step \( r \).

We write \( \tilde{\xi} = (\xi, t) \) where \( \xi \in \tilde{M}, \xi \in M, t \in T \). Since \( M \) is itself a coordinate neighborhood of some Euclidean space we may take Euclidean measures \( d\xi \) and \( dt \) on \( M \) and \( T \) respectively. As a consequence, the product measure \( d\xi dt \) is equivalent with the measure \( d\tilde{\xi} \) defined for \( \tilde{M} \) in § 12 above, up to multiplication by a factor which is bounded and has bounded inverse. If \( f \) is any smooth function on \( \tilde{M} \) which is independent of \( t \) (i.e. \( f(\tilde{\xi}) = f(\xi, 0) \)) then
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\( \tilde{X}_i(f) = X_i(f), \quad i = 1, \ldots, n \). In this connection we define the extension operator \( E \) which maps functions on \( M \) to functions on \( \tilde{M} \) in the obvious way:

\[ (E f)(\tilde{x}) = f(\tilde{x}, t) = f(\tilde{x}), \]

where \( \tilde{x} = (\xi, t) \in \tilde{M} \). We shall also need to define a restriction operator \( R \) mapping functions in \( \tilde{M} \) to functions on \( M \) as follows. Suppose \( \varphi \in C_0^\infty(T) \), with \( \int_T \varphi(t) dt = 1 \). Write

\[ Rf(\tilde{x}) = \int_T f(\tilde{x}, t) \varphi(t) dt. \]

The operator \( R \) depends on the particular \( \varphi \) we have chosen. We shall keep \( \varphi \) fixed in the rest of the discussion, but it can be observed that our results are largely independent of \( \varphi \). An obvious relation between \( E \) and \( R \) is the identity

\[ RE = I. \]

It is possible to define the function spaces \( S^p_\sigma(M) \), \( L^p_\omega(M) \), and \( \Lambda_\omega(M) \) in exactly the same way as the corresponding analogues for \( \tilde{M} \) in § 16. (In fact, since in Part III we had used the convention of labeling \( \tilde{M} \), \( \tilde{X}_n \), etc. by \( M \), \( X_n \), etc., even the notations needed for the present definitions are unchanged.)

The main properties of \( E \) and \( R \) are contained in the following propositions.

**Proposition.** \( E \) is a bounded mapping from \( S^p_\sigma(M) \) to \( S^p_\sigma(\tilde{M}) \); from \( L^p_\omega(M) \) to \( L^p_\omega(\tilde{M}) \); and from \( \Lambda_\omega(M) \) to \( \Lambda_\omega(\tilde{M}) \).

\[ (17.3) \]

**Proposition.** \( R \) is a bounded mapping from \( S^p_\sigma(\tilde{M}) \) to \( S^p_\sigma(M) \); from \( L^p_\omega(\tilde{M}) \) to \( L^p_\omega(M) \); and from \( \Lambda_\omega(\tilde{M}) \) to \( \Lambda_\omega(M) \).

**Proof.** Suppose \( f \in L^p(M) \). To see that \( E f \in L^p(\tilde{M}) \) we check that \( \int_{\tilde{M}} |f(\tilde{x}, t)|^p d\tilde{\xi} < \infty. \) However, as we have observed, \( d\tilde{\xi} = c d\xi dt \). Thus \( \int_{\tilde{M}} |f(\tilde{x}, t)|^p d\tilde{\xi} dt \leq C \int_T \int_M |f(x)|^p dx dt \). Since \( T \) is an open ball, it has finite Euclidean measure. Thus the integral on the right above is finite, which shows that \( E f \in L^p(\tilde{M}) \).

Next, it is obvious from the definition of \( E \) and from the properties of the \( \tilde{X}_i \) as extensions of \( X_i \), that

\[ X_{n-1} \tilde{X}_{n-1} \ldots \tilde{X}_n E(f) = EX_{n-1} \ldots \tilde{X}_n f. \]

(17.5)

From this and the previous remarks it is clear that \( E \) maps \( S^p_\sigma(M) \) boundedly to \( S^p_\sigma(\tilde{M}) \). To study the mapping \( E \) on the spaces \( L^p_\omega \), recall the definition of \( L^p_\omega \) given in § 16. A function \( f \) defined in \( M \) is in, say, \( L^p_\omega(M) \) if for every \( \alpha \in C_0^\infty(M) \) the function \( \alpha f \) (regarded as a function on \( \mathbb{R}^m \) when extended by zero outside \( M \)) belongs to the space \( L^p_\omega(\mathbb{R}^m) \). To prove that \( E \)
is bounded, we must show that for every \( a \in C^\infty(M) \) and \( b \in C^\infty_M(M) \), the mapping \( f \mapsto bE(af) \) induces a bounded mapping of \( L^p_k(\mathbb{R}^n) \) to \( L^p(\mathbb{R}^n) \), where \( \vec{X} = \dim M \). Now observe that

\[
\left( \frac{\partial}{\partial \xi} \right)^\nu \left( \frac{\partial}{\partial t} \right)^\nu E(f) = \begin{cases} E \left( \left( \frac{\partial}{\partial \xi} \right)^\nu \right) f & \text{if } \gamma_2 = 0 \\ 0 & \text{if } \gamma_2 > 0. \end{cases}
\]

From this it follows that \( E \) is bounded from \( L^p_k \) to \( L^p(\mathbb{R}^n) \) when \( k \) is an integer, and the general case for all \( \alpha \) positive is then proved by the standard interpolation theorem for \( L^p \) spaces. (See Calderón [4].)

Finally, it is easy to see from the definitions that \( E \) is bounded from \( \Lambda(\alpha)(M) \) to \( \Lambda(\alpha)(\mathbb{R}^n) \) when \( 0 < \alpha < 1 \). Using (17.6) leads immediately to an extension of this to all positive non-integer values of \( \alpha \). The integral values of \( \alpha \) are then obtained by the interpolation theorem for \( \Lambda(\alpha) \) spaces. (See the references quoted at the end of § 16.) Proposition 17.3 is then proved.

To prove Proposition 17.4, notice first that \( |(Rf)(\xi)| \leq \int_M |f(\xi, t)| \varphi(t) dt \), and so by Hölder's inequality, \( |(Rf)(\xi)| \leq C \int_M |f(\xi, t)|^\alpha dt \). An integration in \( \xi \) gives \( \int_M |(Rf)(\xi)|^\nu d\xi \leq C \int_M \int_M |f(\xi, t)|^\nu d\xi dt \leq C' \int_M |f(\tilde{\xi})|^\nu d\tilde{\xi} \), which shows that \( R \) is a bounded mapping from \( L^p(M) \) to \( L^p(M) \). We may generalize this by replacing \( \varphi(t) \) by a function \( \lambda(\xi, t) \in C^\infty(M) \), which together with its derivatives is bounded on \( \mathbb{R}^n \). If \( R' \) is defined by

\[
(R'(f))(\xi) = \int_T \lambda(\xi, t) f(\xi, t) dt,
\]

the above argument then shows

\[
\|R'\|_{L^p(M)} \leq C \|f\|_{L^p(M)}.
\]

Next we can see that

\[
X_a R(f) = R\tilde{X}_af + R'(f),
\]

where \( R' \) is of the form (17.7). In fact, by (7.2),

\[
X_a R - R\tilde{X}_a = -\sum_i \lambda_a(\xi, t) \varphi(t) \frac{\partial}{\partial \xi_i} f(\xi, t) dt.
\]

An integration by parts then gives the desired formula with \( \lambda(\xi, t) = \sum_i \frac{\partial}{\partial \xi_i}(\lambda_a(\xi, t) \varphi(t)) \).

Repeated application of formulae of the type (17.9) yields

\[
X_{x_1} \ldots X_{x_j} R = R\tilde{X}_{x_1} \ldots \tilde{X}_{x_j} + \sum_{\alpha_0 + \ldots + \alpha_j = \alpha} R'_{\alpha_0} \tilde{X}_{\alpha_1} \ldots \tilde{X}_{\alpha_j} + R_0,
\]

where each \( R'_{\alpha} \) and \( R_0 \) is of the form (17.7).
From (17.10) it is then obvious that $R$ takes $S^r(M)$ to $S^r(M)$. The proof that $R$ takes $L^2(M)$ to $L^2(M)$, and $\Lambda_a(M)$ to $\Lambda_a(M)$ is similar to that for $E$ once we observe that

$$\left(\frac{\partial}{\partial \xi}\right)^r R(f) = R\left(\left(\frac{\partial}{\partial \xi}\right)^r f\right).$$

Now Proposition 17.4 is also proved.

For later purposes we observe that in the course of the above proof we have also in effect shown the following.

(17.11) **Corollary.** If $R'$ is an operator of the form (17.7), then $R'$ takes $S^r(M)$ to $S^r(M)$, $L^2(M)$ to $L^2(M)$, $\Lambda_a(M)$ to $\Lambda_a(M)$, and $L^\infty(M)$ to $L^\infty(M)$.

Given any operator $\tilde{T}$ mapping functions on $\tilde{M}$ to functions on $M$ we may define an operator $T$, mapping functions on $M$ to functions on $M$ by

$$T = R\tilde{T}E.$$

An operator $T$ on $M$ will be said to be smoothing of order $\lambda$ ($\lambda$ is a non-negative integer) if it maps $S^r(M)$ to $S^r(M)$, $L^2(M)$ to $L^2(M)$, $\alpha > 0$, $\Lambda_a(M)$ to $\Lambda_{a+\alpha}(M)$, $\alpha > 0$, and $L^\infty(M)$ to $\Lambda_{a+\alpha}(M)$.

(17.12) **Proposition.** If $\tilde{T}$ is of type $\lambda$, then $T$ is smoothing of order $\lambda$. If $\lambda \geq 1$, then $X_k T$ and $T X_k$ are smoothing of order $\lambda - 1$, $1 \leq k \leq n$.

The first statement follows from the definitions, Propositions 17.3 and 17.4, and the results in §16. For the second, use (17.9) and Theorem 11 of §16.

We are now in a position to obtain our basic results for the parametrix of the operator $L = \sum_{j=1}^n X_j^2 + \frac{1}{2} \sum_{i,j} c_{ij} X_i X_j$ on $M$. We shall assume that condition (15.2) holds for $L$ in the scalar case, or that (15.2') holds if $L$ is an operator on vector-valued functions.

**Theorem 15.** Given $a \in C_0^\infty(M)$, there exist operators $P$, $S$, and $S'$ so that

(17.13) \begin{align*}
(a) & \text{ $P$ is smoothing of order 2,} \\
(b) & \text{ $S$ and $S'$ are smoothing of order 1,} \\
& L P = a I + S, \quad P L = a I + S'.
\end{align*}

**Proof.** Let $\psi \in C_0^\infty(T)$ with the property that $\psi(0) = 1$ on the support of $\varphi$. (Recall that $R f(\xi) = \int_T f(\xi, t) \varphi(t) dt$.) Write $\tilde{a}(\xi, t) = a(\xi) \psi(t)$. Then according to Theorem 10 in §15 there exist operators $\tilde{P}$, $\tilde{S}$, and $\tilde{S}_1$ respectively of types 2, 1, and 1, so that

$$\tilde{L} P = \tilde{a} I + \tilde{S} \quad \text{and} \quad P \tilde{L} = \tilde{a} I + \tilde{S}_1.$$
Now multiply the second equation by the operator $R$ on the left and by the operator $E$ on the right. It is clear that $R\alpha I E = a I$. Define $S_1 = R\hat{S}_1 E$ and $P = R\hat{P} E$. By (17.5) we also have $\hat{L} E = E L$. Putting all these together gives $PL = aI + S_1$, and half of our claim is proved if we invoke proposition 17.12.

Next note that $LP = L \hat{R} \hat{P} E = R \hat{C} \hat{P} E + [\hat{L} R - \hat{L} C] \hat{P} E$. However, by (17.10) $LR - C = \sum_{k=1}^{n} R_k \hat{X}_k + R_0 \hat{P} E$ and so

$$LP = aI + R \hat{S} E + \sum_{k} R_k \hat{X}_k \hat{P} E + R_0 \hat{P} E.$$ 

Thus we may take $S = \hat{R} \hat{S} E + \sum_{k} R_k \hat{X}_k \hat{P} E + R_0 \hat{P} E$, and the required property for $S$ follows from corollary 17.11, proposition 17.3, and theorem 8 in § 14. The theorem is therefore proved.

By an iteration argument it is possible to refine the parametrix so that the error terms in (17.13) are smoothing of any preassigned order. We shall exhibit a result of this kind in the form most convenient for applications.

(17.14) Corollary. Suppose $a, b, c$ are in $C_0^\infty(M)$ with $b = 1$ on the support of $a$, and $c = 1$ on the support of $b$. Then for each integer $l$ there exist operators $P_l$ and $S_l$ so that

$$P_l bL = aI + S_l \cdot c,$$

where $P_l$ is smoothing of order 2, and $S_l$ is smoothing of order $l$.

Proof. We shall use the partial ordering $a < b$ to mean that $b = 1$ on the support of $a$. Suppose we are given any three functions $\alpha, \beta, \gamma$ in $C_0^\infty(M)$ with the property $\alpha < \beta < \gamma$.

We can always find another function $\beta_0$ so that $\alpha < \beta_0 < \beta$. Now apply theorem 15 with $a$ replaced by $\alpha$ and $f$ replaced by $\beta_0 f$. The result is $P(\beta_0 f) = aI + S_0 f$. However, $L(\beta_0 f) = \beta_0 L(f) + 2 \sum \gamma \gamma_0 X_\gamma X_0 f + fL(\beta_0)$. Now put $P_0 = P \beta_0$ and

$$S_1 f = S'(\beta_0 f) - 2 \sum P(X_\gamma(\beta_0) X_0 f) - P((L(\beta_0))) f.$$ 

Since $\beta_0 \gamma = \beta_0$, it follows that $P \beta = P_1$. Also $X_j(\beta_0) \gamma = X_j(\beta_0)$, $(L(\beta_0)) \gamma = L(\beta_0)$, and $\beta_0 \gamma = \beta_0$ imply $S_0 \gamma f = S_1 f$. Thus we obtain

(17.16) $$P_l (\beta L(f)) = \alpha f + S_{l-1} f,$$

which proves the lemma for $l = 1$.

To prove the general case, we proceed by induction. Suppose we wish to prove the result for $l$, given the triple of functions $a, b, c$ with $a < b < c$. Choose $a', b', c'$, and $a, \beta, \gamma$ with

$$a = a' < b' < c' < a < \beta < b < c < \gamma,$$
such that \( \alpha, \beta, \gamma \) satisfy (17.16). By induction there exist operators \( P_{l-1} \) and \( S_{l-1} \) so that

\[
P_{l-1}(b' \mathcal{L}) = a' + S_{l-1} \cdot c'\]

Since \( c' \prec \alpha \), then \( c' \cdot c = c' \). Multiplying (17.16) by \( c' \) and substituting for \( c'f \) in (17.17), we obtain

\[
P_{l-1}(b' \mathcal{L}(f)) = a'f + S_{l-1} \cdot c' \cdot (P_{l}(b \mathcal{L}(f)) - c' S_l(f))\]

Now take \( P_{l} = P_{l-1}(b') - S_{l-1} \cdot c' P_{l-1} \beta \) and \( S_l = S_{l-1} \cdot c S_l \gamma \). Since \( b' b = b' \), \( b b = b \), \( a = a' \), and \( \gamma c = \gamma \), we obtain (17.15) from (17.18). The corollary is therefore proved.

**Theorem 16.** Suppose \( f \) is locally in \( L^p(M) \), and \( \mathcal{L}(f) = g \).

(a) If \( g \in L^p_\alpha(M) \), then \( f \in L^p_{\alpha+(2//r)}(M) \), \( \alpha > 0 \).

(b) If \( g \in \Lambda_\alpha(M) \), then \( f \in \Lambda_\alpha_{\alpha+(2//r)}(M) \), \( \alpha > 0 \).

(c) If \( g \in L^q(M) \), then \( f \in \Lambda_{\alpha//r}(M) \).

(d) If \( g \in S_{k//p}(M) \), then \( af \in S_{k+2}(M) \), for each \( a \in C_0^\infty(M) \), \( 1 < p < \infty \), \( k = 0, 1, \ldots \).

**Proof.** We are assuming that \( \mathcal{L}(f) = g \) holds in the weak sense, i.e., \( \int_M f \overline{\mathcal{L}(f)}(\varphi) \overline{d} \xi = \int_M g \varphi \overline{d} \xi \), for all \( \varphi \in C_0^\infty(M) \). Now apply the adjoint of the identity (17.15) and insert in the above.

The result is

\[
\int_M P_l(bg) \varphi \overline{d} \xi = \int_M (af + S_l(f)) \varphi \overline{d} \xi,
\]

and therefore

\[
a f = P_l(bg) - S_l(f).
\]

This identity holds for all triples \( a, b, c \in C_0^\infty(M) \) with \( a \prec b \prec c \), and all \( l \). \( P_l \) is smoothing of order \( 2 \), and \( S_l \) is smoothing of order \( l \). Choose \( l \geq \alpha + \langle 2//r \rangle \). Then \( S_l(cf) \in L^p_{\alpha+(2//r)}(M) \), and \( P_l(bg) \in L^p_{\alpha+(2//r)}(M) \). Since \( a \) is an arbitrary function in \( C_0^\infty(M) \), it follows from (17.19) and the above that \( f \in L^p_{\alpha+(2//r)}(M) \). Parts (b), (c), and (d) of Theorem 16 have parallel proofs.

The theorem may be strengthened by assuming merely that \( f \) is a distribution on \( M \) with \( \mathcal{L}(f) = g \), where \( g \) is in one of the spaces \( L^\infty(M) \), \( L^p(M) \), \( \Lambda_\alpha(M) \), or \( S_{k//p}(M) \). The proof would require an elaboration of the argument, which we shall refrain from giving.

Our last result here is the sharp form of estimates studied in the \( L^2 \) context by Hörmander, Kohn, and Radkevitch.

**Theorem 17.** Suppose \( X_1, X_2, \ldots, X_n \) are real smooth vector fields whose commutators of length \( \ll r \) span the tangent space at each point. If \( f \) and \( X_1 f \in L^p(M) \) (resp. \( \Lambda_\alpha(M) \)) then \( f \in L^p_{\alpha+(2//r)}(M) \) (resp. \( \Lambda_{\alpha+(2//r)}(M) \)) when \( 1 < p < \infty \) and \( \alpha > 0 \) (resp. \( \alpha \geq 0 \)).
Proof. Let \( f \in L^2(M) \) such that each \( X_i f \in L^2(M) \) also, and put \( \tilde{f} = E(f) \), the extension of \( f \) to \( \overline{M} \). By the Corollary of Theorem 10 in §15 (see (15.5)), there exist operators \( \tilde{T}_0, \tilde{T}_1, \ldots, \tilde{T}_n \) of type 1 such that \( \tilde{f} = \sum_{i=1}^n \tilde{T}_i \tilde{X}(\tilde{f}) + \tilde{T}_0(\tilde{f}) \). Now we have already observed that \( \tilde{X}_i(E(f)) = E(X_i f) \). Hence \( \tilde{f} \in L^2_c(M) \) and \( \tilde{X}_i \mathcal{E} \in L^2_c(M) \) by Proposition 17.3. Thus by Theorem 12 in §16, \( f \in L^2_{x+1}(\overline{M}) \), and finally by Proposition 17.4, \( f \in L^2_{x+1}(\overline{M}) \). The proof for \( \Lambda \) is similar.

It is easy to see that the argument also gives the following inequality. Whenever \( a \) and \( b \) are in \( C_0^\infty(M) \) with \( \tilde{b} = 1 \) on the support of \( a \), then

\[
\| a f \|_{L^2_{x+1}(\overline{M})} \leq C \sum_{j=1}^n (\| b X_j f \|_{L^2_{x}(M)} + \| b \|_{L^2_{y}(M)}).
\]

Finally, it may be worthwhile to exhibit a parametrix more explicitly. We shall consider the case where \( \mathcal{L} = \sum_{j=1}^n X_j^2 \). The operator \( P \) has a kernel which, apart from some cut-off functions, is given by

\[
\int_{\mathcal{T}} \int_{\mathcal{T}} \phi(t) k((\xi, t), (\eta, s)) \, dt \, ds,
\]

where \( (\xi, \eta) \in M \times M \). Here \( k \) is the fundamental solution (kernel) for the operator \( \sum_{j=1}^n X_j^2 \) on the free group \( N_{x,n} \), as in §5 of Part I; \( (\xi, t) \) and \( (\eta, t) \) are points on the extended manifold \( \overline{M} = M \times \mathcal{T} \); \( \mathcal{T} \) is the basic mapping of \( \overline{M} \) to \( N_{x,n} \), described in §7, and \( \phi \in C_0^\infty(\mathcal{T}) \) with \( \int_{\mathcal{T}} \phi(t) \, dt = 1 \).

§18. Hypoelliptic Operators, II: Operators of Hörmander type

We consider the differential operator \( \mathcal{L} \) given by

\[
\mathcal{L} = \sum_{j=1}^n X_j^2 + X_0,
\]

where \( X_0, X_1, \ldots, X_n \) are real smooth vector fields on \( M \); we assume that these vector fields, together with their commutators of some finite order, span the tangent space at any point. We shall show how the theory which has been worked out in particular for operators of the form \( \sum_{j=1}^n X_j^2 \) must be modified to take care of this more general case.

First we define the versions of the spaces \( S^2_c(M) \) in the present context. Let \( X_1, \ldots, X_n \) be a monomial with \( 0 \leq j_s < n \), \( s = 1, \ldots, l \). We shall say that this monomial has weight \( r \) if \( r = r_1 + 2r_s \), where \( r_1 \) is the number of \( X_j \)'s that enter with \( j \) between 1 and \( n \), and \( r_s \) is the number of \( X_0 \)'s. So in computing the total weight, we count each \( X_1, X_2, \ldots, X_n \) to have weight 1 and \( X_0 \) to have weight 2. Similarly, the weight of a commutator \([X_h, \]
\[ [X_{i_1}, \ldots, X_{i_n}] \] is defined to be equal to the weight of the corresponding monomial \( X_{i_1} X_{i_2} \ldots X_{i_n} \).

Now when \( k \) is an integer, \( S_k(M) \) is the collection of all \( f \in L^p(M) \) such that
\[ X_{i_1} \ldots X_{i_k} f \in L^p(M) \]
for all monomials of weight \( \leq k \). For the norm we take
\[
\| f \|_{S_k}^2 = \sum \| X_{i_1} \ldots X_{i_k} f \|_{L^p(M)},
\]
where the sum is taken over all ordered monomials of weight \( \leq k \). Observe that in a sense this definition is not entirely optimal when \( k \) is an odd integer. In fact, when \( k = 1 \) the direction \( X_0 \) is not explicitly involved. We shall return to this point later.

The spaces \( L^p_x(M), x \geq 0 \), and \( \Lambda_d(M) \) are of course defined as before. With these definitions the main regularity result for solution of \( L(f) = g \) is then as follows.

**Theorem 18.** Suppose \( L = \sum_{i=1}^n X_i^2 + X_n \), where all commutators of weight \( \leq r \) span the tangent space at each point, and \( L(f) = g \), \( f \in L^p(M) \), \( 1 < p < \infty \). Then the regularity results for \( f \), in terms of \( g \), given in Theorem 16 (§ 17) hold for \( L \) as well.

In complete analogy with what has been done through § 17, we can proceed to prove Theorem 18 by the following steps.

**Step 1.** Let \( \mathfrak{g}_r \) be the free Lie algebra on \( n+1 \) generators \( Y_0, Y_1, \ldots, Y_n \) and let \( \mathfrak{g} \) be the ideal spanned by all commutators of weight \( \geq r+1 \). (Recall that \( Y_0 \) has weight 2, while \( Y_1, Y_2, \ldots, Y_n \) each have weight 1.) Then \( \mathfrak{g} = \mathfrak{g}_r^r = \mathfrak{g}_r / \mathfrak{g} \). will be called the free nilpotent Lie algebra of type \( \Pi \), on \( n+1 \) generators and of weight \( r \). We can identify \( Y_0, \ldots, Y_n \) with their images in \( \mathfrak{g}_r^r \). (We may assume \( r \geq 2 \).) Now the mappings:

\[
\delta_i: \begin{cases} 
Y_0 \to t^2 Y_0 \\
Y_j \to t Y_j, & j = 1, \ldots, n
\end{cases}
\]

\( 0 < t < \infty \), are easily seen to extend to automorphisms of \( \mathfrak{g} \). These dilations give a grading of \( \mathfrak{g} = \sum_{j=1}^n \mathfrak{g}_j \). \( \mathfrak{g}_j \) is the subspace of \( \mathfrak{g} \) on which the action of \( \delta_i \) is given by \( t^j \). Alternatively, \( \mathfrak{g}_j \) is spanned by the commutators of weight \( j \). Thus \( \mathfrak{g}_1 \) is spanned by \( Y_1, \ldots, Y_n \) and \( \mathfrak{g}_2 \) is spanned by \( Y_0 \) and the \( [Y_j, Y_k], 1 \leq j, k \leq n \). \( \mathfrak{g} \) is then stratified of type \( \Pi \), according to the definition in § 3.

Now the left-invariant differential operator \( L_0 = \sum_{j=1}^n X_j^2 + Y_0 \) is homogeneous of degree 2 with respect to the above dilations. Furthermore, \( L_0 \) and \( L_0^* \) are both hypoelliptic, according to Hörmander's theorem in [10]. Thus by Proposition A in § 6, there exists a unique distribution \( k \) of type 2 so that \( L_0(k) = \delta \). This is the fundamental solution of \( L_0 \).

\( ^* \) Obviously the weight of a commutator is not smaller than its length.
Step 2. Returning to our original vector fields \( X_\phi, X_1, ..., X_n \) on \( M \), we shall say that these are free up to weight \( s \), \( s = 1, 2, ... \) at a given point \( \xi_0 \in M \) if all commutators of weight \( \leq s \), restricted to \( \xi_0 \), span a subspace of maximal dimension, i.e. of dimension equal to \( \dim(\mathfrak{H}_s) \).

Now if we know that the commutators of weight \( \leq r \) span the tangent space at a point \( \xi_0 \), then in terms of additional variables, we can lift the vector fields \( X_\phi, X_1, ..., X_n \) to vector fields \( \tilde{X}_\phi, \tilde{X}_1, ..., \tilde{X}_n \) on \( \tilde{M} \), so that these vector fields are free up to weight \( r \); moreover, the commutators of weight \( \leq r \) will span the tangent space at the point \( (\xi_0, 0) \); here \( \tilde{M} = M \times \mathbb{R}^n \). Secondly, if we define the mapping \( \Theta \) as in § 7, then at each point \( \tilde{\xi} \in \tilde{M} \) we can introduce the canonical coordinate system centered at \( \tilde{\xi} \). In terms of local coordinates around any point \( \tilde{\eta} \) near \( \tilde{\xi} \) we have

\[
\tilde{X}_j = Y_j + R_j,
\]

where \( R_j \) has local degree \( \leq 0 \) if \( j = 1, ..., n \), and \( R_0 \) has local degree \( \leq 1 \). (Recall that the variable \( u_0 \) dual to \( Y_0 \) has degree 2, while the variables \( u_j \) dual to \( Y_j \), \( j = 1, ..., n \) have degree 1.)

The proofs of these facts are entirely similar to the situation detailed in Part II.

Step 3. We can now write down a parametrix for \( \tilde{\mathcal{L}} = \sum F_j \tilde{X}_j^2 + \tilde{X}_0 \). It is given by the kernel \( K(\xi, \eta) = a(\tilde{\xi}) k(\Theta(\eta, \tilde{\xi})) b(\eta) \), where \( k \) is the fundamental solution for \( \sum F_j Y_j^2 + Y_0 \) discussed above, and \( a \) and \( b \in C^\infty(\tilde{M}) \) with \( b = 1 \) on the support of \( a \).

If we define operators of type \( \lambda \) in the same way as in § 14, then the result of Theorem 10 holds for \( \tilde{\mathcal{L}} \) as well; that is, the operator \( P \) whose kernel is \( K \) (the parametrix) is of type 2, and \( \mathcal{L}P - aI \) and \( P\mathcal{L} - aI \) are both of type 1.

Step 4. The results of § 16 can be extended, in large part, to include the current case. Thus we can show that if \( T \) is an operator of type \( \lambda \), then if \( \lambda \) is a non-negative integer, \( T \) maps \( S^p \) to \( S^{p+a} \) and \( T \) maps \( L^p \) to \( L^{p+(a+1)r} \) if \( 1 < p < \infty \) and \( 0 < \alpha < \infty \). \( T \) maps \( \Lambda_\alpha \) to \( \Lambda_{\alpha+(a+1)r} \) and \( L^\infty \) to \( \Lambda_{a+r} \), if \( \alpha > 0 \) and \( \lambda > 0 \). However in general it is not true that \( S^p \subseteq L^p \), although inclusion does hold if \( k \) is even or a multiple of \( r \). (We have previously alluded to the reason the inclusion may fail in e.g. the case when \( k = 1 \).) The difference from the previous case arises essentially from the fact that the representation formula (15.5) for \( f \) in terms of \( \tilde{X}_f \) is no longer available. Instead we must use the formula

\[
aI = P \sum_{j=1}^n \tilde{X}_j^2 + P\tilde{X}_0 - S',
\]

where \( P \) is the parametrix for \( \sum F_j \tilde{X}_j^2 + \tilde{X}_0 \), and hence of type 2, and \( S' \) is of type 1.

We outline next a proof of the assertions made above about operators of type \( \lambda \).
(18.2) Lemma. If \( T \) is of type \( \lambda \), \( 0 < \lambda < 1 \) or \( 0 < \lambda < 2 \), then \( T \) maps \( L^p(\mathcal{M}) \) to \( L^p_{\iota r}(\mathcal{M}) \), \( 1 < p < \infty \).

The proof is a straightforward modification of the proof of the corresponding lemma, (16.1) in §16. (The inclusion \( S^p_\iota \subset L^p_\iota \), needed for the proof of the lemma still holds in this case.)

One also needs the following analogue of Lemma 16.4.

(18.3) Lemma. Suppose \( \mathcal{K}(\xi, \eta) \) is a kernel of type \( \lambda \), \( 0 < \lambda < 2 \). Then if \( Tf = \int \mathcal{K}(\xi, \eta) f(\eta) d\eta \), \( T \) maps \( L^\infty(\mathcal{M}) \) to \( L^\infty_{\iota r}(\mathcal{M}) \).

Proof. If we were to exclude the case \( r=1 \) (which corresponds to the classical case) and also \( r=2 \), then we would have \( \lambda/r < 1 \), and the argument given for Lemma 16.4 actually gives the desired result without modification. But when \( r=2 \) or \( r=1 \), then \( \lambda/r \) may be \( \geq 1 \) and the condition that \( Tf \in L^\infty_{\iota r}(\mathcal{M}) \) is more complicated to verify and thus needs an additional argument. One can proceed as follows. We assume \( r=2 \) and \( \lambda = 2 \), since the cases \( r>2 \) or \( r=2 \), \( 0 < \lambda < 2 \) have already been taken care of and the case \( r=1 \) can be treated similarly.

We can restrict consideration to \( T \) with kernel of the form \( a(\xi) b(\eta) \), where \( a(u) \) is homogeneous of degree \(-Q+2\). (\( Q \) is the homogeneous dimension of the free nilpotent algebra of type \( \Pi \) and weight \( r \).) Let \( |\cdot| \) denote the norm function, and for complex \( z \) in the strip \( |\text{Re } z| \leq 1 \), we write \( T_z \) for the operator whose kernel is \( a(\xi) b(\eta) \cdot |\Theta(\eta, \xi)|^z b(\eta) \). Using the arguments of the proof of Lemma 16.1, one shows that whenever \( f \in L^\infty(\mathcal{M}) \) and \( g \in L^\infty(\mathcal{M}) \) the following hold.

(i) The function \( z \mapsto \int X T_z(f) g d\xi \) is analytic and bounded in the strip \(-1 \leq \text{Re } z \leq 1\).

(ii) When \( \text{Re } (z) = -1 \), \( T_z(f) \in L^\infty_{\iota r}(\mathcal{M}) \), and \( \|T_z f\|_{L^\infty_{\iota r}(\mathcal{M})} \leq A(1 + |z|) \|f\|_{L^\infty(\mathcal{M})} \).

(iii) When \( \text{Re } (z) = 1 \), \( T_z(f) \in L^\infty_{\iota r}(\mathcal{M}) \) and \( \|T_z f\|_{L^\infty_{\iota r}(\mathcal{M})} \leq A(1 + |z|) \|f\|_{L^\infty(\mathcal{M})} \).

(To prove (ii) we note that the operator \( T_z \) where \( \text{Re } z = 1 \) has a kernel which is like one of type 1. To prove (iii) we use the fact that since \( r=2 \), \( X_j \), \( j=0, 1, \ldots, n \), and \( \{X_j, X_k\} \), \( 0 < j < k \leq n \), span all the tangent directions. Thus to prove \( T_z(f) \in L^\infty_{\iota r}(\mathcal{M}) \), for instance, we are reduced to a case similar to a kernel of type 1.)

Now a known complex convexity argument (see Taibleson [23] or Calderón [5]) shows that \( T_z(f) \in L^\infty(\mathcal{M}) \) and \( \|T_z(f)\|_{L^\infty(\mathcal{M})} \leq A \|f\|_{L^\infty(\mathcal{M})} \). This proves the lemma.

With Lemmas 18.2 and 18.3 one shows as in §16 that if \( T \) is of type \( \lambda \) with \( \lambda \leq 2 \), then \( T \) maps \( L^\infty(\mathcal{M}) \) to \( L^\infty_{\iota r}(\mathcal{M}) \), \( L^\infty(\mathcal{M}) \) to \( L^\infty_{\iota r}(\mathcal{M}) \), if \( \alpha > 0 \), and \( L^\infty(\mathcal{M}) \) to \( L^\infty_{\iota r}(\mathcal{M}) \).
To pass to the case of general $\lambda$, one uses (18.1) to reduce the case $\lambda > 2$ to the cases $\lambda - 1$ and $\lambda - 2$, and thus obtain the result for all $\lambda > 0$. We shall describe the rest of the argument in terms of an example. Suppose that $T$ is of type $\lambda$ and $f \in L^2_0(\tilde{M})$. We want to show that $Tf \in L^2_{\omega + (\lambda r)}(\tilde{M})$. Then it suffices to deal with $aT(f)$, where $a \in C_0(\tilde{M})$. By (18.1),

$$aT = \sum_{i=0}^n PT_i - ST.$$ 

Here $T_i = \tilde{X}_j^j T_j$, if $j=1, \ldots, n$; and $T_n = X_n T$. In any case $T_j$ is of type $\lambda - 2$. $T$ is of type $\lambda$ and therefore also of type $\lambda - 1$. Since $P$ is of type 2 and $S$ is of type 1, we are reduced to showing that $T_j$ maps $\Lambda_2$ to $\Lambda_{2+(\lambda-2)r}$, and $T$ maps $\Lambda_2$ to $\Lambda_{\lambda+(\lambda-1)r}$. This reduces the problem to the case of operators of types $\lambda - 2$ and $\lambda - 1$, and the induction is complete.

**Step 5.** The final step in the proof of Theorem 18 requires that we observe that the properties of the mappings $E$ and $R$, linking the function spaces on $M$ with those on $\tilde{M}$, expressed in Propositions 17.3 and 17.4 go through without change.

**§ 19. Estimates for $\Box_b$**

Suppose $M$ is a "partially complex" manifold of dimension $2l+1$, $l \geq 1$. (See Folland-Kohn [7], pp. 93–104.) $M$ is then a $C^\infty$ manifold together with a smooth sub-bundle $T_{1,0}$ (of "holomorphic" vectors) of the complex tangent bundle $CT(M)$, so that $\dim \ Chi (T_{1,0}) = l$, for $\xi \in M$; also $(T_{1,0}) \cap (\overline{T_{1,0}})$ is $\{0\}$, and $T_{1,0}$ is integrable in the sense that the bracket of two holomorphic vector fields (cross-sections of $T_{1,0}$) is again a holomorphic vector field.

Assume we are given a hermitian metric on $M$, i.e. a positive definite hermitian form on the complex tangent spaces $CT_x$, $\xi \in M$, varying smoothly with $\xi$, and having the property that $(T_{1,0})_\xi$ and $(\overline{T_{1,0}})_\xi$ are orthogonal.

Since our considerations are purely local (i.e. we may assume that $M$ has, if necessary, been shrunk to a sufficiently small neighborhood of a given point $\xi_0$) we may construct a vector field $N$ which is purely imaginary and is orthogonal to the spaces $T_{1,0}$ and $\overline{T_{1,0}}$ at each point. It follows that $T_{1,0}$, $\overline{T_{1,0}}$ and $CN$ span the tangent space at each point.(1)

Now if $Z$ and $W$ are any two holomorphic vector fields, let $\varphi(Z, W)$ be the smooth function so that

$$[Z, \overline{W}]_\xi = -2\varphi(Z, W) N_\xi \quad \text{mod} \quad (Z_1, \ldots, Z_l, \overline{Z}_1, \ldots, \overline{Z}_l).$$

Then $\varphi(\cdot, \cdot)$, $\xi \in M$, defines a hermitian form called the *Levi form*. Our basic assumption, ((19.10) below) will be in terms of the number of positive and negative eigenvalues of the

---

(1) $N$ is $iT$ in the notation of Folland-Stein [8].
Levi form. We shall choose $Z_1, Z_2, ..., Z_l$ to be an orthonormal basis of smooth holomorphic vector fields at each point. Then we have a corresponding matrix $\varphi_b(\xi)$ given by

$$[Z_1, \bar{Z}_k] = -2\varphi_b(\xi)N \mod (Z_1, ..., Z_l, \bar{Z}_1, ..., \bar{Z}_l).$$

We shall be working in a neighborhood of the fixed point $\xi_0$; we shall therefore make the further choice as far as the basis $Z_1, Z_2, ..., Z_l$ is concerned that at $\xi_0$, $\varphi_b(\xi_0)$ is diagonal. (Note however that in general it is not possible to choose smooth vector fields $Z_1, Z_2, ..., Z_l$ in such a way that $\varphi_b(\xi)$ is diagonal for all $\xi$ in a neighborhood of $\xi_0$.)

The partially complex structure described above allows one to define the $\partial_b$ complex; using the given metric, we can also define the dual $\bar{b}_b$ complex and the resulting Laplacian. With our choice of basis we now set out to compute $\Box_b$ rather explicitly. We follow the formalism of [8], § 5 and § 13.

Let $\omega^1, ..., \omega^l$ denote a dual basis to $Z_1, ..., Z_l$. A $q$-form $f$ is given by $f = \sum_{J=1}^l f_J \omega^J$, where $J = (s_1, s_2, ..., s_q)$, with $s_1 < s_2 < ... < s_q$, $\bar{\omega}^J = \bar{\omega}^{s_1} \wedge \bar{\omega}^{s_2} \wedge ... \wedge \bar{\omega}^{s_q}$. Suppose $f = \sum_{J} f_J \bar{\omega}^J$, $g = \sum_{J} g_J \bar{\omega}^J$ are a pair of $q$-forms whose coefficients $(f_J, g_J)$ belong to $C^\infty(M)$. Then their inner product is given by $(f, g) = \sum_{J} f_J g_J = \sum_{J} f_J g_J(\xi)g_J(\xi) d\xi$, with $d\xi$ the measure induced by the metric. When $f$ is a function (i.e. a 0-form) the Cauchy-Riemann operator $\partial_b$ is defined by $\partial_b f = \sum_{J} Z_J f_J d\omega_J$. More generally, if $f = \sum_{J} f_J \bar{\omega}^J$, then $\partial_b(\sum_{J} f_J \bar{\omega}^J) = \sum_{J} (\partial_b f_J) \bar{\omega}^J + \sum_{J} f_J \wedge \partial_b(\bar{\omega}^J) = \sum_{J} \sum_{k=1}^l Z_k f_J \bar{\omega}_k \wedge \bar{\omega}^J + E(f)$. Here $E(f)$ indicates an expression which depends linearly on $f$ but not on derivatives of $f$. Similarly, the formal adjoint $D_b$ satisfies

$$D_b(\partial_b f) = -\sum_{J} Z_J f_J \bar{\omega}_k \wedge (\bar{\omega}_k \wedge \bar{\omega}^J) + E(\partial_b f, \bar{\omega}^J),$$

Thus

$$b_b(\partial_b f) = -\sum_{J, k} Z_k Z_J f_J \bar{\omega}_k \wedge (\bar{\omega}_k \wedge \bar{\omega}^J) + E(\partial_b f, \bar{\omega}^J),$$

where $E(\partial_b f, \bar{\omega}^J)$ represents an expression that depends on $f$ and its first order $Z$ and $\bar{Z}$ derivatives, but not on higher derivatives or on $N$ derivatives of $F$. Similarly,

$$\partial_b b_b(\partial_b f) = -\sum_{J, k} Z_k Z_J f_J \bar{\omega}_k \wedge (\bar{\omega}_k \wedge \bar{\omega}^J) + E(\partial_b f, \bar{\omega}^J).$$

Now if $j = k$, then

$$\bar{\omega}_k \wedge (\bar{\omega}_k \wedge \bar{\omega}^J) = \bar{\omega}^J, \quad \text{if} \ j \notin J, \quad \text{if} \ j \in J,$$

while

$$\bar{\omega}_k \wedge (\bar{\omega}_k \wedge \bar{\omega}^J) = \bar{\omega}^J, \quad \text{if} \ j \notin J, \quad \text{if} \ j \in J.$$ 

However, if $j \neq k$,

$$\bar{\omega}_k \wedge (\bar{\omega}_k \wedge \bar{\omega}^J) = -\bar{\omega}^J \wedge (\bar{\omega}_k \wedge \bar{\omega}^J).$$

Thus putting $\Box_b = \partial_b b_b + b_b \partial_b$ we get

$$\Box_b f = \Box_b^W f + \Box_b^\Omega f + E(\partial_b f, \bar{\omega}^J).$$

(19.3)
Here $\Box^{l}$ is a “diagonal” operator (i.e. it does not mix components) given by

$$\Box^{l} = \sum_{j} \mathcal{L}_{j} \partial_{j} \bar{\omega}^{j} = -\sum_{j} \frac{1}{2} \left( \sum_{j=1}^{l} Z_{j} \tilde{Z}_{j} + \tilde{Z}_{j} Z_{j} + \epsilon'_{j} [Z_{j}, \tilde{Z}_{j}] \right) \partial_{j} \bar{\omega}^{j}$$

with $\epsilon'_{j} = 1$ if $j \in J$, and $\epsilon'_{j} = -1$ if $j \notin J$. $\Box^{l}$ is the “non-diagonal” part given by

$$\Box^{l} = -\sum_{j=1}^{l} \bar{Z}_{j} \partial_{j} \partial^{j} = -\sum_{j=1}^{l} \sum_{k \neq j}^{l} [Z_{j}, \tilde{Z}_{k}] \partial_{j} \partial^{j} \wedge (\partial^{j} \bar{\omega}^{j} + \tilde{\omega}^{k} \partial_{k} \bar{\omega}^{j}).$$

Since the Levi form is diagonal at $\xi_{0}$, $\varphi_{p}(\xi_{0}) = 0$ if $j \neq k$. However, if $\varphi$ is not identically zero at $\xi_{0}$, there exists some $j$ for which $\varphi_{j}(\xi_{0}) \neq 0$. Without loss of generality we may take $j = 1$.

Then by (19.2) we have

$$[Z_{j}, \tilde{Z}_{k}] = d_{jk}(\xi)[Z_{j}, \tilde{Z}_{k}] + \mathcal{E}(Z, \tilde{Z}),$$

where $d_{jk}(\xi) = 0$, and $d_{jk}(\xi)$ is smooth in a neighborhood of $\xi$. Substituting this into (19.5) gives

$$\Box^{l} = \sum_{j=1}^{l} \mathcal{L}_{j} \partial_{j} \bar{\omega}^{j} = -\sum_{j=1}^{l} \sum_{k \neq j}^{l} [Z_{j}, \tilde{Z}_{k}] \partial_{j} \partial^{j} \wedge (\partial^{j} \bar{\omega}^{j} + \tilde{\omega}^{k} \partial_{k} \bar{\omega}^{j}) + \mathcal{E}(Z_{j}, \tilde{Z}_{j}).$$

We now introduce the real and imaginary parts of the $Z_{j}$, $j = 1, \ldots, l$. Let $X_{1}, X_{2}, \ldots, X_{n}$, $n = 2l$ be defined by

$$Z_{j} = \frac{1}{2}(X_{j} - iX_{j+1}),$$

$$\tilde{Z}_{j} = \frac{1}{2}(X_{j} + iX_{j+1}), \quad j = 1, 2, \ldots, l.$$ (19.6)

The passage from the complex vector fields to the real vector fields induces a passage from $l \times l$ hermitian matrices to $2l \times 2l$ real skew-symmetric matrices given as follows. If $a$ is any $l \times l$ hermitian matrix the corresponding (real skew-symmetric) $2l \times 2l$ matrix $a'$ is given by

$$a' = \begin{pmatrix}
\text{Im}(a) & -\text{Re}(a) \\
\text{Re}(a) & \text{Im}(a)
\end{pmatrix}.$$ (19.7)

From (19.6) it follows directly that $Z_{j} \tilde{Z}_{j} + \tilde{Z}_{j} Z_{j} = \frac{1}{2}(X_{j}^{2} + X_{j+1}^{2})$, $[Z_{j}, \tilde{Z}_{j}] = \frac{1}{2}[X_{j}, X_{j+1}]$. Thus (19.4) becomes

$$\Box^{l} = \sum_{j=1}^{l} \mathcal{L}_{j} \partial_{j} \bar{\omega}^{j} = -\frac{1}{2} \sum_{j=1}^{l} \mathcal{L}_{j} \partial_{j} \bar{\omega}^{j},$$ (19.8)

with

$$\mathcal{L}_{j} = \sum_{j=1}^{n} \partial_{j} \bar{\omega}^{j} + \sum_{k=1}^{l} \gamma'_{j,k}[X_{j}, X_{k}],$$

where

$$\gamma' = (\epsilon')^{t} = \begin{pmatrix} 0 & \epsilon' \\ -\epsilon' & 0 \end{pmatrix},$$

and $\epsilon'$ is the diagonal matrix $\epsilon'_{j,k} = \epsilon' \delta_{j,k}$, $1 \leq j, k \leq l$. 


The identity (19.2) becomes

\[(19.9) \quad [X_\beta, X_\alpha] = 4\mathfrak{d}(\varphi_\alpha(\xi))^tN \quad \text{modulo} \quad (X_1, X_2, \ldots, X_n). \]

We now state the main hypothesis on the Levi form \(\varphi\) for a given \(q\) at each point \(\xi \in \mathcal{M}\):

\[(19.10) \quad p_1 > \max(q+1, l+1-g), \quad \text{or} \quad p_2 > \min(q+1, l+1-g), \]

where \(p_1\) is the larger of the number of eigenvalues of the same sign, and \(p_2\) is the number of pairs of eigenvalues of opposite sign.

\[(19.11) \quad \textbf{Lemma.} \quad \text{If the Levi form } \varphi \text{ at } \xi_0 \text{ satisfies the hypothesis (19.10), then} \]

\[(19.12) \quad |\text{tr}(\gamma^* \varphi^t)| \leq \sigma \|\varphi^t\|_1, \]

for some \(\sigma > 0\).

\textbf{Proof.} We obviously have \(\text{tr}(\gamma^* \varphi^t) = 2 \text{tr}(\varphi R)\), where \(\varphi R\) is the real part of the hermitian matrix \(\varphi\). We have assumed that \(\varphi\) at \(\xi_0\) is diagonal. Let \(\lambda_1, \lambda_2, \ldots, \lambda_n\) be its eigenvalues. Then

\[\text{tr}(\varphi R) = \text{tr}(\varphi) = \sum_{j=1}^n \varepsilon_j \lambda_j.\]

By checking the four cases implicit in (19.10), one can see that it is not possible for all the \(\varepsilon_j \lambda_j, j=1, 2, \ldots, n\) to be positive, or all \(\varepsilon_j \lambda_j\) to be negative. Therefore, there is a number \(\sigma, 0 \leq \sigma < 1\) such that

\[|\sum \varepsilon_j \lambda_j| \leq \sigma \sum |\lambda_j|.\]

However, the eigenvalues of \(\varphi^t\) are \(\{\pm \lambda_j\}_{j=1, \ldots, n}\), so that

\[\|\varphi^t\| = 2 \sum |\lambda_j|,\]

which proves the lemma.

By the lemma the linear functional \(x \mapsto \text{tr}(\gamma^* x)\) has norm not exceeding \(\sigma\), when defined on the one-dimensional subspace spanned by \(\varphi^t(\xi_0)\) in the space of \(n \times n\) real skew symmetric matrices. For the present purpose we take the norm on this space of matrices to be the trace norm. \(\|\cdot\|_1\). Thus by the Hahn-Banach theorem the linear function can be extended to the whole space of skew symmetric matrices without increasing the norm. Invoking the duality (2.2), this means that there is a real skew-symmetric \(2l \times 2l\) matrix \(\mathcal{h} = \mathcal{h}_{\xi_0}\) with the properties

\[(19.13) \quad \begin{cases} \text{tr}(\mathcal{h} \varphi(t)(\xi_0)) = 0 \\ \|\varphi^t + \mathcal{h}^t\| \leq \sigma < 1. \end{cases} \]

Next, choose a smooth function \(\mathcal{h}(\xi)\) so that \(\mathcal{h}(\xi_0) = \mathcal{h}\) and

\[(19.13') \quad \text{tr}(\mathcal{h}(\xi) \varphi(t)(\xi)) = 0 \]

for all \(\xi\) in some neighborhood of \(\xi_0\).

Because of (19.8) and (19.3) we can write

\[(19.14) \quad -4\mathcal{h}(f) = \mathcal{L}(f) + \mathcal{E}(X_f),\]
where $\mathcal{L}(f) = \sum X_j^j f + \frac{1}{2} \sum c_{jk}(X_j, X_k)f$ and $\mathcal{E}(Xf)$ is an error term depending linearly on $f$ and $X_j f$, $j = 1, 2, \ldots, n$. In fact, $c_{jk}(\xi) (\sum I_j \bar{\omega}^j) = i \sum (y^{I_k}_{I_k}(\xi) + \mathcal{H}^k_{I_k}(\xi)) I_k \bar{\omega}^j + \text{terms coming from } \square \bar{\omega}^j$. (Note that $\mathcal{H}^k_{I_k}(\xi)(X_j, X_k)\xi = \mathcal{E}(Xf)$ by (19.13').) However, by (19.5') the coefficients of the non-diagonal part, $\square \bar{\omega}^j$, vanish at $\xi = \xi_0\text{ modulo an error term which may be absorbed in } \mathcal{E}(Xf)$.

Thus for each $j, k$ the value of the function $c_{jk}$ at $\xi_0$ is a diagonal matrix. Furthermore, 

$$(c_{jk}(\xi_0))_{j,k} = i(y^{I_k}_{I_k}(\xi_0) + \mathcal{H}^k_{I_k}(\xi_0)).$$

Hence by (19.13) and the results of Part I and in particular, Theorem 1, the condition (15.2') is satisfied at $\xi_0$, and by continuity in a neighborhood of $\xi_0$, we restrict ourselves to this neighborhood in what follows. (For this application observe that since the Levi form $\varphi$ is non-zero, by (19.9) it follows that $X_1, X_2, \ldots, X_n$ together with their commutators of length 2 span the tangent space at each point.) We can therefore invoke Theorem 15 to obtain regularity properties of solutions of $\square \varphi$.

**Theorem 19.** Assume that the condition (19.10) is satisfied. If $f$ and $g$ are $q$-forms each in $L^p$ with $\square f = g$, then the following hold.

(a) If $g \in L^p_2(M)$, then $f \in L^p_{q+1}(M)$.
(b) If $g \in L^p_q(M)$, then $f \in L^p_{q+1}(M)$, $\alpha > 0$.
(c) If $g \in L^p_\infty(M)$, then $f \in L^p_\infty(M)$.
(d) If $g \in S^p_q(M)$, then $af \in S^p_{q+1}(M)$ for all $a \in C^\infty(M)$.

**Proof.** By Theorem 15 for each $a \in C^\infty(M)$ there exists a parametrix $P$ which is smoothing of order 2 and a smoothing operator $S'$ of order 1, so that $P \mathcal{L} = aI + S'$. Since $-4 \square = \mathcal{L} + \mathcal{E}(Xf)$, we take $P_1 = -4P$ and $S_1 = S' - P(\mathcal{E}(Xf))$. Then

$$P_1 \square f = af + S_1(f),$$

where $S_1$ is then also smoothing of order 1. (See Proposition 17.12.)

Next we can iterate the identity (19.15) as in the proof of the corollary to Theorem 15 to obtain error terms which are smoothing of preassigned order. Finally the rest of the proof of the theorem follows as in the proof of Theorem 16.

The above also gives optimal regularity results for global solutions of $\partial_\bar{\omega} f = g$ on compact manifolds, as in [8], § 17; we shall not enter into the details here.
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