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0 Introduction

We consider here some recent results concerning local biholomorphisms which map one real analytic (or real algebraic) subset of $\mathbb{C}^N$ into another such subset of the same dimension. One of the general questions studied is the following. Given $M, M' \subset \mathbb{C}^N$, germs of real analytic subsets at $p$ and $p'$ respectively with $\dim \mathbb{R} M = \dim \mathbb{R} M'$, describe the (possibly empty) set of germs of biholomorphisms $H : (\mathbb{C}^N, p) \to (\mathbb{C}^N, p')$ with $H(M) \subset M'$.

Most of the new results stated here have been recently obtained in joint work with Peter Ebenfelt. We shall give precise definitions and specific references in the text. One of the results (Theorem 2) states that if $M \subset \mathbb{C}^N$ is a connected real analytic holomorphically nondegenerate CR manifold which is minimal at some point, then at most points $p \in M$, a germ $H$ of a biholomorphism at $p$ mapping $M$ into $M'$, another submanifold of $\mathbb{C}^N$, is determined by its jet at $p$ of a finite order, depending only on $M$. This result is used to prove (Theorem 3) that the real vector space of infinitesimal CR automorphisms of $M$ is finite dimensional at every point.

Denote by $\text{Aut}(M, p)$ the group of germs of biholomorphisms of $\mathbb{C}^N$ at $p$, fixing $p$ and mapping $M$ into itself. Theorem 4 and its corollaries show that if $M$ is a holomorphically nondegenerate hypersurface, then for most points $p \in M$, $\text{Aut}(M, p)$, equipped with its natural topology, is a finite dimensional Lie group parametrized by a subgroup of the jet group of $\mathbb{C}^N$ at 0 of a certain finite order. The proof of Theorem 4 gives an algorithm to determine all germs of biholomorphisms at $p$ mapping the hypersurface $M$ into another hypersurface $M'$ and taking $p$ to $p'$. The set of all such biholomorphisms (possibly empty) is parametrized by a real analytic, totally real submanifold of a finite order jet group of $\mathbb{C}^N$ at 0.

Section 6 deals with the special case where the real submanifolds $M$ and $M'$ are real algebraic, i.e. defined by the vanishing of real valued polynomials. In particular, Theorem 8 implies that if $M$ and $M'$ are holomorphically nondegenerate generic algebraic manifolds of the same dimension, and if $M$ is minimal at $p$, then any germ of a biholomorphism at $p$ mapping $M$ into $M'$ is algebraic. Theorem 9 shows that holomorphic nondegeneracy and minimality are essentially necessary for the algebraicity of all such mappings.

A main ingredient in the proofs of the results stated in this paper is the use of the \textit{Segre sets} associated to every point of a real analytic CR submanifold in $\mathbb{C}^N$. The description of these sets and their main properties is given in §1 and Theorem
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1. One of these properties is that the complexification of the CR orbit of a point \( p \in M \) coincides with the maximal Segre set at \( p \). In particular, a real analytic generic submanifold \( M \) is minimal at \( p \) if and only if the maximal Segre set is of complex dimension \( N \).

Bibliographical references relevant to the results given in this paper can be found at the end of each section of the text.

We shall give now some basic definitions. Most of the results described here can be reduced to the case where \( M \) and \( M' \) are real analytic generic submanifolds. Recall that a real analytic submanifold \( M \subset \mathbb{C}^N \) is \textit{generic} if near every \( p \in M \), we may write

\[
(0.1) \quad M = \{ Z \in \mathbb{C}^N : \rho_j(Z, \bar{Z}) = 0, j = 1, \ldots, d \},
\]

where \( \rho_1, \ldots, \rho_d \) are germs at \( p \) of real-valued real analytic functions satisfying \( \partial \rho_1(p) \wedge \ldots \wedge \partial \rho_d(p) \neq 0 \). Here \( \partial \rho = \sum_{j=1}^{N} \frac{\partial \rho_j}{\partial Z_j} dZ_j \). More generally, we say that \( M \) is CR if \( \dim_{\mathbb{R}}(T_p M \cap JT_p M) \) is constant for \( p \in M \), where \( T_p M \) is the real tangent space of \( M \) at \( p \), and \( J \) the anti-involution of the standard complex structure of \( \mathbb{C}^N \). If \( M \) is CR, then \( \dim_{\mathbb{R}} T_p M \cap JT_p M = 2n \) is even and \( n \) is called the \textit{CR dimension} of \( M \). In particular, if \( M \) is generic of codimension \( d \), then \( n = N - d \).

We say that a real submanifold of \( \mathbb{C}^N \) is \textit{holomorphically nondegenerate} if there is no germ of a nontrivial vector field \( \sum_{j=1}^{N} \frac{\partial c_j}{\partial Z_j} dZ_j \), with \( c_j(Z) \) holomorphic, tangent to an open subset of \( M \). Another criterion of holomorphic nondegeneracy, which can be checked by a simple calculation, is the following. Let \( L = (L_1, \ldots, L_n) \) be a basis for the CR vector fields of a generic manifold \( M \) near \( p \). For any multi-index \( \alpha \) put \( L^\alpha = L_1^{\alpha_1} \cdots L_n^{\alpha_n} \). Introduce, for \( j = 1, \ldots, d \) and any multi-index \( \alpha \), the \( \mathbb{C}^N \)-valued functions

\[
(0.2) \quad V_{j\alpha}(Z, \bar{Z}) = L^\alpha \rho_{jZ}(Z, \bar{Z}),
\]

where \( \rho_{jZ} \) denotes the gradient of \( \rho_j \) with respect to \( Z \), with \( \rho_j \) as in (0.1). We say that \( M \) is \textit{finitely nondegenerate} at \( p \in M \) if there exists a positive integer \( k \) such that the span of the vectors \( V_{j\alpha}(p, \bar{p}) \), for \( j = 1, \ldots, d \) and \( |\alpha| \leq k \), equals \( \mathbb{C}^N \). If \( k \) is the smallest such integer we say that \( M \) is \textit{k-nondegenerate} at \( p \). These definitions are independent of the coordinate system used, the defining functions of \( M \), and the choice of basis \( L \). One can then check that if a generic manifold \( M \) is connected, then \( M \) is holomorphically nondegenerate if and only if it is finitely nondegenerate at some point \( p \in M \). Another equivalent definition is that \( M \) is holomorphically nondegenerate if and only if it is essentially finite at some point \( p \in M \).

It can also be shown that a connected, generic manifold \( M \) is holomorphically nondegenerate if and only if there exists a positive integer \( l(M) \), \( 1 \leq l(M) \leq N - 1 \), such that \( M \) is \( l(M) \)-nondegenerate at every point outside a proper real analytic subset of \( M \). We shall call \( l(M) \) the \textit{Levi number} of \( M \). Hence to determine holomorphic nondegeneracy, one need compute (0.2) for only finitely many multi-indices \( \alpha \). In particular, a connected real analytic hypersurface is Levi nondegenerate at some point if and only if its Levi number is 1. For a connected hypersurface in \( \mathbb{C}^2 \), Levi nondegeneracy at some point is equivalent to holomorphic nondegeneracy. However, in \( \mathbb{C}^N, N > 2 \), there exist connected, real analytic holomorphically nondegenerate hypersurfaces which are nowhere Levi nondegenerate.
1 Segre sets of a germ of a CR manifold

In this section, we introduce the Segre sets of a generic real analytic submanifold in \( \mathbb{C}^N \) and recall some of their properties. We refer the reader to the paper [BER1] for a more detailed account of these sets. (See also [E].) Let \( M \) denote a generic real analytic submanifold in some neighborhood \( U \subset \mathbb{C}^N \) of \( p_0 \in M \). Let \( \rho = (\rho_1, \ldots, \rho_d) \) be defining functions of \( M \) near \( p_0 \) as in (0.1), and choose holomorphic coordinates \( Z = (Z_1, \ldots, Z_N) \) vanishing at \( p_0 \). Embed \( \mathbb{C}^N \) in \( \mathbb{C}^{2N} = \mathbb{C}_N^X \times \mathbb{C}_N^\zeta \) as the real plane \( \{ (Z, \zeta) \in \mathbb{C}^{2N} : \zeta = \bar{Z} \} \). Denote by \( \text{pr}_Z \) and \( \text{pr}_\zeta \) the projections of \( \mathbb{C}^{2N} \) onto \( \mathbb{C}_N^X \) and \( \mathbb{C}_N^\zeta \), respectively. The natural anti-holomorphic involution \( \sharp \) in \( \mathbb{C}^{2N} \) defined by

\[
\sharp(Z, \zeta) = (\bar{\zeta}, \bar{Z})
\]

leaves the plane \( \{ (Z, \zeta) : \zeta = \bar{Z} \} \) invariant. This involution induces the usual anti-holomorphic involution in \( \mathbb{C}^N \) by

\[
\mathbb{C}^N \ni Z \mapsto \text{pr}_\zeta(\sharp \text{pr}_Z^{-1}(Z)) = \bar{Z} \in \mathbb{C}^N.
\]

Given a set \( S \in \mathbb{C}_N^\zeta \) we denote by \( *S \) the set in \( \mathbb{C}_N^\zeta \) defined by

\[
*S = \text{pr}_\zeta(\sharp \text{pr}_Z^{-1}(S)) = \{ \zeta : \bar{\zeta} \in S \}.
\]

We use the same notation for the corresponding transformation taking sets in \( \mathbb{C}_N^\zeta \) to sets in \( \mathbb{C}_N^\zeta \). Note that if \( X \) is a complex analytic set defined near \( Z^0 \) in some domain \( \Omega \subset \mathbb{C}_N^\zeta \) by \( h_1(Z) = \ldots = h_k(Z) = 0 \), then \( *X \) is the complex analytic set in \( *\Omega \subset \mathbb{C}_N^\zeta \) defined near \( \zeta^0 = \bar{Z}^0 \) by \( \bar{h}_1(\zeta) = \ldots = \bar{h}_k(\zeta) = 0 \). Here, given a holomorphic function \( h(Z) \) we use the notation \( \bar{h}(Z) = \bar{h}(\bar{Z}) \).

Let \( \mathcal{M} \subset \mathbb{C}^{2N} \) be the complexification of \( M \) given by

\[
\mathcal{M} = \{ (Z, \zeta) \in \mathbb{C}^{2N} : \rho(Z, \zeta) = 0 \}.
\]

This is a complex submanifold of codimension \( d \) in some neighborhood of \( 0 \) in \( \mathbb{C}^{2N} \). We choose our neighborhood \( U \) in \( \mathbb{C}^N \) so small that \( U \times *U \subset \mathbb{C}^{2N} \) is contained in the neighborhood where \( \mathcal{M} \) is a manifold. Note that \( \mathcal{M} \) is invariant under the involution \( \sharp \) defined in (1.1).

We associate to \( M \) at \( p_0 \) a sequence of germs of sets \( N_0, N_1, \ldots, N_{j_0} \) at \( p_0 \) in \( \mathbb{C}^N — \text{the Segre sets of } M \text{ at } p_0 \)—defined as follows. Put \( N_0 = \{ p_0 \} \) and define the consecutive sets inductively (the number \( j_0 \) will be defined later) by

\[
N_{j+1} = \text{pr}_Z \left( \mathcal{M} \cap \text{pr}_\zeta^{-1}(\sharp N_j) \right) = \text{pr}_Z \left( \mathcal{M} \cap \sharp \text{pr}_Z^{-1}(N_j) \right).
\]

We shall identify a germ \( N_j \) with some representative of it. These sets are, by definition, invariantly defined and arise naturally in the study of mappings between submanifolds, as will be seen in \( \S 2 \).

The sets \( N_j \) can also be described in terms of the defining equations \( \rho(Z, \bar{Z}) = 0 \). For instance we have

\[
N_1 = \{ Z : \rho(Z, 0) = 0 \}
\]
and

\[(1.7) \quad N_2 = \{Z: \exists \zeta^1: \rho(Z, \zeta^1) = 0, \rho(0, \zeta^1) = 0\}.\]

We have the inclusions

\[(1.8) \quad N_0 \subset N_1 \subset \ldots \subset N_j \subset \ldots\]

and \(j_0\) is the largest number such that the first \(j_0\) inclusions in (1.8) are strict. (The Segre sets stabilize after that, and \(N_{j_0+1} = N_{j_0+2} = \ldots\).)

To show that the Segre sets are images of holomorphic mappings, it is useful to make use of appropriate holomorphic coordinates. Recall that we can find holomorphic coordinates \(Z = (z, w), z \in \mathbb{C}^n, w \in \mathbb{C}^d,\) vanishing at \(p_0\) such that \(M\) near \(p_0\) is given by

\[w = Q(z, \bar{z}, \bar{w})\quad \text{or} \quad \bar{w} = \overline{Q}(\bar{z}, z, w),\]

where \(Q(z, \chi, \tau)\) is holomorphic in a neighborhood of 0 in \(\mathbb{C}^{2n+d}\), valued in \(\mathbb{C}^d\) and satisfies \(Q(0, \chi, \tau) \equiv Q(0, \chi, \tau)\). The coordinates \(Z = (z, w)\) satisfying the above properties are called normal coordinates of \(M\) at \(p_0\). In normal coordinates \((z, w)\) one may use the definition above to express the Segre sets \(N_j\) for \(j = 1, \ldots, j_0\) as images of germs at the origin of certain holomorphic mappings

\[(1.9) \quad \mathbb{C}^n \times \mathbb{C}^{(j-1)n} \ni (z, \Lambda) \mapsto (z, v^j(z, \Lambda)) \in \mathbb{C}^N.\]

We have \(N_1 = \{(z, 0), z \in \mathbb{C}^n\}, N_2 = \{(z, Q(z, \chi, 0)), z, \chi \in \mathbb{C}^n\}\) and so forth. Thus, we can define the generic dimension \(d_j\) of \(N_j\) as the generic rank of the mapping (1.9).

So far we have considered only generic submanifolds. We may reduce to this case, since any real analytic CR manifold \(M\) is a generic manifold in a complex holomorphic submanifold \(\nabla\) of \(\mathbb{C}^N\), called the intrinsic complexification of \(M\). The Segre sets of \(M\) at a point \(p_0 \in M\) can be defined as subsets of \(\mathbb{C}^N\) by the process described above just as for generic submanifolds, or they can be defined as subsets of \(\nabla\) by identifying \(\nabla\) near \(p_0\) with \(\mathbb{C}^K\) \((K = \dim \nabla)\) and considering \(M\) as a generic submanifold of \(\mathbb{C}^K\). It can be shown that these definitions are equivalent.

If \(M\) is a real analytic CR submanifold of \(\mathbb{C}^N\) and \(p_0 \in M\), then by Nagano's theorem \([N]\) there exists a real analytic CR submanifold of \(M\) through \(p_0\) of minimum possible dimension and the same CR dimension as \(M\). Such a manifold is called the CR orbit of \(p_0\).

The main properties concerning the Segre sets that we shall use are summarized in the following theorem.

**Theorem 1 ([BER1], [BER2]).** Let \(M\) be a real analytic CR submanifold in \(\mathbb{C}^N\), and let \(p_0 \in M\). Denote by \(W\) the CR orbit of \(p_0\) and by \(X\) the intrinsic complexification of \(W\).

(a) The maximal Segre set \(N_{j_0}\) of \(M\) at \(p_0\) is contained in \(X\) and contains an open subset of \(X\) arbitrarily close to \(p_0\). In particular, \(d_{j_0} = \dim_X X\).

(b) There are holomorphic mappings defined near the origin \(Z_0(t_0), Z_1(t_1), \ldots, Z_{j_0}(t_{j_0})\) and \(s_0(t_1), \ldots, s_{j_0-1}(t_{j_0})\) with

\[(1.10) \quad \mathbb{C}^{d_j} \ni t_j \mapsto Z_j(t_j) \in \mathbb{C}^N, \quad \mathbb{C}^{d_j} \ni t_j \mapsto s_{j-1}(t_j) \in \mathbb{C}^{d_{j-1}},\]
such that $Z_j(t_j)$ is an immersion at the origin, $Z_j(t_j) \in N_j$, and such that

$$ (Z_j(t_j), \bar{Z}_{j-1}(s_{j-1}(t_j))) \in \mathcal{M}, $$

for $j = 1, \ldots, j_0$. In addition $Z_j(0), j = 1, \ldots, j_0$, can be chosen arbitrarily close to $p_0$.

**Proof.** Part (a) is contained in [BER1, Theorem 2.2.1], and the mappings in part (b) are constructed in the paragraph following [BER1, Assertion 3.3.2]. □

**Remark 1.12.** For each $j$, $j = 0, 1, \ldots, j_0$, the holomorphic immersion $Z_j(t_j)$, in part (b) above provides a parametrization of an open piece of $N_j$. However, this piece of $N_j$ need not contain the point $p_0$. Indeed, $N_j$ need not even be a manifold at $p_0$.

Recall that a CR submanifold $M$ is said to be minimal at a point $p_0 \in M$ if there is no proper CR submanifold of $M$ through $p_0$ with the same CR dimension as $M$. Equivalently, $M$ is minimal at $p_0$ if the CR orbit of $p_0$ is all of $M$. For a real analytic submanifold, this notion coincides with the notion of finite type in the sense of Bloom–Graham [BG]; that is, $M$ is of finite type at $p_0$ if the Lie algebra generated by the CR vector fields and their complex conjugates span the complex tangent space to $M$ at $p_0$. It is easy to determine whether a hypersurface $M$ is of finite type at $p_0$ by using a defining function for $M$ near $p_0$. Furthermore, if a connected hypersurface $M$ is holomorphically nondegenerate, it is of finite type at most points. (The converse is not true, however.) One of the main difficulties in higher codimension is that it is cumbersome to describe finite type in local coordinates. Furthermore, unlike in the hypersurface case, in general, holomorphic nondegeneracy does not imply the existence of a point of finite type.

One can check that if $M$ is connected then $M$ is minimal almost everywhere if and only if $M$ is minimal at some point. The following is an immediate consequence of the theorem.

**Corollary 1.13.** Let $M$ be a real analytic generic submanifold in $\mathbb{C}^N$ and $p_0 \in M$. Then $M$ is minimal at $p_0$ if and only if $d_{j_0} = N$ or, equivalently, if and only if the maximal Segre set at $p_0$ contains an open subset of $\mathbb{C}^N$.

We note if $M$ is a hypersurface, then $j_0 = 1$ if $M$ is not minimal at $p_0$, and $j_0 = 2$ otherwise. We now describe the Segre sets at 0 for two generic manifolds in $\mathbb{C}^3$ of codimension 2, one minimal and one not minimal.

**Example 1.14.** Consider $M \subset \mathbb{C}^3$ defined by

$$ \text{Im } w_1 = |z|^2, \quad \text{Im } w_2 = \text{Re } w_2 |z|^4. $$

In this example $M$ is not minimal at 0. We have $j_0 = 2$ and the maximal Segre set of $M$ at 0 is given by

$$ N_2 = \{(z, w_1, w_2) : z \neq 0, w_2 = 0\} \cup \{0, 0, 0\}. $$

Here $d_2 = 2$, and $N_2$ is not a manifold at 0. However, the intersection of (the closure of) $N_2$ with $M$ equals the CR orbit of 0.

**Example 1.15.** Let $M \subset \mathbb{C}^3$ be the generic submanifold defined by

$$ \text{Im } w_1 = |z|^2, \quad \text{Im } w_2 = |z|^4. $$
Then \( M \) is of finite type at 0. The Segre set \( N_2 \) at 0 is the manifold given by

\[
N_2 = \{(z, w_1, w_2) : w_2 = -iw_1^2/2\}.
\]

We have here \( j_0 = 3 \), and \( N_3 \) is given by

\[
N_3 = \{(z, w_1, w_2) : w_2 = iw_1(w_1/2 - 2z\chi), \chi \in \mathbb{C}\}
\]

and hence \( N_3 \) contains \( \mathbb{C}^3 \) minus the planes \( \{z = 0\} \) and \( \{w_1 = 0\} \).

Before concluding this section we point out that the Segre set \( N_1 \), introduced above, coincides with the so-called Segre surface introduced by Segre [Seg] and used in the work of Webster [W1], Diederich-Webster [DW], Diederich-Fornaess [DF], Chern-Ji [CJ] and others. The subsequent Segre sets \( N_j \) are all unions of Segre surfaces. We believe that the results described above are the first to explore Segre sets for manifolds of higher codimension and to use them characterize minimality. The notion of minimality as described in this section, was first introduced by Tumanov [Tu1].

2 Holomorphic mappings and Segre sets

In this section we describe how the Segre sets constructed in §1 can be used to prove that mappings between CR manifolds are determined by their jets of a fixed order, under appropriate conditions on the manifolds. The main result of this section is the following.

**Theorem 2 ([BER2]).** Let \( M \subset \mathbb{C}^N \) be a connected real analytic, holomorphically nondegenerate CR submanifold with Levi number \( l(M) \), and let \( d \) be the (real) codimension of \( M \) in its intrinsic complexification. Suppose that there is a point \( p \in M \) at which \( M \) is minimal. Then for any \( p_0 \in M \) there exists a finite set of points \( p_1, \ldots, p_k \in M \), arbitrarily close to \( p_0 \), with the following property. If \( M' \subset \mathbb{C}^N \) is another real analytic CR submanifold with \( \dim_{\mathbb{R}} M' = \dim_{\mathbb{R}} M \), and \( F, G \) are smooth CR diffeomorphisms of \( M \) into \( M' \) satisfying in some local coordinates \( x \) on \( M \)

\[
\frac{\partial|\alpha|F}{\partial x^\alpha}(p_l) = \frac{\partial|\alpha|G}{\partial x^\alpha}(p_l), \quad l = 1, \ldots, k, \quad |\alpha| \leq (d + 1)l(M),
\]

then \( F \equiv G \) in a neighborhood of \( p_0 \) in \( M \). If \( M \) is minimal at \( p_0 \), then one can take \( k = 1 \). If, in addition, \( M \) is \( l(M) \)-nondegenerate at \( p_0 \), then one may take \( p_1 = p_0 \).

**Remarks.**

(i) The condition (2.1) can be expressed by saying that the \( (d + 1)l(M) \)-jets of the mappings \( F \) and \( G \) coincide at all the points \( p_1, \ldots, p_k \).

(ii) The choice of points \( p_1, \ldots, p_k \) can be described as follows. Let \( U_1, \ldots, U_k \) be the components of the set of minimal points of \( M \) in \( U \), an arbitrarily small neighborhood of \( p_0 \) in \( M \), which have \( p_0 \) in their closure. For each \( l = 1, \ldots, k \), we may choose any \( p_l \) from the dense open subset of \( U_l \) consisting of those points which are \( l(M) \)-nondegenerate.

We shall give an indication of the proof of Theorem 2 only for the case where \( M \) is generic and is \( l(M) \)-nondegenerate and minimal at \( p_0 \). We start with the following proposition.
Proposition 2.2. Let $M, M' \subset \mathbb{C}^N$ be real analytic generic submanifolds, and $p_0 \in M$. Assume that $M$ is holomorphically nondegenerate and $l(M)$-nondegenerate at $p_0$. Let $H$ be a germ of a biholomorphism of $\mathbb{C}^N$ at $p_0$ such that $H(M) \subset M'$. Then there are $\mathbb{C}^N$ valued functions $\Psi^\gamma$, holomorphic in all of their arguments, such that

$$\frac{\partial^{|\gamma|} H}{\partial Z^\gamma}(Z) = \Psi^\gamma \left( Z, \zeta, \left( \frac{\partial^{|\alpha|} H}{\partial \zeta^\alpha}(\zeta) \right)_{|\alpha| \leq l(M)+|\gamma|} \right),$$

for all multi-indices $\gamma$ and all points $(Z, \zeta) \in M$ near $(p_0, \bar{p}_0)$. Moreover, the functions $\Psi^\gamma$ depend only on $M, M'$ and

$$\frac{\partial^{|\beta|} H}{\partial Z^\beta}(p_0), \ |\beta| \leq l(M).$$

The proof of Proposition 2.2 follows from the definition of $l(M)$-nondegeneracy at $p_0$ and the use of the implicit function theorem. For details, see the proof of Assertion 3.3.1 in [BER1] and also [BR1, Lemma 2.3].

We shall use Proposition 2.2 to give an outline of the proof of Theorem 2 under the more restrictive assumptions indicated above. Let $N_j, j = 0, 1, ..., j_0$, be the Segre sets of $M$ at $p_0$, and let $Z_0(t_0), ..., Z_{j_0}(t_{j_0})$ be the canonical parametrizations of the $N_j$'s and $s_0(t_1), ..., s_{j_0-1}(t_{j_0})$ the associated maps as in Theorem 1. Since $M$ is minimal at $p_0$, it follows from [Tu1] that $F$ and $G$ extend holomorphically to a wedge with edge $M$ near $p_0$. Hence by [BJT], $F$ and $G$ extend holomorphically to a full neighborhood of $p_0$ in $\mathbb{C}^N$, since finite nondegeneracy at $p_0$ implies essential finiteness at $p_0$. We again denote by $F$ and $G$ their holomorphic extensions to a neighborhood. Assumption (2.1) with $p_1 = p_0$ then implies,

$$\frac{\partial^{|\alpha|} F}{\partial Z^\alpha}(p_0) = \frac{\partial^{|\alpha|} G}{\partial Z^\alpha}(p_0), \ |\alpha| \leq (d+1)l(M).$$

By Proposition 2.2, there are functions $\Psi^\gamma$ such that both $F$ and $G$ satisfy the identity (2.3) for $(Z, \zeta) \in M$. Substituting $(Z, \zeta)$ in (2.3) by the left hand side of (1.11) and recalling that $Z_0(t_0) \equiv p_0$ (i.e. it is the constant map), we deduce that $F$ and $G$, as well as all their derivatives of all orders less than or equal to $dl(M)$ are identical on the first Segre set $N_1$. Note that since each $N_j$ is the holomorphic image of a connected set, if two holomorphic functions agree on an open piece, they agree on all of $N_j$. Inductively we deduce that the restrictions of the mappings $F$ and $G$ to the Segre set $N_j$, as well as their derivatives of orders at least $((d+1) - j)l(M)$, are identical. The conclusion of Theorem 2 now follows from Theorem 1, since $M$ minimal at $p_0$ implies that $N_{j_0}$ contains an open piece of $\mathbb{C}^N$.

Theorem 2 is optimal in the sense that holomorphic nondegeneracy is necessary for its conclusion and that the condition that $M$ is minimal almost everywhere is necessary in model cases. We have the following result.

Proposition 2.6 ([BER2]). Let $M \subset \mathbb{C}^N$ be a connected real analytic CR submanifold.

(i) If $M$ is holomorphically degenerate, then for any $p \in M$ and any integer $K > 0$ there exist local biholomorphisms $F$ and $G$ near $p$ mapping $M$ into itself and fixing $p$ such that

$$\frac{\partial^{|\alpha|} F}{\partial Z^\alpha}(p) = \frac{\partial^{|\alpha|} G}{\partial Z^\alpha}(p), \ |\alpha| \leq K,$$
but $F \not\equiv G$ on $M$.

(ii) If $M$ is defined by the vanishing of weighted homogeneous polynomials, and nowhere minimal then for any $p \in M$ and any integer $K > 0$ there exist local biholomorphisms $F$ and $G$ near $p$ mapping $M$ into itself and fixing $p$ such that (2.7) holds for all $|\alpha| \leq K$, but $F \not\equiv G$ on $M$.

In case $M$ is a Levi-nondegenerate hypersurface (i.e. $d = 1$ and $l(M) = 1$), Theorem 2 reduces to the result of Chern-Moser [CM] that a germ of a CR diffeomorphism is uniquely determined by its derivatives of order $\leq 2$ at a point. Generalizations of this result for Levi nondegenerate manifolds of higher codimension were later given by Tumanov-Henkin [TH] and Tumanov [Tu2]. More precise results for Levi nondegenerate hypersurfaces have been given by Beloshapka [Be] and Loboda [L]. The notion of holomorphic nondegeneracy for hypersurfaces is due to Stanton [St1], who showed that it is a necessary and sufficient condition for the finite dimensionality of the space of “infinitesimal holomorphisms”, as will be mentioned in §3.

3 Infinitesimal CR automorphisms

A smooth real vector field $X$ defined in a neighborhood of $p$ in $M$ is an infinitesimal holomorphism if the local 1-parameter group of diffeomorphisms $\exp tX$ for $t$ small extends to a local 1-parameter group of biholomorphisms of $\mathbb{C}^N$. More generally, $X$ is called an infinitesimal CR automorphism if the mappings $\exp tX$ are CR diffeomorphisms. We denote by hol($M, p$) (resp. aut($M, p$)) the Lie algebra generated by the germs at $p$ of the infinitesimal holomorphisms (resp. infinitesimal CR automorphisms). Since every local biholomorphism preserving $M$ restricts to a CR diffeomorphism of $M$ into itself, it follows that hol($M, p$) $\subset$ aut($M, p$).

The following result gives the finite dimensionality of the larger space aut($M, p$) not only for hypersurfaces, but also for CR manifolds of higher codimension.

**Theorem 3 [BER 2].** Let $M \subset \mathbb{C}^N$ be a real analytic, connected CR submanifold. If $M$ is holomorphically nondegenerate, and minimal at some point, then

$$\dim_{\mathbb{R}} \text{aut}(M, p) < \infty$$

for all $p \in M$.

**Proof of Theorem 3.** Let $p_0 \in M$ and let $X^1, \ldots, X^m \in \text{aut}(M, p_0)$ be linearly independent over $\mathbb{R}$. Let $x = (x_1, \ldots, x_r)$ be a local coordinate system on $M$ near $p_0$ and vanishing at $p_0$. In this coordinate system, we may write

$$X^j = \sum_{i=1}^r \tilde{X}^j_i(x) \frac{\partial}{\partial x^i} = \tilde{X}^j(x) \cdot \frac{\partial}{\partial x}.$$  

For $y = (y_1, \ldots, y_m) \in \mathbb{R}^m$, we denote by $\Phi(t, x, y)$ the flow of the vector field $y_1X_1 + \ldots + y_mX_m$, i.e. the solution of

$$\begin{cases}
\frac{\partial \Phi}{\partial t}(t, x, y) = \sum_{i=1}^m y_i \tilde{X}^i(\Phi(t, x, y)) \\
\Phi(0, x, y) = x.
\end{cases}$$  

$$\begin{cases}
\frac{\partial \Phi}{\partial t}(t, x, y) = \sum_{i=1}^m y_i \tilde{X}^i(\Phi(t, x, y)) \\
\Phi(0, x, y) = x.
\end{cases}$$
Using elementary ODE arguments, one can show that by choosing \( \delta > 0 \) sufficiently small, there exists \( c > 0 \) such that the flows \( \Phi(t, x, y) \) are smooth \( (C^\infty) \) in \( \{(t, x, y) \in \mathbb{R}^{1+r+m} : |t| \leq 2, |x| \leq c, |y| \leq \delta \} \). Denote by \( F(x, y) \) the corresponding time-one maps, i.e.

(3.4) \[ F(x, y) = \Phi(1, x, y). \]

**Lemma 3.5.** There is \( \delta', 0 < \delta' < \delta \), such that for any fixed \( y_1, y_2 \) with \( |y_1|, |y_2| \leq \delta' \), if \( F(x, y_1) \equiv F(x, y^2) \) for all \( x \), \( |x| \leq c \), then necessarily \( y_1 = y_2 \).

**Proof of Lemma 3.5.** It follows from (3.3) and (3.4) that we have

(3.6) \[ \frac{\partial F}{\partial y_i}(x, 0) = \tilde{X}_i(x). \]

Thus, denoting by \( \tilde{X}(x) \) the \( r \times m \)-matrix with column vectors \( \tilde{X}_i(x) \), we have

(3.7) \[ \frac{\partial F}{\partial y}(x, 0) = \tilde{X}(x). \]

By Taylor expansion we obtain

(3.8) \[ ||F(x, y^2) - F(x, y^1)|| \geq \left| \frac{\partial F}{\partial y}(x, y^1) \cdot (y^2 - y^1) \right| - C|y^2 - y^1|^2, \]

where \( C > 0 \) is some uniform constant for \( |y_1|, |y_2| \leq \delta \). The linear independence of the vector fields \( X^1, ..., X^m \) over \( \mathbb{R} \) implies that there is a constant \( C' \) such that

(3.9) \[ ||\tilde{X}(x) \cdot y|| \geq C'|y|. \]

The lemma follows by using (3.6), (3.9) and a standard compactness argument. \( \square \)

Now, we proceed with the proof of Theorem 3. Denote by \( U \) the open neighborhood of \( p \) on \( M \) given by \( |x| < c \). We make use of Theorem 2 with \( M \) replaced by \( U \). Let \( p_1, ..., p_k \) be the points in \( U \) given by the theorem. By choosing the number \( \delta' > 0 \) in Lemma 3.5 even smaller if necessary, we may assume that the maps \( x \mapsto F(x, y) \), for \( |y| < \delta' \), are CR diffeomorphisms of \( M \). Consider the smooth mapping from \( |y| < \delta' \) into \( \mathbb{R}^\mu \) defined by

(3.10) \[ y \mapsto \left( \frac{\partial^{[\alpha]} F(p, y)}{\partial x^\alpha} \right)_{|\alpha| \leq (d+1)l(M), 1 \leq \alpha \leq k} \in \mathbb{R}^\mu, \]

where \( \mu \) equals \( k \cdot r \) times the number of monomials in \( r \) variables of degree less than or equal to \( (d + 1)l(M) \). This mapping is injective for \( |y| < \delta' \) in view of Theorem 2 and Lemma 3.5. Consequently, we have a smooth injective mapping from a neighborhood of the origin in \( \mathbb{R}^m \) into \( \mathbb{R}^\mu \). This implies that \( m \leq \mu \) and hence the desired finite dimensionality of the conclusion of Theorem 3. \( \square \)

As in the case of Theorem 2, here again the condition of holomorphic nondegeneracy is necessary for the conclusion of Theorem 3 to hold. Also, if \( M \) is not minimal at any point, but is defined by weighted homogeneous polynomials, then
dim_{R} \text{hol}(M, p) \) is either 0 or \( \infty \). This can be viewed as an analogue of Proposition 2.6.

We conclude this section by some bibliographical notes. Tanaka [Ta] proved that \( \text{hol}(M, p) \) is a finite dimensional vector space if \( M \) is a real analytic Levi nondegenerate hypersurface. More recently Stanton [St1,St2] proved that if \( M \) is a real analytic hypersurface, \( \text{hol}(M, p) \) is finite dimensional for any \( p \in M \) if and only if \( M \) is holomorphically nondegenerate. Theorem 3 above generalizes Stanton’s result. It should be also mentioned that the methods outlined here are quite different from those of [St2].

4 Parametrization of local biholomorphisms between hypersurfaces

In this section and the next, we shall restrict ourselves to the case of hypersurfaces. Let \( M \subset \mathbb{C}^{N} \) be a real analytic hypersurface and \( p_{0} \in M \). Denote by \( \text{hol}_{0}(M, p_{0}) \) the elements of \( \text{hol}(M, p_{0}) \) that vanish at \( p_{0} \). Also denote by \( \text{Aut}(M, p_{0}) \) the set of all germs of biholomorphisms at \( p_{0} \), fixing \( p_{0} \) and mapping \( M \) into itself. Under the assumption that \( M \) is holomorphically nondegenerate the finite dimensionality of \( \text{hol}(M, p_{0}) \), which follows from Theorem 3 (and, as mentioned in §3 in fact a result of Stanton [St2]), implies that there is a unique topology on \( \text{Aut}(M, p_{0}) \), considered as an abstract group, such that the latter is a Lie transformation group with \( \text{hol}_{0}(M, p_{0}) \) as its Lie algebra (see e.g. [Ko, p. 13]). On the other hand \( \text{Aut}(M, p_{0}) \) has a natural inductive limit topology corresponding to uniform convergence on compact neighborhoods of \( p_{0} \) in \( \mathbb{C}^{N} \). One of the main results of this section (Corollary 4.2) implies that for almost all \( p_{0} \in M \) the two topologies on \( \text{Aut}(M, p_{0}) \) must coincide.

We shall first introduce some notation. Let \( k \) be a positive integer and \( J^{k}_{p} = J^{k}(\mathbb{C}^{N}),p \) the set of \( k \)-jets at \( p \) of holomorphic mappings from \( \mathbb{C}^{N} \) to \( \mathbb{C}^{N} \) fixing \( p \). \( J^{k}_{0} \) can be identified with the space of holomorphic polynomial mappings of degree \( \leq k \), mapping 0 to 0. Let \( G^{k} = G^{k}(\mathbb{C}^{N}) \) be the complex Lie group consisting of those holomorphic mappings in \( J^{k}_{0} \) with nonvanishing Jacobian determinant at 0. We take the coefficients \( \Lambda = (\Lambda_{\alpha}) \) of the polynomials corresponding to the jets to be global coordinates of \( G^{k} \). The group multiplication in \( G^{k} \) consists of composing the polynomial mappings and dropping the monomial terms of degree higher than \( k \).

For \( p, p' \in \mathbb{C}^{N} \), denote by \( \mathcal{E}_{p,p'} \), the space of germs of holomorphic mappings \( H : (\mathbb{C}^{N}, p) \rightarrow (\mathbb{C}^{N}, p') \), (i.e. \( H(p) = p' \)) with Jacobian determinant of \( H \) nonvanishing at \( p \) equipped with the natural inductive limit topology corresponding to uniform convergence on compact neighborhoods of \( p \). We define a mapping \( \eta_{p,p'} : \mathcal{E}_{p,p'} \rightarrow G^{k} \) as follows. For \( H \in \mathcal{E}_{p,p'} \), let \( F \in \mathcal{E}_{0,0} \) be defined by \( F(Z) = H(Z + p) - p' \). Then \( j_{k}(F) \), the \( k \)-jet of \( F \) at 0, is an element of \( G^{k} \). We put \( \eta_{p,p'}(H) = j_{k}(F) \). In local holomorphic coordinates \( Z \) near \( p \) we have \( \eta_{p,p'}(H) = (\partial_{2}^{2}H(p))_{1 \leq |\alpha| \leq k} \). The mapping \( \eta_{p,p'} \) is continuous; composition of mappings is related to group multiplication in \( G^{k} \) by the identity

\[
(4.1) \quad \eta_{p,p'}(H_{2} \circ H_{1}) = \eta_{p',p''}(H_{2}) \cdot \eta_{p,p'}(H_{1})
\]

for any \( H_{1} \in \mathcal{E}_{p,p'} \) and \( H_{2} \in \mathcal{E}_{p',p''} \), where \( \cdot \) denotes the group multiplication in \( G^{k} \).

We write \( \eta \) for \( \eta_{p,p'} \) when there is no ambiguity.

If \( M \) and \( M' \) are two real analytic hypersurfaces in \( \mathbb{C}^{N} \) with \( p \in M \) and \( p' \in M' \), denote by \( \mathcal{F} = \mathcal{F}(M, p; M', p') \) the subset of \( \mathcal{E}_{p,p'} \) consisting of those germs of
mappings which send $M$ into $M'$, and equip $\mathcal{F}$ with the induced topology. We have the following.

**Theorem 4 (BER3).** Let $M$ and $M'$ be two real analytic hypersurfaces in $\mathbb{C}^N$ which are $k_0$-nondegenerate at $p$ and $p'$ respectively and let $\mathcal{F} = \mathcal{F}(M, p; M', p')$ as above. Then the restriction of the map $\eta : \mathcal{E}_{p, p'} \to G^{2k_0}$ to $\mathcal{F}$ is one-to-one; in addition, $\eta(\mathcal{F})$ is a totally real, closed, real analytic submanifold of $G^{2k_0}$ (possibly empty) and $\eta$ is a homeomorphism of $\mathcal{F}$ onto $\eta(\mathcal{F})$. Furthermore, global defining equations for the submanifold $\eta(\mathcal{F})$ can be explicitly constructed from local defining equations for $M$ and $M'$ near $p$ and $p'$.

With the notation above, we put $\text{Aut}(M, p) = \mathcal{F}(M, p; M, p)$ and refer to it as the stability group of $M$ at $p$. When $\text{Aut}(M, p)$ is a Lie group with its natural topology, it is easy to show that $\text{holo}_0(M, p)$, as defined above, is its Lie algebra. We have the following corollary of Theorem 4.

**Corollary 4.2.** If, in addition to the assumptions of Theorem 4, $M = M'$ and $p = p'$, then $\eta(\mathcal{F})$ is a closed, totally real Lie subgroup $G(M, p)$ of $G^{2k_0}$. Hence the stability group $\text{Aut}(M, p)$ of $M$ at $p$ has a natural Lie group structure. In general, for different $(M, p)$ and $(M', p')$, $\eta(\mathcal{F})$ is either empty or is a coset of the subgroup $G(M, p)$.

In the next section we shall give an outline of a proof of Theorem 4 which gives an algorithm to calculate $G(M, p)$ and, in particular, to determine whether two hypersurfaces are locally biholomorphically equivalent.

Since a connected, real analytic, holomorphically nondegenerate hypersurface $M$ is $l(M)$-nondegenerate at every point outside a proper real analytic subset $V \subset M$, the following is also a consequence of Theorem 4.

**Corollary 4.3.** Let $M$ be a real analytic connected real hypersurface in $\mathbb{C}^N$ which is holomorphically nondegenerate. Let $\ell$ be the Levi number of $M$. Then there is a proper real analytic subvariety $V \subset M$ such that for any $p \in M\setminus V$, $\eta$ is a homeomorphism between $\text{Aut}(M, p)$ and a closed, totally real Lie subgroup of $G^{2\ell}$. One may also generalize Theorem 4 to the case where $p$ and $p'$ are varying points in $M$ and $M'$ respectively. We first introduce some notation. If $X$ and $Y$ are two complex manifolds and $k$ a positive integer, we denote by $J^k(X, Y)$ the complex manifold of $k$-jets of germs of holomorphic mappings from $X$ to $Y$, i.e.

$$J^k(X, Y) = \bigcup_{x \in X, y \in Y} J^k(X, Y)_{(x, y)}$$

where $J^k(X, Y)_{(x, y)}$ denotes the $k$-jets of germs at $x$ of holomorphic mappings from $X$ to $Y$ and taking $x$ to $y$. (See e.g. [M], [GG].) With this notation, $J^k(X, X)_{(x, x)}$ is the same as $J^k(X)_x$ introduced above with $X = \mathbb{C}^N$.

Denote by $E(X, Y)$ the set of germs of holomorphic mappings from $X$ to $Y$ equipped with its natural topology defined as follows. If $H_x \in E(X, Y)$ is a germ at $x$ of a holomorphic mapping from $X$ to $Y$ which extends to a holomorphic mapping $H : U \to Y$, where $U \subset X$ is an open neighborhood of $x$, then a basis of open neighborhoods of $H_x$ is given by

$$N_{U', V'} = \{F_p \in E(X, Y) : p \in U', F : U' \to V'\},$$
where $U'$ is a relatively compact open neighborhood of $x$ in $U$ and $V'$ is an open neighborhood of $H(x)$ in $Y$. In particular, a sequence $(H_j)_j$ converges to $H_x$ if $x_j$ converges to $x$ and there exists a neighborhood $U$ of $x$ in $X$ to which all the $(H_j)$ and $H$ extend, for sufficiently large $j$, and the $H_j$ converge uniformly to $H$ on compact subsets of $U$. This topology restricted to $E(X,Y)_{(x,y)}$ (the germs at $x$ mapping $x$ to $y$) coincides with the natural inductive topology mentioned above.

For every $k$ there is a canonical mapping $\sigma_k : E(X,Y) \to J^k(X,Y)$. Note that $\sigma_k |_{E(X,Y)_{(p,p')}}$ is the same as the mapping $\eta_{p,p'}$ with $X = Y = \mathbb{C}^N$. It is easy to check that $\sigma_k$ is continuous. If $\dim \mathbb{C}X = \dim \mathbb{C}Y$ then we denote by $G^k(X,Y)$ the open complex submanifold of $J^k(X,Y)$ given by those jets which are locally invertible. Similarly, we denote by $\mathcal{E}(X,Y)$ the open subset of $E(X,Y)$ consisting of the invertible germs. It is clear that the restriction of $\sigma_k$ maps $\mathcal{E}(X,Y)$ to $G^k(X,Y)$.

If $M \subset X$ and $M' \subset Y$ are real analytic submanifolds, we let $E_{(M,M')}(X,Y)$ be the set of germs $H_p \in E(X,Y)$ with $p \in M$ which map a neighborhood of $p$ in $M$ into $M'$. Similarly, we denote by $\mathcal{E}_{(M,M')}(X,Y)$ those germs in $E_{(M,M')}(X,Y)$ which are invertible. Note that with $X = Y = \mathbb{C}^N$ we have

$$\mathcal{E}_{(M,M')}(X,Y)_{(p,p')} = \mathcal{F}(M,p;M',p').$$

We may now state a generalization of Theorem 4 with varying points $p, p'$.

**Theorem 5** ([BER3]. Let $X$ and $Y$ be two complex manifolds of the same dimension, $M \subset X$ and $M' \subset Y$ two real analytic hypersurfaces, and $k_0$ a positive integer. Suppose that $M$ and $M'$ are both at most $k_0$-nondegenerate at every point. Then the mapping

$$\sigma_{2k_0} : \mathcal{E}_{(M,M')}(X,Y) \to G^{2k_0}(X,Y)$$

is a homeomorphism onto its image $\Sigma$. Furthermore, $\Sigma$ is a real analytic subset of $G^{2k_0}(X,Y)$, possibly empty, and each fiber $\Sigma \cap G^{2k_0}(X,Y)_{(p,p')}$, with $p \in M$, $p' \in M'$ is a real analytic submanifold.

From Theorem 5, together with some properties of subgroups of Lie groups, one may obtain the following result on the discreteness of $\text{Aut}(M,p)$ in a neighborhood of $p_0$.

**Theorem 6** ([BER3]. Let $M$ be a real analytic hypersurface in $\mathbb{C}^N$ finitely non-degenerate at $p_0$. If $\text{Aut}(M,p_0)$ is a discrete group, then $\text{Aut}(M,p)$ is also discrete for all $p$ in a neighborhood of $p_0$ in $M$. Equivalently, if $\text{holo}(M,p_0) = \{0\}$ then $\text{holo}(M,p) = \{0\}$ for all $p$ in a neighborhood of $p_0$ in $M$.

**Example 4.4.** Let $M$ be the hypersurface given by

$$\text{Im } w = |z|^2 + (\text{Re } z^2)|z|^2.$$  

Then by using the algorithm described in §5 below, one can show that $\text{Aut}(M,0)$ consists of exactly two elements, namely the identity and the map $(z,w) \mapsto (-z,w)$. In particular, $\text{holo}(M,0) = \{0\}$. Hence by Theorem 6, $\text{holo}(M,p) = \{0\}$ for all $p \in M$ near 0.

We mention here that there is a long history of results on transformation groups of Levi nondegenerate hypersurfaces, beginning with the seminal paper by Chern–Moser [CM]. (See also Burns–Shnider [BS] and Webster [W2]). In particular, the
fact that Aut(\(M, p\)) is a Lie group follows from [CM] when \(M\) is Levi nondegenerate at \(p\). Further contributions were made by the Russian school (see e.g. the survey papers of Vitushkin [Vi] and Kruzhilin [Kr], as well as the references therein). Results for higher codimensional quadratic manifolds were obtained by Tumanov [Tu2]. We would like to point out that even for Levi nondegenerate hypersurfaces the approach given here is not based on the work [CM].

§5 An algorithm for constructing the set of all mappings between two real analytic hypersurfaces

Even in the case of a hypersurface, the parametrization of the Segre sets given by Theorem 1, is in general not an immersion onto a neighborhood of the base point \(p_0\). Hence in the proof of Theorem 2, one goes to a nearby point to verify the uniqueness of the holomorphic mapping (which is already assumed to exist). By contrast, in the proof of Theorem 4, this method can no longer be used, because one has to know when a particular value of a parameter actually corresponds to a holomorphic mapping between the hypersurfaces in question.

In this section we outline the proof of Theorem 4, which actually gives an algorithm to construct the defining equations of the manifold

\[
\Sigma_{p, p'} = \eta(\mathcal{F}(M, p; M', p'))
\]

from defining equations of \(M\) and \(M'\) near \(p\) and \(p'\). Moreover, for each \(\Lambda \in G_0^{2k_0}\) the algorithm constructs a mapping which is the unique biholomorphic mapping \(H\) sending \((M, p)\) into \((M', p')\) with \(\eta(H) = \Lambda\) for \(\Lambda \in \Sigma_{p, p'}\). We give here the main steps of this algorithm.

**Step 1.** We choose normal coordinates \((z, w)\) and \((z', w')\) for \(M\) and \(M'\) vanishing respectively at \(p\) and \(p'\). We may write any \(H \in \mathcal{F}(M, p; M', p')\) in the form \(H = (f, g)\), such that the map is defined by \(z' = f(z, w)\) and \(w' = g(z, w)\). Note that it follows from the normality of the coordinates that \(g(z, 0) \equiv 0\). For each fixed \(k\) we choose coordinates \(\Lambda\) in \(G^k\) with \(\Lambda = (\lambda_{zw}, \mu_{zw})\), \(0 < |\alpha| + j \leq k\), such that if \(H = (f, g) \in \mathcal{F}\), then the coordinates of \(\eta(H)\) are defined by \(\lambda_{zw} = \partial_{zw}f(0)\) and \(\mu_{zw} = \partial_{zw}g(0)\). We identify an element in \(G^k\) with its coordinates \(\Lambda\). We shall denote by \(G^k_0\) the submanifold of \(G^k\) consisting of those \(\Lambda = (\lambda, \mu)\) for which \(\mu_{zw} = 0\) for all \(0 < |\alpha| \leq k\). It is easily checked that \(G^k_0\) is actually a subgroup of \(G^k\) and hence a Lie group.

We apply (2.3) with \(Z = (z, 0)\) and \(\zeta = 0\). We obtain the following. There exist \(\mathbb{C}^N\)-valued functions \(\Psi_j(z, \Lambda)\), \(j = 0, 1, 2, \ldots, \) each holomorphic in a neighborhood of \(0 \times G_0^{k_0+j}\) in \(\mathbb{C}^n \times G_0^{k_0+j}\), such that if \(H(z, w) \in \mathcal{F}(M, p; M', p')\) with \(\partial^\alpha H(0)|_{|\alpha| \leq k_0+j} = \Lambda_0 \in G_0^{k_0+j}\), then

\[
\partial^\alpha w_j H(z, 0) = \Psi_j(z, \Lambda_0), \quad j = 0, 1, 2, \ldots.
\]

Furthermore, we have \(\Psi_{0,N}(z, \Lambda) \equiv 0\), where \(\Psi_{0,N}\) is the last component of the mapping \(\Psi_0\). The fact that the \(\Psi_j\) do not depend on \(H\) follows from a close analysis of (2.3).

**Step 2.** By taking \(\gamma = 0\), \(Z = (z, Q(z, \chi, 0))\) and \(\zeta = (\chi, 0)\) in (2.3), we find a \(\mathbb{C}^N\)-valued function \(\Phi(z, \chi, \Lambda)\), holomorphic in a neighborhood of \(0 \times 0 \times G_0^{2k_0}\) in
$C^n \times C^n \times G^{2k_0}$, such that for $H \in F(M, p; M', p')$ with $(\partial^\alpha H(0))_{|\alpha| \leq 2k_0} = \Lambda_0$, we have

\[(5.2)\quad H(z, Q(z, \chi, 0)) \equiv \Phi(z, \chi, \Lambda_0).\]

Again here the fact that $\Phi$ does not depend on $H$ follows from a close analysis of the proof of (2.3).

**Step 3.** We begin with the following lemma.

**Lemma 5.3.** Assume $(M, p), (M', p')$ are as above. There exists a $C^N$-valued function $F(z, t, \Lambda)$ holomorphic in a neighborhood of $0 \times 0 \times G^{2k_0}$ in $C^n \times C \times G^{2k_0}$ and a germ at $0$ of a nontrivial holomorphic function $B(z)$, such that for a fixed $\Lambda_0 \in G^{2k_0}$ there exists $H \in F(M, p; M', p')$ with

\[(5.4)\quad (\partial^\alpha H(0))_{|\alpha| \leq 2k_0} = \Lambda_0\]

if and only if all of the following hold:

(i) $(z, w) \mapsto F(z, w, \Lambda_0)$ extends to a function $K_{\Lambda_0}(z, w)$ holomorphic in a full neighborhood of $0$ in $C^N$.

(ii) $(\partial^\alpha K_{\Lambda_0}(0))_{|\alpha| \leq 2k_0} = \Lambda_0$.

(iii) $K_{\Lambda_0}(M) \subset M'$.

If (i), (ii), (iii) hold, then the unique mapping in $F(M, p; M', p')$ satisfying (5.4) is given by $H(Z) = K_{\Lambda_0}(Z)$.

**Proof.** From the $k_0$-nondegeneracy, we have $Q(x, 0, 0) \neq 0$ and we set

\[(5.5)\quad A(z) = Q(x, 0, 0).\]

We write $x = (x_1, x')$; we shall solve the equation

\[(5.6)\quad w = Q(z, (x_1, 0), 0)\]

for $x_1$ as a function of $(z, w)$ and analyze the solution as $z$ and $w$ approach $0$. We have

\[(5.7)\quad Q(z, (x_1, 0), 0) = \sum_{j=1}^{\infty} A_j(z) x_1^j,\]

with $A_1(z) = A(z)$ and $A_j(0) = 0, j = 1, \ldots$. Dividing (5.6) by $A(z)^2$, we obtain

\[\frac{w}{A(z)^2} = \frac{x_1}{A(z)} + \sum_{j=2}^{\infty} A_j(z) \frac{x_1^j}{[A(z)]^2}.\]

We set $C_j(z) = A_j(z) A(z)^{-2}, j \geq 2$, and let

\[(5.8)\quad \psi(z, t) = t + \sum_{j=2}^{\infty} v_j(z) t^j.\]
be the solution in \( u \) given by the implicit function theorem of the equation \( t = u + \sum_{j=2}^{\infty} C_j(z)u^j \), with \( \psi(0,0) = 0 \). The functions \( \psi \) and \( v_j \) are then holomorphic at 0 and \( v_j(0) = 0 \). A solution for \( \chi_1 \) in (5.6) is then given by
\[
(5.9) \quad \chi_1 = \theta(z, w) = A(z) \psi \left( z, \frac{w}{A(z)^2} \right).
\]
The function \( \theta(z, w) \) is holomorphic in an open set in \( \mathbb{C}^{n+1} \) having the origin as a limit point.

Now define \( F \) by
\[
(5.10) \quad F(z, t, \Lambda) = \Phi(z, (A(z)v(z, t), 0), \Lambda),
\]
where \( \Phi \) is given by Step 2, and let \( B(z) = A(z)^2 \), with \( A(z) \) given by (5.5). Then (i) follows from Step 2. The rest of the proof of the lemma is now easy and is left to the reader. \( \square \)

It follows from Lemma 5.3 and its proof that if \( H(z, w) \) is a biholomorphic mapping taking \( (M, p) \) into \( (M', p') \) with \( \Lambda = \eta(H) \) then
\[
(5.11) \quad H(z, w) = F \left( z, \frac{w}{A(z)^2}, \Lambda \right),
\]
where \( A(z) \) is defined by (5.5), and \( F(z, t, \Lambda) \) is defined by (5.10). Note again here that \( F \) and \( A \) are independent of \( H \).

**Step 4.** In this last step, the following lemma and its proof give the construction of the real analytic functions defining \( \Sigma_{p, p'} = \eta(F) \).

**Lemma 5.12.** Under the hypotheses of Theorem 4 there exist functions \( b_j, j = 1, 2, \ldots \), holomorphic in \( G_0^{2k_0} \times G_0^{2k_0} \) such that there exists \( H \in \mathcal{F}(M, p; M', p') \) satisfying (5.4) if and only if \( b_j(\Lambda_0, \bar{\Lambda}_0) = 0 \), \( j = 1, 2, \ldots \).

The proof of Lemma 5.12 will actually give an algorithm for the construction of the functions \( b_j \) from the defining equations of \( M \) and \( M' \).

**Proof.** We first construct a function \( K(Z, \Lambda) \) holomorphic in a neighborhood of \( 0 \times G_0^{2k_0} \subset \mathbb{C}^n \times \mathbb{C}^{2k_0} \) such that (i) of Lemma 5.3 holds for a fixed \( \Lambda_0 \in G_0^{2k_0} \) if and only if \( F(z, \frac{w}{B(z)}, \Lambda) = K(z, w, \Lambda_0) \). Recall that \( F(z, t, \Lambda) \) is holomorphic in a neighborhood of \( 0 \times 0 \times G_0^{2k_0} \subset \mathbb{C}^n \times \mathbb{C} \times G_0^{2k_0} \). Hence we can write
\[
(5.13) \quad F(z, t, \Lambda) = \sum_{\alpha, j} F_{\alpha j}(\Lambda) z^\alpha t^j,
\]
with \( F_{\alpha j} \) holomorphic in \( G_0^{2k_0} \). For each compact subset \( L \subset G_0^{2k_0} \) there exists \( C > 0 \) such that the series \( (z, t) \mapsto \sum_{\alpha, j} F_{\alpha j}(\Lambda) z^\alpha t^j \) converges uniformly for \( |z|, |t| \leq C \) and for each fixed \( \Lambda \in L \). For \( |z| \leq C \) and \( |\frac{w}{B(z)}| \leq C \) we have
\[
(5.14) \quad F \left( z, \frac{w}{B(z)}, \Lambda \right) = \sum_{j=0}^{\infty} \frac{F_j(z, \Lambda)}{B(z)^j} w^j
\]
with \( F_j(z, \Lambda) = \sum_\alpha F_{\alpha,j}(\Lambda) z^\alpha \). After a linear change of holomorphic coordinates if necessary, and putting \( z = (z_1, z') \), we may assume, by using the Weierstrass Preparation Theorem, that

\[
B(z)^j = U_j(z)[z_1^{K_j} + \sum_{p=0}^{K_j-1} a_{jp}(z') z_1^p],
\]

with \( U_j(0) \neq 0 \) and \( a_{jp}(0) = 0 \). By the Weierstrass Division Theorem we have the unique decomposition

\[
(5.15) \quad F_j(z, \Lambda) = Q_j(z, \Lambda) B(z)^j + \sum_{p=0}^{K_j-1} r_{jp}(z', \Lambda) z_1^p,
\]

where \( Q_j(z, \Lambda) \) and \( r_{jp}(z', \Lambda) \) are holomorphic in a neighborhood of \( 0 \times G_{0}^{2k_0} \) in \( \mathbb{C}^n \times G_{0}^{2k_0} \). It then suffices to take

\[
(5.16) \quad K(z, w, \Lambda) = \sum_j Q_j(z, \Lambda) w^j.
\]

Moreover, (i) of Lemma 5.3 holds if and only if \( z' \mapsto r_{jp}(z', \Lambda_0) \) vanishes identically for all \( j, p \). By taking the coefficients of the Taylor expansion of the \( r_{jp} \) with respect to \( z' \) we conclude that there exist functions \( c_j, j = 1, 2, \ldots, \) holomorphic in \( G_{0}^{2k_0} \) such that (i) holds if and only if \( c_j(\Lambda_0) = 0, j = 1, 2, \ldots, \).

It follows from the above that we have \( K_{\Lambda_0}(Z) = K(Z, \Lambda_0) \), where \( K_{\Lambda_0}(Z) \) is given by Lemma 5.3. By taking \( d_j(\Lambda), 1 \leq j \leq J, \) as the components of \( (\partial_2^\alpha K(0, \Lambda)) \alpha|\leq 2k_0 - \lambda, \) we find that if (i) is satisfied then (ii) holds if and only if \( d_j(\Lambda_0) = 0, 1 \leq j \leq J. \) Similarly, we note that (iii) is equivalent to

\[
(5.17) \quad \rho'(K(z, w, \Lambda_0), \bar{K}(\chi, \bar{Q}(\chi, z, w), \bar{\Lambda}_0)) = 0,
\]

where \( \rho' \) is a defining function for \( M' \). By expanding the left hand side of (5.17) as a series in \( z, w, \chi \) with coefficients which are holomorphic functions of \( \Lambda_0, \bar{\Lambda}_0 \), we conclude that there exist functions \( e_j, j = 1, 2, \ldots, \) holomorphic in \( G_{0}^{2k_0} \times G_{0}^{2k_0} \) such that if (i) is satisfied then (iii) holds if and only if \( e_j(\Lambda_0, \bar{\Lambda}_0) = 0, j = 1, 2, \ldots, \).

The main points in the proof of Theorem 4 follow from Steps 1–4 above. The proof that \( \Sigma_{p, p'} \) is a manifold is first reduced to the case where \( M = M', p = p' \); for that case one uses the fact that a closed subgroup of a Lie group is again a Lie group (see e.g. [Va]). We shall omit the rest of the details of the proof.

Remark 5.18. We have stated Theorems 4–6 only for hypersurfaces. The proofs of these results do not generalize to CR manifolds of higher codimension. In fact, the proofs given here are based on an analysis of the behavior of the Segre set \( N_2 \) near the origin (see (5.7)–(5.9).) Such a precise analysis for higher codimension seems much more complicated. It would be interesting to have analogues of Theorems 4–6 in higher codimension.
6 Holomorphic mappings between real algebraic sets

In this section we shall consider the case where the submanifolds $M$ and $M'$ are algebraic. Recall that a subset $A \subset \mathbb{C}^N$ is a real algebraic set if it is defined by the vanishing of real valued polynomials in $2N$ real variables; we shall always assume that $A$ is irreducible. By $\text{A}_{\text{reg}}$ we mean the regular points of $A$ (see e.g. [HP]). Recall that $\text{A}_{\text{reg}}$ is a real submanifold of $\mathbb{C}^N$, all points of which have the same dimension. We write $\dim A = \dim_{\mathbb{R}} A$ for the dimension of the real submanifold $\text{A}_{\text{reg}}$. A germ of a holomorphic function $f$ at a point $p_0 \in \mathbb{C}^N$ is called algebraic if it satisfies a polynomial equation of the form $a_K(Z)f^K(Z)+\ldots+a_1(Z)f(Z)+a_0(Z) \equiv 0$, where the $a_j(Z)$ are holomorphic polynomials in $N$ complex variables with $a_K(Z) \not\equiv 0$.

In this section we give conditions under which a germ of a holomorphic map in a real algebraic set $A$ into another such set of the same dimension, is actually algebraic, i.e. all its components are algebraic functions.

The first result deals with biholomorphic mappings between algebraic hypersurfaces. The following theorem gives a necessary and sufficient condition for algebraicity of mappings in this case.

**Theorem 7 ([BR1]).** Let $M, M' \subset \mathbb{C}^N$ be two connected, real algebraic, hypersurfaces in $\mathbb{C}^N$. If $M$ is holomorphically nondegenerate and $H$ is a biholomorphic mapping defined in an open neighborhood in $\mathbb{C}^N$ of a point $p_0 \in M$ satisfying $H(M) \subset M'$, then $H$ is algebraic. Conversely, if $M$ is holomorphically degenerate, then for every $p_0 \in M$ there exists a germ $H$ of a nonalgebraic biholomorphism of $\mathbb{C}^N$ at $p_0$ with $H(M) \subset M$ and $H(p_0) = p_0$.

For generic manifolds of higher codimension, holomorphic nondegeneracy is no longer sufficient for the algebraicity of local biholomorphisms. For example, one can take $M = M'$ to be the generic submanifold of $\mathbb{C}^3$ given by $\text{Im} Z_2 = |Z_1|^2$, $\text{Im} Z_3 = 0$, then the biholomorphism $Z \mapsto (Z_1, Z_2, e^{Z_3})$ maps $M$ into itself, but is not algebraic. Here $M$ is holomorphically nondegenerate, but nowhere minimal. However, we have the following.

**Theorem 8 ([BR1]).** Let $M, M' \subset \mathbb{C}^N$ be two real algebraic, holomorphically nondegenerate, generic submanifolds of the same dimension. Assume there exists $p \in M$, such that $M$ is minimal at $p$. If $H$ is a biholomorphic mapping defined in an open neighborhood in $\mathbb{C}^N$ of a point $p_0 \in M$ satisfying $H(M) \subset M'$ then $H$ is algebraic.

The conditions for Theorem 8 are almost necessary, as is shown by the following converse.

**Theorem 9 ([BR1]).** Let $M \subset \mathbb{C}^N$ be a connected real algebraic generic submanifold. If $M$ is holomorphically degenerate then for every $p_0 \in M$ there exists a germ of a nonalgebraic biholomorphism $H$ of $\mathbb{C}^N$ at $p_0$ mapping $M$ into itself with $H(p_0) = p_0$. When $M$ is defined by weighted homogeneous real-valued polynomials, the existence of such a nonalgebraic mapping also holds if $M$ is not minimal at any point (even if $M$ is holomorphically nondegenerate).

We do not give here the details of the proofs of Theorems 7–9. The main ingredient in proving the algebraicity of $H$ in Theorems 7 and 8 is the fact that the closure of each of the Segre sets $N_j$ (described in §1) of a generic real algebraic manifold is actually a complex algebraic set in $\mathbb{C}^N$. In particular, the following
result is a consequence of Theorems 1 and 8 and the algebraicity of the maximal Segre set $N_3$.

**Corollary 6.1 ([BER1]).** Let $M$ be a real algebraic CR submanifold of $\mathbb{C}^N$ and $p_0 \in M$. Then the CR orbit of $p_0$ is a real algebraic submanifold of $M$ and its intrinsic complexification, $X$, is a complex algebraic submanifold of $\mathbb{C}^N$. For any germ $H$ of a biholomorphism at $p_0$ of $\mathbb{C}^N$ into itself mapping $M$ into another real algebraic manifold of the same dimension as that of $M$, the restriction of $H$ to $X$ is algebraic.

It is perhaps worth mentioning here that the CR orbit of $p_0$ is the Nagano leaf passing through $p_0$ ([N]) and hence can be obtained by solving systems of ODE's. In general, the solution of such a system is not algebraic, even when the coefficients of the differential equations are algebraic.

**Example 6.2.** Consider the algebraic holomorphically nondegenerate generic submanifold $M \subset \mathbb{C}^4$ given by

\begin{align}
\text{Im } w_1 &= |z|^2 + \text{Re } w_2 |z|^2 \\
\text{Im } w_2 &= \text{Re } w_3 |z|^4 \\
\text{Im } w_3 &= 0.
\end{align}

(6.3)

Here $M$ is holomorphically nondegenerate, but nowhere minimal. For all $0 \neq r \in \mathbb{R}$ the orbit of the point $(0,0,0,r)$ is the leaf $M \cap \{(z,w): w_3 = r\}$, and its intrinsic complexification is $\{(z,w), w_3 = r\}$. By Corollary 6.1, if $H$ is a germ of a biholomorphism at $0 \in \mathbb{C}^4$ mapping $M$ into an algebraic submanifold of $\mathbb{C}^4$ of dimension 5, then $(z,w_1,w_2) \mapsto H(z,w_1,w_2,r)$ is algebraic for all $r \neq 0$ and small. The orbit of the point $0 \in \mathbb{C}^4$ is $M \cap \{(z,w): w_2 = w_3 = 0\}$ and its intrinsic complexification is $\{(z,w): w_2 = w_3 = 0\}$ and hence again by Corollary 6.1, the mapping $(z,w_1) \mapsto H(z,w_1,0,0)$ is algebraic. By further results in [BER1] on propagation of algebraicity, one can also show that the mapping $(z,w_1,w_2) \mapsto H(z,w)$ is algebraic for all fixed $w_3 \in \mathbb{C}$, sufficiently small. This result is optimal. Indeed, the nonalgebraic mapping $H: \mathbb{C}^4 \mapsto \mathbb{C}^4$, defined by

$H(z,w_1,w_2,w_3) = (z e^{iw_3}, w_1, w_2, w_3),$

is a biholomorphism near the origin, and maps $M$ into itself.

The following statement extends Theorem 8 to more general real algebraic sets.

**Theorem 10 ([BER1]).** Let $A \subset \mathbb{C}^N$ be an irreducible real algebraic set, and $p_0$ a point in $\overline{A}_{\text{reg}}$, the closure of $A_{\text{reg}}$ in $\mathbb{C}^N$. Suppose the following two conditions hold.

1. The submanifold $A_{\text{reg}}$ is holomorphically nondegenerate.
2. If $f$ is a germ, at a point in $A$, of a holomorphic algebraic function in $\mathbb{C}^N$ such that the restriction of $f$ to $A$ is real valued, then $f$ is constant.

Then if $H$ is a holomorphic map from an open neighborhood in $\mathbb{C}^N$ of $p_0$ into $\mathbb{C}^N$, with $\text{Jac } H \neq 0$, and mapping $A$ into another real algebraic set $A'$ with $\dim A' = \dim A$, necessarily the map $H$ is algebraic.

For further results on algebraicity and partial algebraicity, the reader is referred to [BER1].
We will end with a brief history of some previous work on the algebraicity of holomorphic mappings between real algebraic sets. Early in this century Poincaré [P] proved that if a biholomorphism defined in an open set in $\mathbb{C}^2$ maps an open piece of a sphere into another, it is necessarily a rational map. This result was extended by Tanaka [Ta] to spheres in higher dimensions. Webster [W1] proved a general result for algebraic, Levi-nondegenerate real hypersurfaces in $\mathbb{C}^N$; he proved that any biholomorphism mapping such a hypersurface into another is algebraic. Later, Webster’s result was extended in some cases to Levi-nondegenerate hypersurfaces in complex spaces of different dimensions (see e.g. Webster [W3], Forstnerič [F], Huang [H] and their references). See also Bedford-Bell [BB] for other related results. We also refer the reader to the work of Tumanov and Henkin [TH] and Tumanov [Tu2] which contain results on mappings of higher codimensional quadratic manifolds. See also related results of Sharipov and Sukhov [SS] using Levi form criteria; some of these results are special cases of Theorem 8.
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