Spectral variational integrators for semi-discrete Hamiltonian wave equations
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Abstract

In this paper, we present a highly accurate Hamiltonian structure-preserving numerical method for simulating Hamiltonian wave equations. This method is obtained by applying spectral variational integrators (SVI) to the system of Hamiltonian ODEs which are derived from the spatial semi-discretization of the Hamiltonian PDE. The spatial variable is discretized by using high-order symmetric finite-differences. An efficient implementation of SVI for high-dimensional systems of ODEs is presented.
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1. introduction

During the past decade, there have been many attempts to derive geometric structure-preserving numerical methods for Hamiltonian PDEs [4, 16, 28]. Researchers have tried to extend the ideas in the geometric integration of ODE systems to construct numerical schemes for some specific PDEs, so as to preserve as many invariants of the systems as possible. These approaches have mainly focused on multisymplectic variational integrators [24], multisymplectic reformulation of the Hamiltonian PDEs [5] or using some geometric structure-preserving ODE solvers, such as Gauss collocation, discrete gradients and the average vector field methods, applied to the invariant-preserving semi-discrete ODEs [7]. Without loss of generality, we consider the Hamiltonian wave equations described in [24],

\[ \frac{\partial^2 u}{\partial t^2} - \Delta u - V'(u) = 0, \quad u \in \Gamma(\pi_{XY}), \]

where \( \pi_{XY} : Y \to X \) is a fiber bundle over the oriented space-time manifold \( X \), \( V \) is a real valued \( C^\infty \) function, and \( u : X \to Y \) is a section of \( \pi_{XY} \), and \( j^1(u) \) is its first jet extension. For a more in-depth discussion of multisymplectic geometry, the reader is referred to Gotay [11].

By drawing upon variational formulations of field theories and multisymplectic geometry, Marsden et al. [24] introduced the abstract multisymplectic formulation of Hamiltonian PDEs and constructed multisymplectic variational integrators based on triangles and rectangles (see Figure 1). The main
advantage of the covariant multisymplectic perspective in the discretization of Hamiltonian PDEs is that it allows one to consider discretizations of the configuration bundle that are not simply global tensor products of spatial and temporal discretizations, which is what one would obtain otherwise by applying a symplectic integrator to the semi-discretization of the Hamiltonian PDE. This flexibility is exploited in Lew et al. [21] to obtain multisymplectic integrators in which the different spatial elements are time-marched using different time-steps.

In analogy to variational integrators for ODEs, there are two main steps for constructing multisymplectic variational integrators. One is to choose a finite-dimensional function space to approximate sections $u : \mathcal{X} \to \mathcal{Y}$ of the configuration bundle $\mathcal{Y}$. The other is to choose a quadrature method to approximate the action integral $S = \int_{\mathcal{X}} L(j^1 \phi)$.

An alternative approach to the construction of multisymplectic integrators was introduced by Bridges and Reich [6], and is based on a description of a Hamiltonian PDE in terms of multiple skew-symmetric matrices, which is the notion of multisymplectic geometry introduced in Bridges [5]. In this framework, the $(1 + 1)$-dimensional nonlinear wave equation (1) can be expressed as

$$v_t + w_x - V'(u) = 0, \quad v = u_t, \quad -w = u_x,$$

which can be written in multisymplectic form

$$\begin{bmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} u_t \\ v_t \\ w_t \end{bmatrix} + \begin{bmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} u_x \\ v_x \\ w_x \end{bmatrix} = \begin{bmatrix} -V'(u) \\ v \\ -w \end{bmatrix},$$

or more compactly as

$$MZ_t + KZ_x = \nabla Z H(Z).$$

Many high-order multisymplectic integrators [8, 25] have been constructed and analyzed based on both semi-discretizations and full-discretizations using this formulation.

**Remark 1.1.** Multisymplectic field theories expressed in terms of a multisymplectic $(n+2)$-differential form in the sense proposed by Marsden reduce to the Bridges’ formulation of multisymplectic field theories for a suitable choice of skew-symmetric matrices for each of the spatial and temporal components.
However, the converse is not true. This is because the skew-symmetric matrices in the Bridges formulation have to satisfy an integrability condition for them to be expressible as a single multisymplectic \((n + 2)\)-differential form. This is analogous to the fact that every \(n\)-order differential equation can be expressed as a system of \(n\) first-order differential equations, but not every system of \(n\) first-order differential equations can be expressed as a single \(n\)-order differential equation.

In this paper, we focus on solving the large system of Hamiltonian ODEs obtained by semi-discretization of the Hamiltonian PDE using spectral variational integrators (SVI), which fall within the framework of generalized Galerkin variational integrators that have been discussed in [12, 19, 20, 23]. Hall and Leok [12] provide a systematic introduction to spectral variational integrators. In addition to the spectral accuracy, the SVI is symplectic, momentum-preserving and exhibits excellent energy behavior. We will also see that the stability and computational efficiency of spectral variational integrators are both favorable when compared with some symplectic Runge–Kutta methods [22], which makes SVIs an excellent choice to deal with the Hamiltonian ODEs that arise from the semi-discretization of Hamiltonian PDEs. As to the Hamiltonian preserving semi-discretization of the spatial variables, one may choose symmetric finite-difference [3], spectral discretizations or the rescaled Fourier discretization [30]. No matter which discretization we choose, the basic goal is to conserve discrete counterparts of the continuous invariants.

The outline of this paper is as follows. In Section 2, we introduce the Hamiltonian preserving semi-discretization of the given Hamiltonian PDE. In Section 3, we briefly review the construction of SVIs and give an efficient implementation of SVIs for high-dimensional systems of ODEs. In Section 4, a simple error estimate is given. Numerical examples together with some comparisons are then presented in Section 5. Here, we consider the linear wave equation and the breather solution of sine-Gordon equations. In the last section, we draw some conclusions and provide possible future directions.

2. Semi-discretization of the Hamiltonian wave equation

The basic idea of our approach is that we first discretize the spatial dimensions in a highly accurate way, so that the resulting semi-discrete problem is a Hamiltonian system of ODEs to which Galerkin spectral variational integrators can be applied directly. Without loss of generality, we consider the one-dimensional wave equation with periodic boundary conditions which are given as

\[
\begin{cases}
\frac{\partial^2 u(x,t)}{\partial x^2} = \frac{\partial^2 u(x,t)}{\partial x^2} + V'(u(x,t)), & (x,t) \in (-R,R) \times (0,\infty), \\
u(x,0) = \psi_0(x), & u_t(x,0) = \psi_1(x), \\
u(-R,t) = u(R,t).
\end{cases}
\]

(2)

2.1. Symmetric finite-difference approach

There are several ways we can use to approximate the second-order spatial derivative, such as, finite-differences, finite elements, or Fourier–Galerkin, all of which yield a set of Hamiltonian ODEs of the following form,

\[
\frac{d^2 \mathbf{u}}{dt^2} = D \mathbf{u} + F(t, \mathbf{u}), \quad 0 < t \leq \infty,
\]

(3)

where

\[
\mathbf{u}(t) = (u_0(t),...,u_N(t))^T \quad \text{with} \ u_i(t) \approx u(x_i,t),
\]

\[
F(t, \mathbf{u}) = (V'(u_0),...,V'(u_N))^T.
\]
A semi-discretization on the spatial variable by using second-order symmetric differences is given by,
\[
\frac{d^2 u_i}{dt^2} = \frac{u_{i+1} - 2u_i + u_{i-1}}{\Delta x^2} + V'(u_i), \quad 0 < t \leq \infty, \tag{4}
\]
which lead to a system of ODEs of the form (3) with differentiation matrix
\[
D = \frac{1}{\Delta x^2} \begin{pmatrix}
-2 & 1 & 1 \\
1 & -2 & 1 \\
& \ddots & \ddots \\
1 & 1 & -2
\end{pmatrix}_{(N-1) \times (N-1)}. \tag{5}
\]
For higher-order symmetric differences methods
\[
\frac{\partial^2 u(x_i, t)}{\partial x^2} \approx \frac{1}{\Delta x^2} \sum_{j=-k}^{k} \alpha_{i+j} u_{i+j}, \tag{6}
\]
which are even-order generalizations of the central difference scheme, we can refer to Table 1. It should be mentioned that in order to use the \( p = 2k \) order schemes for boundary-value problems, we need \( k \) boundary conditions. For a more systematic introduction of high-order finite-difference scheme, readers may refer to [2, 3].

\begin{table}[h]
\centering
\caption{Coefficients of symmetric differences}
\begin{tabular}{|c|cccccccc|}
\hline
Order & \( \alpha_{i-4} \) & \( \alpha_{i-3} \) & \( \alpha_{i-2} \) & \( \alpha_{i-1} \) & \( \alpha_i \) & \( \alpha_{i+1} \) & \( \alpha_{i+2} \) & \( \alpha_{i+3} \) & \( \alpha_{i+4} \) \\
\hline
2 & & & & 1 & -2 & 1 & & & \\
4 & & & -1/12 & 4/3 & -5/2 & 4/3 & -1/12 & & \\
8 & -1/560 & 8/315 & -1/5 & 8/5 & -205/72 & 8/5 & -1/5 & 8/315 & -1/560 \\
\hline
\end{tabular}
\end{table}

Figure 2: Eigenvalues of the second-order symmetric finite-difference matrix with different spatial discretizations in the spatial domain \([-5, 5]\).

\textbf{Remark 2.1.} Since the eigenvalue \( \lambda \) of (5) is between \(-\frac{4}{\Delta x^2}\) and 0, the semi-discrete system (3) becomes extremely stiff when we choose a small \( \Delta x \). But numerically we will observe that spectral variational integrators are still effective for this stiff high-dimensional system of ODEs. Refer to Figure 2 for the eigenvalues of \( D \) which we will use later in the numerical simulations.
Theorem 2.1. Suppose \( V \) is continuously differentiable and \( \mathbf{u}(t) = (u_0(t), \ldots, u_N(t))^T \) is the solution of (3), then the Hamiltonian that generates (3) is given by

\[
H(\mathbf{u}, \dot{\mathbf{u}}) = \Delta x \left[ \frac{1}{2} \dot{\mathbf{u}}^T \dot{\mathbf{u}} + \frac{1}{2} \mathbf{u}^T D \mathbf{u} + \sum_{i=0}^{N} V(\mathbf{u}_i) \right],
\]

and in particular, the Hamiltonian is a constant of motion.

Proof. It is easy to check that the Hamilton’s equations associated with the Hamiltonian are given by (3), and to verify that \( \frac{dH(t)}{dt} = 0 \) by using the fact that \( D \) is symmetric.

A more natural way to convert the infinite-dimensional nonlinear wave equation to finite-dimensional Hamiltonian systems is to discretize the continuous Lagrangian of the wave equation directly. We will see that this implementation can give us systems of Hamiltonian ODEs with arbitrarily high accuracy. As a simple example, we can replace the Lagrangian of (2)

\[
L(t, x, u, u_t, u_x) = \frac{1}{2} \left[ \left( \frac{\partial u}{\partial t} \right)^2 - \left( \frac{\partial u}{\partial x} \right)^2 \right] + V(u),
\]

by the following semi-discrete analogue,

\[
L(t, \mathbf{u}, \mathbf{u}_t) = \sum_{i=0}^{N-1} \left\{ \frac{1}{2} \left[ \left( \frac{\partial u_i}{\partial t} \right)^2 - \left( \frac{u_{i+1} - u_i}{h} \right)^2 \right] + V(u_i) \right\}.
\]

Then, the Euler–Lagrange equations

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{u}_i} - \frac{\partial L}{\partial u_i} = 0,
\]

lead to the second-order finite-difference scheme,

\[
\ddot{u}_i - \frac{1}{h^2}(u_{i-1} - 2u_i + u_{i+1}) + V'(u_i) = 0, \quad i = 1, \ldots, N - 1
\]

which is the same as (4). The Hamilton’s canonical equations can also be obtained by discretizing the spatial variables of the continuous Hamiltonian,

\[
H(t, \mathbf{u}, \mathbf{u}_t) = \sum_{i=0}^{N-1} \left\{ \frac{1}{2} \left[ \left( \frac{\partial u_i}{\partial t} \right)^2 + \left( \frac{u_{i+1} - u_i}{h} \right)^2 \right] + V(u_i) \right\}.
\]

Then, Hamilton’s canonical equations are given as,

\[
\ddot{u}_i = -\frac{\partial H}{\partial u_i}, \quad \dot{\mathbf{u}}_i = \frac{\partial H}{\partial \dot{\mathbf{u}}_i},
\]

or more compactly as

\[
\frac{d\mathbf{Z}}{dt} = J^{-1} \Delta H(\mathbf{Z}),
\]

where \( \mathbf{Z} = (\mathbf{u}, \dot{\mathbf{u}}) \) and \( J \) is the symplectic matrix,

\[
J = \begin{pmatrix}
0_{N-1} & I_{N-1} \\
-I_{N-1} & 0_{N-1}
\end{pmatrix}.
\]
2.2. Spectral collocation approach

We can also use a spectral collocation method to discretize the spatial derivative which led to Hamiltonian ODEs with higher-order spatial approximation. Combined with the SVI for solving the resultant system of Hamiltonian ODEs, the numerical methods can obtain overall (space-time) spectral accuracy.

We discretize (8) in space by using the spectral collocation method, which led to the following discrete (spatial) Lagrangian

$$L(t, u, u_t) = \sum_{i=0}^{N} \left\{ \frac{1}{2} \left[ \left( \frac{\partial u_i}{\partial t} \right)^2 - \left( \sum_{k=0}^{N} D_{ik}^{(1)} u_k \right)^2 \right] + V(u_i) \right\},$$

where $D_{ik}^{(1)}$ are the entries of the first-order spectral differentiation matrix $D^{(1)}$ in the spatial domain $[-R, R]$ and the construction of the spectral differentiation matrix for arbitrary order can be found in [29]. Then the Euler–Lagrange equations led to the corresponding ODEs,

$$\ddot{u} = A u + V'(u),$$

where

$$A = \begin{pmatrix}
(a_1, a_1) & (a_1, a_2) & \ldots & (a_1, a_{N+1}) \\
(a_2, a_1) & (a_2, a_2) & \ldots & (a_2, a_{N+1}) \\
\vdots & \vdots & \ddots & \vdots \\
(a_{N+1}, a_1) & (a_{N+1}, a_2) & \ldots & (a_{N+1}, a_{N+1})
\end{pmatrix}\quad \text{and} \quad (a_i, a_j) \text{ is the inner product of the } i\text{-th and } j\text{-th column of the matrix } D^{(1)}.$$

We can see that matrix $A$ is automatically symmetric. The derivative of $u$ respect to $x$ may be approximated by any appropriate differentiation matrix, such as Legendre, Hermite and sinc differentiation matrix [30]. We can also use a Fourier–Galerkin approximation [1, 7]. It should be pointed out that the spectral variational integrators may not be stable for every system of Hamiltonian ODEs constructed in this way, but we will see from the numerical experiments that SVIs are effective for many of the resulting stiff systems which cannot otherwise be solved by many conventional ODE solvers.

3. Galerkin spectral variational integrators

We briefly recall the construction of spectral variational integrators, which falls within the framework of generalized Galerkin variational integrators that were discussed in [12, 19, 23, 27]. We will introduce an efficient implementation for high-dimensional Hamiltonian systems, which are suitable for semi-discrete systems of Hamiltonian ODEs (9).

3.1. A brief introduction to discrete mechanics and variational integrators

Galerkin variational integrators fall within the general framework of discrete mechanics and variational integrators. We provide a brief introduction of discrete Lagrangian mechanics and variational integrators, and we refer the reader to [23] for a more comprehensive introduction. Discrete mechanics is based on a discrete analogue of Hamilton’s principle,

$$\delta \mathcal{S}_d = 0,$$
where $\mathcal{S}_d : U^{M+1} \rightarrow \mathbb{R}$ is the discrete action sum defined as

$$\mathcal{S}_d(u_0, u_1, ..., u_M) = \sum_{k=0}^{M-1} L_d(u_k, u_{k+1}) \approx \int_0^T L(u, \dot{u}) dt.$$  

Let $U$ denote the configuration manifold, $u$ is a point on the configuration manifold, and $u(t)$ is a curve on the configuration manifold. The discrete (time) Lagrangian, $L_d : U \times U \rightarrow \mathbb{R}$, is then an approximation of the exact discrete Lagrangian,

$$L_d^E(u_k, u_{k+1}) = \int_{t_k}^{t_{k+1}} L(u_{k+1}(t), \dot{u}_{k+1}(t)) dt,$$  \hspace{1cm} (10)

where $u_{k+1}(t)$ satisfies the Euler–Lagrange boundary-value problem, i.e.,

$$u_{k+1}(t_k) = u_k, \quad u_{k+1}(t_{k+1}) = u_k$$

and $u_{k+1}$ satisfies the Euler–Lagrange equation in the time interval $[t_k, t_{k+1}]$. Alternatively, for a fixed time-step $h$, one can characterize the exact discrete Lagrangian variationally as follows,

$$L_d^E(u_k, u_{k+1}; h) = \text{ext}_{u \in C^2([kh,(k+1)h],U)} \int_{t_k}^{t_{k+1}} L(u(t), \dot{u}(t)) dt.$$  \hspace{1cm} (11)

Taking variations of the discrete action sum yield the discrete Euler–Lagrange (DEL) equations,

$$D_2L_d(u_{k-1}, u_k) + D_1L_d(u_k, u_{k+1}) = 0, \quad k = 1, ..., M - 1$$  \hspace{1cm} (12)

which defines the discrete Lagrangian map $F_{L_d} : U \times U \rightarrow U \times U$, which is given by,

$$F_{L_d} : (u_{k-1}, u_k) \rightarrow (u_k, u_{k+1}).$$

This is equivalent to the implicit discrete Euler–Lagrange (IDEL) equations,

$$p_k = -D_1L_d(u_k, u_{k+1}), \quad p_{k+1} = D_2L_d(u_k, u_{k+1}),$$

which implicitly defines the discrete Hamiltonian map $\tilde{F}_{L_d} : T^*U \rightarrow T^*U$, which is given by,

$$\tilde{F}_{L_d} : (u_k, p_k) \rightarrow (u_{k+1}, p_{k+1}).$$

Here, $D_1, D_2$ denote partial derivatives with respect to the first and second variables, respectively. Numerical integration schemes described by the discrete Lagrangian and Hamiltonian maps are referred to as variational integrators, which are automatically symplectic, momentum preserving and exhibit excellent long-time energy behavior. By introducing the discrete Legendre transforms [23], $F^\pm L_d : U \times U \rightarrow T^*U$,

$$F^+ L_d : (u_k, u_{k+1}) \rightarrow (u_{k+1}, p_{k+1}) = (u_{k+1}, D_2L_d(u_k, u_{k+1})), \quad F^- L_d : (u_k, u_{k+1}) \rightarrow (u_k, p_k) = (u_k, -D_1L_d(u_k, u_{k+1}))$$

the relationship between the discrete Hamiltonian map and discrete Lagrangian map can be illustrated by the following commutative diagram,
From the above diagram, it can be seen that $\tilde{F}_{L_d} : (u_k, p_k) \rightarrow (u_{k+1}, p_{k+1}) = \mathbb{F}^+ L_d \left( (\mathbb{F}^- L_d)^{-1} (u_k, p_k) \right)$ and the following three definitions of the discrete Hamiltonian map are equivalent (Corollary 1.5.3 of [23]),

\[ \tilde{F}_{L_d} = \mathbb{F}^+ L_d \circ (\mathbb{F}^- L_d)^{-1}, \]
\[ \tilde{F}_{L_d} = \mathbb{F}^+ L_d \circ F_{L_d} \circ (\mathbb{F}^+ L_d)^{-1}, \]
\[ \tilde{F}_{L_d} = \mathbb{F}^- L_d \circ F_{L_d} \circ (\mathbb{F}^- L_d)^{-1}. \]

To approximate the integral in equation (11), one should first choose an interpolation function on the interval $[k h, (k + 1)h]$ passing through $u_k, u_{k+1}$ to approximate $u(t)$, then a quadrature formula can be applied to the integral of the Lagrangian evaluated along the chosen interpolation function. The following theorem states that the accuracy of the discrete Hamiltonian map is determined by the accuracy of the approximation of equation (11).

**Theorem 3.1.** (Variational error analysis [23]) Given a regular Lagrangian $L$ and corresponding Hamiltonian $H$, the following are equivalent for a discrete Lagrangian $L_d$:

1. the discrete Hamiltonian map for $L_d$ is of order $r$,
2. the discrete Legendre transforms of $L_d$ is of order $r$,
3. $L_d$ approximate the exact discrete Lagrangian $L_d^E$ with order $r$.

### 3.2. Generalized Galerkin variational integrators

The motivating idea behind Galerkin variational integrators is to approximate the numerically non-computable exact discrete Lagrangian $L_d^E$ with a highly-accurate computable discrete Lagrangian $L_d$. Specifically, for a given Lagrangian $L : TU \rightarrow \mathbb{R}$, generalized Galerkin variational integrators are constructed by the following steps:
Algorithm 1: Construction of Galerkin variational integrators

1: Choose an interpolation function space \( C^s([kh, (k+1)h], U) \) that is parameterized by \( s + 1 \) points (\( s - 1 \) internal points and 2 boundary points) with a set of basis functions \( \{\phi_\nu(t)\}_{\nu=0}^s \) to approximate \( u \),

\[
u(t) = \sum_{\nu=0}^{s} u^\nu \phi_\nu(t).
\]

2: Choose a numerical quadrature rule

\[
\int_a^b f(x)dx \approx \sum_{n=1}^{m} w_n f(\tau_n), \quad \tau_n \in [a, b],
\]

where \( w_n \) are the quadrature weights and \( \tau_n \) are the quadrature points.

3: Approximate the discrete action \( \mathcal{S}^s : C^s([kh, (k+1)h], U) \rightarrow \mathbb{R} \) on the interval \([kh, (k+1)h]\) for a fixed time-step \( h \),

\[
\mathcal{S}^s_{[kh, (k+1)h]}(\{u^k\}_\nu) = \sum_{n=1}^{m} w_n L \left( \sum_{\nu=0}^{s} u^\nu_k \phi_\nu(\tau_n), \sum_{\nu=0}^{s} u^\nu_k \phi_\nu(\tau_n) \right) \approx \int_{kh}^{(k+1)h} L \left( \sum_{\nu=0}^{s} u^\nu_k \phi_\nu(t), \sum_{\nu=0}^{s} u^\nu_k \phi_\nu(t) \right) dt.
\]

4: Construct the Galerkin discrete Lagrangian as

\[
L_d(u_k, u_{k+1}; h) = \text{ext} \left\{ \sum_{n=1}^{m} w_n L \left( \sum_{\nu=0}^{s} u^\nu_k \phi_\nu(\tau_n), \sum_{\nu=0}^{s} u^\nu_k \phi_\nu(\tau_n) \right) \right\}.
\]

The discrete Lagrangian maps obtained from this type of discrete Lagrangian are referred as Galerkin variational integrators. It should be noted that the approximation accuracy of the exact discrete Lagrangian is determined by both the order of the interpolation and the order of the quadrature rule. Practically, for a given interpolation function, one should choose a quadrature rule with comparable approximation error. One may refer to [12] for a more in-depth discussion of this issue.

3.3. Spectral variational integrators

Spectral variational integrators (SVI) in this paper are constructed by using the basis functions \( \phi_\nu(t) = l_\nu(t) \), where \( l_\nu(t) \) are Lagrange interpolation polynomials, and the Gauss–Legendre quadrature rules. Chebyshev and Legendre points will be of particular interest throughout our discussion.

<table>
<thead>
<tr>
<th>2 collocation points</th>
<th>4 collocation points</th>
<th>7 collocation points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legendre</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chebyshev</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Despite the geometric-structure preserving property, one may also observe that SVI is stable for very large time-steps and converges very fast [12].

3.3.1. Approximation of the exact discrete Lagrangian

To approximate the exact discrete Lagrangian, we should first approximate the variables \( u : [0, T] \to U \). We divide the total time interval \([0, T]\) into \( M \) subintervals of equal length \( h \),

\[
[0, T] = \bigcup_{k=0}^{M-1} [kh, (k+1)h], \quad M = T/h,
\]

and then approximate the exact discrete Lagrangian \( L^E_d(u_k, u_{k+1}) \) with a highly-accurate and numerically computable discrete Lagrangian \( L_d(u_k, u_{k+1}) \). To be specific, for a given Lagrangian functional \( L : TU \to \mathbb{R} \), we approximate the infinite-dimensional function space,

\[
\mathcal{C}([kh, (k+1)h], U) = \{ u \in C^2([kh, (k+1)h], U) \mid u(kh) = u_k, u((k+1)h) = u_{k+1} \},
\]

with a finite-dimensional function subspace,

\[
\mathcal{C}^s([kh, (k+1)h], U) = \{ u \in \mathcal{C}([kh, (k+1)h], U) \mid u \text{ is a polynomial of degree } s \}\)

Figure 3: The red dots represent the quadrature points, which may or may not be the same as the interpolation points which represented by black dots.

As illustrated in Figure 3, we approximate the exact discrete Lagrangian by a \( s \)-degree polynomial generated by Lagrangian interpolating polynomials based on the Chebyshev points \( c_\nu = \frac{(2k+1)h}{2} + \frac{h}{2} \sin \left( \frac{\pi(s-2\nu)}{2s} \right), \) where \( c_\nu \) are the Chebyshev points\(^2\), \( x_\nu = \sin \left( \frac{\pi(s-2\nu)}{2s} \right), 0 \leq \nu \leq s \), rescaled and shifted from \([-1, 1]\) to \([kh, (k+1)h]\). Then, for any chosen Gauss–Legendre quadrature formula \((w_n, \tau_n)_{n=1}^m\) in the interval \([-1, 1]\), where \( w_n \) are the quadrature weights and \( \tau_n \in [-1, 1] \) are the quadrature points, we obtain approximations of the function \( u \) at the quadrature points \( d_n \),

\[
\begin{align*}
\mathbf{u}(d_n, \mathbf{u}_k, h) &= \sum_{\nu=0}^{s} \mathbf{u}_k^{\nu} I_{\nu,s}(\tau(d_n)), \\
\dot{\mathbf{u}}(d_n, \mathbf{u}_k, h) &= \sum_{\nu=0}^{s} \mathbf{u}_k^{\nu} \dot{I}_{\nu,s}(\tau(d_n)) \frac{d\tau}{dt} = \frac{2}{h} \sum_{\nu=0}^{s} \mathbf{u}_k^{\nu} \dot{I}_{\nu,s}(\tau(d_n)),
\end{align*}
\]

\(^1\)Since \( \mathbf{u} \) is a vector, we mean that each component of \( \mathbf{u} \) is a polynomial of degree \( s \).

\(^2\)We change the conventional Chebyshev points \( x_\nu = \cos \left( \frac{\nu \pi}{s} \right) \) to this form by using the identity \( \cos(\theta) = \sin \left( \frac{\pi}{2} - \theta \right) \). In floating-point arithmetic, Chebyshev points that are computed using this formula are more symmetric about the origin than the conventional one [30].
where \( \tau(t) = \frac{2}{h}(t - t_k) - 1 \in [-1, 1] \), \( d_n \) are the quadrature points in the interval \([t_k, t_{k+1}]\), and \( l_{\nu,s}(\tau) \) are the Lagrange basis polynomials of degree \( s \), \( l_{\nu,s}(\tau) : [-1, 1] \to \mathbb{R} \), that are given by

\[
l_{\nu,s}(\tau) = \prod_{0 \leq j \leq s, j \neq \nu} \frac{\tau - x_j}{x_{\nu} - x_j}.
\]

Then, we can approximate the discrete Lagrangian as follows

\[
L_d(u_k = u_k^0, u_k^1, ..., u_k^{s-1}, u_k^s = u_{k+1}; h) = \operatorname{ext}_{u \in C^s([kh,(k+1)h], U)} \frac{h}{2} \sum_{n=1}^{m} w_n L(u(d_n; u_k^n, h), \dot{u}(d_n; u_k^n, h))
\]

\[
= \operatorname{ext}_{(u_k^0, u_k^1, ..., u_k^{s-1}, u_k^s)} \frac{h}{2} \sum_{n=1}^{m} w_n L\left(\sum_{\nu=0}^{s} u_k^{\nu} l_{\nu,s}(\tau_n), \frac{2}{h} \sum_{\nu=0}^{s} u_k^{\nu} l_{\nu,s}(\tau_n)\right).
\]

(14)

**Remark 3.1.** We have chosen Chebyshev interpolation as the Chebyshev points include the boundary points at \( kh \) and \((k+1)h\), and the use of Lagrange polynomials that include the boundary points as interpolation points dramatically simplifies the computation of the discrete Legendre transforms \( D_1 L(q_k, q_{k+1}) \) and \( D_2 L(q_k, q_{k+1}) \). Unlike Lagrange interpolants based on equidistant points, it does not exhibit Runge’s phenomenon. The choice of Gaussian quadrature is mainly motivated by the optimal accuracy. In particular, an \( n \)-point Gaussian quadrature rule is exact for polynomials of degree \( 2n - 1 \). However, it would also be worth considering other kinds of polynomial bases and quadrature rules. For example, Galerkin variational integrators based on polynomials of degree \( n \) and Gauss–Legendre quadrature rule of order \( n \) are shown to result in the Gauss–Legendre collocation methods of order \( 2n \) [23]. While we have primarily discussed the approximation of the quadrature that only depend on the integrand, one could also consider quadrature formulas that depend on derivatives of the integrand. Different combinations of polynomial bases and quadrature formulas may led to effective integrators for specific kinds of equations.

### 3.3.2. Implementation of spectral variational integrators for multi-dimensional Hamiltonian ODEs

From (14), we know that the quadrature approximation of the action integral is stationary with respect to the internal stages \( u_k^i, \nu = 1, ..., s - 1 \), which provides \((N - 1) \times (s - 1)\) equations:

\[
D_i L_d(u_k^0, u_k^1, ..., u_k^{s-1}, u_k^s; h) = 0, \quad i = 1, ..., s - 1,
\]

which when combined with either the discrete Euler–Lagrange equations,

\[
D_s L_d(u_{k-1} = u_k^0, u_k^1, ..., u_k^{s-1}, u_k^s = u_{k+1}; h) + D_0 L_d(u_k = u_k^0, u_k^1, ..., u_k^{s-1}, u_k^s = u_{k+1}; h) = 0,
\]

or the implicit discrete Euler–Lagrange equations (here, \( D_L d \) means the partial derivative of \( L_d \) with respect to \( u_k^i \)),

\[
p_k = -D_0 L_d(u_k = u_k^0, u_k^1, ..., u_k^{s-1}, u_k^s = u_{k+1}; h),
\]

\[
p_{k+1} = D_s L_d(u_k = u_k^0, u_k^1, ..., u_k^{s-1}, u_k^s = u_{k+1}; h),
\]

\[3\]Here, \( N \) denotes the dimension of the Hamiltonian system, specifically, we semi-discretize (2) with \( N + 1 \) points, the resultant system of semi-discrete ODEs are of dimension \( N - 1 \), since the boundary conditions are given.
yields the following set of nonlinear equations:

\[ p_k = -\sum_{n=1}^{m} w_n \left[ \frac{h}{2} l_{0,s}(\tau_n) \frac{\partial L}{\partial u} \left( \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n), \frac{2}{h} \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n) \right) \right. \]
\[ + l_{0,s}(\tau_n) \frac{\partial L}{\partial u} \left( \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n), \frac{2}{h} \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n) \right) \],

\[ 0 = \sum_{n=1}^{m} w_n \left[ \frac{h}{2} l_{r,s}(\tau_n) \frac{\partial L}{\partial u} \left( \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n), \frac{2}{h} \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n) \right) \right. \]
\[ + l_{r,s}(\tau_n) \frac{\partial L}{\partial u} \left( \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n), \frac{2}{h} \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n) \right) \],

\[ p_{k+1} = \sum_{n=1}^{m} w_n \left[ \frac{h}{2} l_{r,s}(\tau_n) \frac{\partial L}{\partial u} \left( \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n), \frac{2}{h} \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n) \right) \right. \]
\[ + l_{r,s}(\tau_n) \frac{\partial L}{\partial u} \left( \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n), \frac{2}{h} \sum_{\nu=0}^{s} u_{k,\nu,s}(\tau_n) \right) \right],

where \( r = 1, \ldots, s - 1 \). The multi-interval algorithm for solving (15), (16), (17) can be obtained by cycling through the following diagram,

To implement the algorithm efficiently for the semi-discrete equation (9), we give the matrix form of (15), (16) for (9),

\[ \tilde{A}_k \tilde{U}_k = F_k, \]

where \( \tilde{A}_k \) is an \( s \times (s+1) \) matrix and the entries are given by

\[ \tilde{A}_{k}^{i,j} = \frac{2}{h} \sum_{n=1}^{m} w_n l_{i-1,s}(\tau_n) l_{j-1,s}(\tau_n), \]

\( \tilde{U}_k \) is a \( (s+1) \times (N-1) \)-dimensional matrix,

\[ \tilde{U}_k = [u_k^0, u_k^1, \ldots, u_k^s]^T, \quad u_k^\nu = [u_k^\nu(x_1, t), \ldots, u_k^\nu(x_{N-1}, t)]. \]

\( F_k \) is a \( s \times (N-1) \)-dimensional matrix,

\[ F_k = [f_k^0, f_k^1, \ldots, f_k^{s-1}]^T \]
\[ = \left[ \frac{h}{2} \sum_{n=1}^{m} w_n l_{0,s}(\tau_n) \cdot \frac{\partial L}{\partial u}, \frac{h}{2} \sum_{n=1}^{m} w_n l_{1,s}(\tau_n) \cdot \frac{\partial L}{\partial u}, \ldots, \frac{h}{2} \sum_{n=1}^{m} w_n l_{s-1,s}(\tau_n) \cdot \frac{\partial L}{\partial u} \right]^T, \]
where \( \frac{\partial L}{\partial u} = \left[ \frac{\partial L}{\partial u_{N(x_1,t)}}, \ldots, \frac{\partial L}{\partial u_{N(x_{N-1},t)}} \right] \). By using the partitions \( \tilde{A}_k = [A^1_k, A_k] \) and \( \tilde{U}_k = [u^0_k, U_k]^T \) where \( A^1_k \) is the first column of the matrix \( \tilde{A}_k \), we can rewrite (18) as

\[
A_k \otimes I_{N-1} \text{vec}(U_k) + A^1_k \otimes (u^0_k)^T + \text{vec}(F_k) = [ -p_k, 0_{(N-1)(s-1)}]^T, \tag{20}
\]

where \( I_{N-1} \) is the \((N-1) \times (N-1)\) identity matrix. Thus, we can calculate \( \text{vec}(U_k) \) from (20) using Newton–Raphson iteration.

4. Error estimation

The error of our numerical approach mainly comes from two parts. One is the approximation of derivative of \( u \) with respect to \( x \). The other comes from the chosen spectral variational integrator. Now we recall the geometric convergence of spectral variational integrators. The definition of geometric convergence can be found in papers and monographs about approximation theory [13, 10]. Specifically, a sequence of approximations \( \{f_n\}_{n=1}^\infty \) is said to converges to \( f \) geometrically, if,

\[ \|f - f_n\| = O(K^n), \]

for a given norm \( \|\cdot\| \) and a positive constant \( K < 1 \) which is independent of \( n \).

**Theorem 4.1.** (Theorem 3.7 of [12]) For a canonical Lagrangian and a sufficiently small time-step \( h \), a Galerkin variational integrator constructed from a basis \( \{\phi_v\}_{v=0}^s \) of polynomials of degree at most \( s \) and a quadrature rule of at least order \( 2s + 1 \) will have error at most \( O(K^s) \) for some \( K \) independent of \( s \) and less than 1. The internal stage Euler–Lagrange equations needed to construct the Galerkin variational integrator will also have a unique solution.

One might argue that spatial semi-discretization using symmetric finite-difference methods renders the use of spectrally accurate in time methods pointless, as one only achieves finite-order spatial accuracy, whereas the SVI is spectral accurate in time. But, we will see in practice that the numerical method can reach near machine precision with the given high-order symmetric difference and a relative small spatial-step.

**Theorem 4.2.** Suppose \( u(x,t) \) is the exact solution of the Hamiltonian wave equation (2) and denote by \( \hat{u} = (\hat{u}_0, \hat{u}_1, \cdots, \hat{u}_N)^T \) the solution of the semi-discrete equation (3) with the \( p \)-th order symmetric difference matrix \( D \) solved by spectral variational integrators with a fixed time-step \( h \) and \( s \)-dimensional approximation space. Then, for any space grid \( x_i, i = 0, \cdots, N \) and \( t \in [0, h] \), we have,

\[ |u(x_i, t) - \hat{u}_i(t)| \leq C_0(\Delta x)^p + C_1 K^s, \quad i = 0, \cdots, N \]

for some positive constants \( C_0, C_1, 0 < K < 1, \Delta x < 1 \).

**Proof.** By introducing the notation \( u(t) = (u_0(t), u_1(t), \cdots, u_N(t))^T \) which denotes the exact solution of the semi-discrete equation (3), Theorem 4.2 can be easily obtained from Theorem 4.1 by using the triangle inequality. \( \square \)
5. Numerical examples

In this section, we will introduce two numerical examples to verify the numerical schemes described above. The first example is the one-dimensional linear wave equation with an initial Gaussian pulse. The Gaussian pulse will eventually decay into two waves with smaller amplitude, with equal but opposite velocities (see Figure 4).

![Figure 4: Evolution of Gaussian wave](image)

For the second example, we consider the solitonic breather solution of the sine-Gordon equation. The sine-Gordon equation describes nonlinear waves in elastic media which can be solved analytically for some initial conditions, since it is completely integrable. The form of the breather solution is shown in Figure 5.

![Figure 5: Breather solution of sine-Gordon equation](image)

For each example, the spectral variational integrators were constructed by using Chebyshev–Lagrangian interpolation and Gauss–Legendre quadrature.

5.1. The Gaussian wave

We consider the linear wave equation,

$$\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} = 0,$$
with an initial Gaussian pulse,

\[ \begin{align*}
    u(x, 0) &= \exp(-x^2), \\
    u_t(x, 0) &= 0.
\end{align*} \]

The analytic solution of the linear wave equation is,

\[ u(x, t) = \frac{1}{2} \left\{ \exp[-(x + t)^2] + \exp[-(x - t)^2] \right\}. \]

Figure 6 and 7 show the numerical solution, error and energy error of the second-order semi-discrete wave equation solved by SVI with 5 point Chebyshev interpolation, 10 point Gauss–Legendre quadrature and fixed time-step \( \Delta t = 1 \). The energy we calculated here was given in (7) and the energy error is the plot of \( H(u, \dot{u}) - H(u_0, \dot{u}_0) \). Figure 8 and 9 gives the numerical solution, error and energy error of the 4th-order symmetric-difference semi-discrete wave equation solved by SVI with 7 point Chebyshev interpolation and 14 point Gauss–Legendre quadrature at every time-step, and Figure 10 and 11 are for the 8th-order symmetric difference with 11 point Chebyshev interpolation and 22 point Gauss–Legendre quadrature at every time-step. Here, we show the solution and absolute error at the first time-step. The long-time behavior of the solution will be given in the following comparison between numerical schemes derived from SVI and multisymplectic variational integrators. The long-time energy errors are obtained by solving the linear wave equation with the homogeneous boundary condition \( u(-5, t) = u(5, t) = 0 \).
Figure 7: Energy error for the linear wave equation using SVI for the second-order semi-discrete ODEs on a space-time grid with $\Delta t = 1$, $\Delta x = 0.2$ and 5 point Chebyshev interpolation and 10 point Gauss–Legendre quadrature at every time-step.

Figure 8: Solution (left) and error (right) for the linear wave equation using SVI for the 4th-order semi-discrete ODEs on a space-time grid with $\Delta t = 1$, $\Delta x = 0.2$ and 7 point Chebyshev interpolation, 14 point Gauss–Legendre quadrature at every time-step.

Figure 9: Energy error for the linear wave equation using SVI for the 4th-order semi-discrete ODEs on a space-time grid with $\Delta t = 1$, $\Delta x = 0.2$ and 7 point Chebyshev interpolation, 14 point Gauss–Legendre quadrature at every time-step.
Comparisons of the numerical schemes proposed in this paper and the multisymplectic variational integrator (MVI) (5.8) in [24]

\[
\frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{h^2} - \frac{u_{i,j+1} - 2u_{i,j} + u_{i,j-1}}{h^2} + \frac{1}{3} V'' \left( \frac{u_{i,j} + u_{i,j+1} + u_{i+1,j+1}}{3} \right) + \frac{1}{3} V'' \left( \frac{u_{i,j-1} + u_{i,j} + u_{i,j+1}}{3} \right) + \frac{1}{3} V'' \left( \frac{u_{i-1,j-1} + u_{i-1,j} + u_{i,j}}{3} \right) = 0. 
\]

(21)

for relative long-time simulations are shown in Table 2. For the linear wave equation, the above MVI scheme reduces to the leap-frog scheme which has truncation error \(O(\Delta x^2 + \Delta t^2)\). The comparison of SVI and MVI is motivated by the fact that both schemes are deeply rooted in Lagrangian mechanics and they both exhibit good energy behavior. Some approaches for constructing higher-order multisymplectic variational integrators have been summarized in [19], such as multisymplectic variational integrator constructed by using tensor product linear shape functions with localized supports to discretize the configuration bundle, spatio-temporally adaptive variational integrators and pseudospectral variational integrators. However, the constructions and implementations of these methods are relatively
complicated. As such, we only compare our method with (21) and we choose a relative large spatial domain \(x \in [-15, 15]\) to avoid the error induced by the boundary and the discretization of the boundary condition.

Table 2: Computational Efficiency of MVI, SVI_SD6 and SVI_SD8

<table>
<thead>
<tr>
<th>METHOD</th>
<th>SCHEME DETAIL</th>
<th>TOTAL TIME(s)</th>
<th>ERROR (^a)</th>
<th>CPU-TIME(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVI (^b)</td>
<td>0.001 0.0005 - -</td>
<td>10</td>
<td>(6.099 \times 10^{-7})</td>
<td>146.83</td>
</tr>
<tr>
<td>SVI_SD6 (^c)</td>
<td>0.06 1 7 12</td>
<td>10</td>
<td>(3.335 \times 10^{-7})</td>
<td>98.23</td>
</tr>
<tr>
<td>SVI_SD8</td>
<td>0.1 1 7 12</td>
<td>10</td>
<td>(2.939 \times 10^{-7})</td>
<td>31.56</td>
</tr>
</tbody>
</table>

\(^a\)maximum absolute error in the space-time grid
\(^b\)for the linear wave equation, MVI reduces to the leap-frog method
\(^c\)spectral variational integrator for the 6th-order spatial semi-discrete ODEs

The numerical results demonstrate that MVI is not as efficient for high-accuracy simulations, because of both the computational and storage complexity. In particular, although the MVI is explicit for the linear wave equation \((V' = 0)\), we still observe that SVI_SD6 and SVI_SD8 achieve higher accuracy at a lower computational cost when compared to MVI. We can also see that methods proposed in this paper are stable for large time-steps, while MVI is actually a finite-difference method which need to satisfy the Courant–Friedrichs–Lewy (CFL) condition when solving hyperbolic partial differential equations. Figure 12 and 13 give the solution and absolute error of the linear wave equation solved by SVI_SD6 and SVI_SD8. We do not include the simulation figure of MVI, as the figure is too large due to the very small \(\Delta x\) and \(\Delta t\) that is necessary in order to achieve comparable accuracy.

Figure 12: Solution (left) and error (right) for the linear wave equation using SVI_SD6
Figure 13: Solution (left) and error (right) for the linear wave equation using SVI_SD8

Figure 14 shows the $L^\infty$ error of $u$ (left) and energy error (right) of the 8th-order semi-discrete equation with three different spatial-steps $\Delta x = 0.5$, $\Delta x = 0.2$, $\Delta x = 0.1$, solved by SVI with different numbers of Chebyshev points. The number of quadrature points are chosen to be two times the number of Chebyshev points. It is clear that for an extreme accurate SVI, the order of the spatial semi-discretization is the limiting factor in the overall numerical accuracy, just as we discussed in the last section. But we can still achieve very high accuracy with higher-order semi-discretizations. The discrete energy error mainly depends on the number of Chebyshev points we choose, since it is an exact integral of motion of the semi-discrete equations.

Figure 14: $L^\infty$ error of $u$ (left) and absolute energy error (right) at $t = 1$ of the linear wave equation when using SVI for the 8th-order semi-discrete ODEs with $s$-refinement ($s$ is the number of Chebyshev points), here $\Delta t = 1$.

5.2. The sine-Gordon equation

Now we consider the sine-Gordon equation, which is in the form,

$$\frac{\partial^2 u}{\partial t^2} = \frac{\partial^2 u}{\partial x^2} - \sin(u(x,t)), \quad x \in [-30, 30], \ t \geq 0. \quad (22)$$
Here, we consider the so-called breather solutions with the initial conditions,

\[ u(x, 0) = 4 \tan^{-1} \left( \frac{\sqrt{1 - w^2}}{w} \frac{1}{\cosh(x \sqrt{1 - w^2})} \right), \quad u_t = 0, \]

and Dirichlet boundary conditions which can be obtained from the given exact solution,

\[ u(x, t) = 4 \tan^{-1} \left( \frac{\sqrt{1 - w^2}}{w} \frac{\cos(w t)}{\cosh(x \sqrt{1 - w^2})} \right). \]

Figure 15, 16, and 17, respectively give the solution, absolute error and energy error of the 4th-order semi-discrete sine-Gordon equation when solved by SVI with 5 point Chebyshev interpolation and 10 point Gauss–Legendre quadrature at every time-step with uniform \( \Delta t = 1 \).

Figure 15: Solution of the sine-Gordon equation using SVI for the 4th-order semi-discrete ODEs on a space-time grid with \( \Delta t = 1, \Delta x = 0.2 \) and 5 point Chebyshev interpolation, 10 point Gauss–Legendre quadrature at every time-step.
Figure 16: Absolute error of $u$ for the sine-Gordon equation using SVI for the 4th-order semi-discrete ODEs on a space-time grid with $\Delta t = 1$, $\Delta x = 0.2$ and 5 point Chebyshev interpolation, 10 point Gauss–Legendre quadrature at every time-step.

Figure 17: Energy error for the sine-Gordon equation using SVI for the 4th-order semi-discrete ODEs on a space-time grid with $\Delta t = 1$, $\Delta x = 0.2$ and 5 point Chebyshev interpolation, 10 point Gauss–Legendre quadrature at every time-step.

Figure 18 shows the $L^\infty$ error of $u$ for the 8th-order semi-discrete sine-Gordon equation with four different spatial-steps $\Delta x = 0.5$, $\Delta x = 0.2$, $\Delta x = 0.05$, $\Delta x = 0.02$, solved by SVI as the number of Chebyshev points is allowed to vary. The number of quadrature points is chosen to be two times the number of Chebyshev points. Combined with the high-order semi-discretization and a relative small spatial-step, SVI can achieve very high accuracy for the Hamiltonian PDEs, while the implicit scheme of MVI is extremely inefficient with small size space-time grid, especially for equations with large spatial domain.
Figure 18: $L^\infty$ error of $u$ at $t = 1$ of the sine-Gordon equation when using SVI for the 8th-order semi-discrete ODEs with $s$-refinement ($s$ is the number of Chebyshev points), here $\Delta t = 1$.

Exponential time differencing (ETD) methods can not only solve the linear part of the semi-discrete equations exactly, but also preserve the underlying group structure. Now, we compare SVI with a class of exponential time differencing Runge–Kutta methods (ETDRK) which were derived in the paper by Cox and Matthews [9] for ordinary differential equations with stiff linear parts. These kind of methods has relative small error constants and are exact for linear part of the differential equation. It was also pointed out in the paper by Kassam and Trefethen [17] that ETDRK consistently outperforms the implicit-explicit method (IMEX), the split step method (SS), the integrating factor method (IF) and the slider method (SL) in accuracy, efficiency and stability when tested on the KdV, Kuramoto–Sivashinsky, Burgers and Allen–Cahn equations in one space dimension. For the sine-Gordon equation, we first discretize the spatial part of the PDE and obtain a system of ODEs,

$$u_{tt} = Lu + N(u, t), \quad (23)$$

then, we convert the second-order system (23) into a first-order system by introducing the auxiliary variable $v = u'$,

$$\begin{cases} u_t = v, \\ v_t = Lu + N(u, t). \end{cases} \quad (24)$$
Let $Z = [u, v]^T$, then equation (24) can be expressed in the following standard form which can be solved by ETDRK methods directly,

$$Z_t = AZ + N(Z, t),$$

(25)

where

$$A = \begin{pmatrix} 0 & I \\ L & 0 \end{pmatrix}, \quad N(Z, t) = \begin{pmatrix} 0 \\ N(u, t) \end{pmatrix}.$$

The fourth-order scheme ETD4RK for (25) is,

$$\alpha_n = e^{Ah/2}Z_n + A^{-1}(e^{Ah/2} - I)N(Z_n, t_n),$$
$$\beta_n = e^{Ah/2}Z_n + A^{-1}(e^{Ah/2} - I)N(\alpha_n, t_n + h/2),$$
$$\gamma_n = e^{Ah/2}\alpha_n + A^{-1}(e^{Ah/2} - I)(2N(\beta_n, t_n + h/2) - N(Z_n, t_n)),$$
$$Z_{n+1} = e^{Ah}Z_n + h^{-2}A^{-3}\{[-4 - Ah + e^{Ah}(4 - 3Ah + (Ah)^2)]N(Z_n, t_n)$$
$$+ 2[2 + Ah + e^{Ah}(4 - 3Ah + (Ah)^2)](N(\alpha_n, t_n + h/2) + N(\beta_n, t_n + h/2))$$
$$+ [-4 - 3Ah - (Ah)^2 + e^{Ah}(4 - Ah)]N(\gamma_n, t_n + h)\}.$$

To implement the ETD4RK methods, we should first resolve the spatial part of the problem to very high accuracy with spectral methods or finite differences. To compare the ETDRK methods with SVI, we use symmetric differences to discretize the spatial part of (22), which makes $A$ a sparse, nondiagonal and large-scale matrix. For example, the dimension of $A$ is $2400 \times 2400$, when we set the spatial step $\Delta x = 0.05$ in the spatial domain $[-30, 30]$. Several approaches have been introduced to deal with the computation of $e^A$, such as Taylor series [9], contour integral [17], Padé approximation [18], scaling and squaring [14], and Krylov subspace approximation [15, 26]. The Taylor series is applicable when $A$ is a scalar or a diagonal matrix. The contour integration do not work well with equation (25), probably because we should choose a large contour when the eigenvalue of $A$ is large and ETD4RK methods implemented in this way are relatively slow due to the need to compute a large number of matrix inverses in order to approximate the complex integration. ETD4RK schemes used in this paper are implemented by using the Padé approximation of matrix exponential functions [18].
As seen in Fig. 19 and Fig. 20, we observe that the resulting explicit ETDRK schemes are effective and efficient, but they are not energy preserving. In contrast, SVI methods proposed in this paper preserve the energy of the system very well and can achieve arbitrary high-order for solving (25) by increasing the number of interpolation points and quadrature points. As a class of implicit energy preserving numerical schemes, they may have better long-time performances than that of ETDRK methods and they are more efficient than some conventional symplectical Gauss–Legendre methods (see Table 1 of [22]). SVI might also be a better choice than ETDRK for dealing with extremely large-scale systems, as the time efficiency of ETDRK decays rapidly as the dimension of the linear part increases. It would be interesting for researchers to develop structure-preserving methods based on the ETD framework.

Figure 19: Accuracy versus time step and computer time for the sine-Gordon equation. (Here ETD2RK_SD4 denotes the ETD2RK method for the fourth-order semi-discrete ODEs and SVI_C2G4_SD4 denotes SVI with 2 point Chebyshev interpolation and 4 point Gauss–Legendre quadrature for the fourth-order semi-discrete ODEs)

Figure 20: Comparison of the energy behaviors of ETDRK and SVI for the fourth-order semi-discrete sine-Gordon equation with $\Delta t = 0.1$ and $\Delta x = 0.1$. 

Figure 20: Comparison of the energy behaviors of ETDRK and SVI for the fourth-order semi-discrete sine-Gordon equation with $\Delta t = 0.1$ and $\Delta x = 0.1$. 
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6. Conclusion

We have demonstrated that the combination of spectral variational integrators with high-order symmetric finite-differences can be successfully applied to simulating Hamiltonian PDEs with very high accuracy. With the given efficient implementation of spectral variational integrators for large-dimensional ODEs, we obtain a fully-discrete scheme for the Hamiltonian wave equations that is highly accurate and nearly energy preserving, and also verified the stability of SVI for the stiff system of Hamiltonian ODEs arising from semi-discretization. In the future, we will construct overall (space-time) spectrally accurate structure-preserving numerical methods and extend these methods to solve more complicated equations, such as Maxwell’s equations with gauge symmetry and higher-dimensional Schrödinger equations.
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