Invertible Linear Mappings



A mapping L : X — Y is called invertible if there exists
L=1:Y — X such that

L7'oL=1Idx, Lol '=Idy.

We call L1 the inverse of L.

Theorem

IfL: X — Y is linear and invertible, then the inverse L1 is linear.



Theorem

IfL: X — Y is linear and invertible, then the inverse L1 is linear.

Proof

1. Leta€Rand y € Y. Set x := L~1(y). Since
L(ax) = ay,

we have L 1
al™(y)=ax=L""(ay).

2. Let y1,y2 € Y. Set x3 = L71(y1) and xo = L=1()»). Since
Lixi+x)=y1+y

we have

Ly +y2) =x1 +x2 = L7 (1) + L2 (ya).

Hence L~ is linear.



Theorem
Let L: X — Y be an invertible linear mapping and let A C X.

1. A is linearly independent if and only if L(A) is linearly
independent.

2. We have spanL(A) = L(spanA).

3. Ais a basis if and only if L(A) is a basis.

Corollary

The image of a subspace under a linear mapping is again a
subspace.

Corollary
Let S C X be a subspace of dimension k and let L : X — Y be an
invertible linear mapping. Then L(S) is a subspace of dimension k.



Theorem
Let vi,...,vp € Vand let L:V — W be invertible. Write

wiy =Lvi, ..., wp=Lv,.

Then vi,..., v, is linearly dependent if and only if wy, ..., wy, is
linearly dependent .

Proof.
If aq,...,an € Rwith 0 =ayv; + -+ + apv,, then
0=L(0) =ail(vi)+ -+ anl(vn)
=Wy + -+ apWy.
So linear dependence of vq, ..., v, implies linear dependence of
Wi, ..., Wp.

Since L is invertible and linear, the inverse L=1 is linear. Hence the
converse implication follows analogously. O



Theorem
Let vi,...,vp € Vand let L:V — W be invertible. Write

wiy =Lvi, ..., wp=Lv,.
Then vy, ..., v, is a spanning set for V' if and only if wy,..., wy is
a spanning set for W .

Proof.
Let w € W. There exists v € V with L(v) = w. There exist
at,...,a, € Rwith v=a3v; + -+ a,v,. Consequently,

w = L(v) =a1l(v1) + -+ anl(vn)
= a1Wwy + -+ apWhy.
So vi, ..., Vv, being a spanning set implies wy, ..., w, being a
spanning set.

Since L is invertible and linear, the inverse L=1 is linear. Hence the

converse implication follows analogously. O



Basis Transformations




Let V be an n-dimensional vector space with two different bases:
1 P Vi
Wi, ..., Wp.
We let A = (a;) € R™" be defined by
Vi = ajpwi + -+ aipWp.
If a1,...,ap,B1,...,0, € R with
aivi + -+ apvy = fiwr + -+ Bawa,
then

a1 ... anl 651 b1

dln --- @nn Qp Bn



a1 ... anl aq b1

din --- dnn Qp Bn
Indeed,
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We call the matrix A the basis transition matrix from the basis
Vi,...,V, to the basis wy, ..., w,.

The basis transition matrix is necessarily invertible. Otherwise we
had a linear dependence between basis vectors.

The inverse of a basis transition matrix is again a basis transition
matrix, with the roles of the bases reversed.



If we have three bases

ug, ..., Un,
Viy.ooy Vi,
Wi, ..., Wp,

and let By, B, € R™" denote the basis transition matrices from
Ui, ...,Unto v, ..., vy and from wy, ..., w, to wy, ..., wp,

respectively, then
Bty = Bty © By E R™"

is the basis transition matrix from uy,...,u, to wy, ..., wp.



Every invertible matrix can be thought of as basis transition matrix
with respect to some bases:

Pick A € R™" invertible and a basis v1,...,v,. Then
wi = Avy, ..., w, = Av,,

is a basis, and A~ is the basis transition matrix from the basis

Vi,...,Vp to the basis wy, ..., wy.

If wa,...,w, were linearly dependent with some coefficients
B1,...,3n, then an application of the inverse matrix A~1 would
give coefficients asq, ..., a, that yield a linear dependence of
Vi,...,Vp.
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Questions?
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