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Abstract

Both seasonal unit roots and periodic variation can be prevalent in seasonal data. In the testing of seasonal unit roots under periodic variation, the validity of the existing methods, such as the HEGY test, remains unknown. The behavior of the augmented HEGY test and the unaugmented HEGY test under periodic variation is analyzed. It turns out that the asymptotic null distributions of the HEGY statistics testing the single roots at 1 or $-1$ when there is periodic variation are identical to the asymptotic null distributions when there is no periodic variation. On the other hand, the asymptotic null distributions of the statistics testing any coexistence of roots at 1, $-1$, $i$, or $-i$ when there is periodic variation are non-standard and are different from the asymptotic null distributions when there is no periodic variation. Therefore, when periodic variation exists, HEGY tests are not directly applicable to the joint tests for any concurrence of seasonal unit roots. As a remedy, bootstrap is proposed; in particular, the augmented HEGY test with seasonal independent and identically distributed (iid) bootstrap and the unaugmented HEGY test with seasonal block bootstrap are implemented. The consistency of these bootstrap procedures is established. The finite-sample behavior of these bootstrap tests is illustrated via simulation and prevails over their competitors’. Finally, these bootstrap tests are applied to detect the seasonal unit roots in various economic time series.
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1. Introduction

As deterministic trend and unit root exist in time series, deterministic seasonality and seasonal unit root occur in seasonal time series. Intuitively, seasonal unit root process is a process with non-stationary stochastic seasonality. The hypothesis testing for seasonal unit root dates back to [1, 2]. The most widely-used test may be the HEGY test proposed by [3]. Recent advances in this vein include [4, 5, 6, 7].

In addition to non-stationary stochastic seasonality, the generating processes of seasonal time series may consist of periodically varying coefficients, for example, the process may be an AutoRegressive (AR) process with periodically varying AR parameters. Examples of such periodically varying time series include the consumption series in [8], the air pollutant series in [9], and the river flows in [10]. Theoretical research on periodically varying processes includes, among others, [11, 12]. For more information on periodically varying time series, see [13, 14, 15].

Indeed, seasonal unit roots and periodic variation sometimes coexist in seasonal data. For example, the seasonal consumption in UK has been found periodically varying and seasonally integrated by [16] and by [3], respectively. As a result, it is important to design seasonal unit root tests that allow for periodic variation. In particular, consider quarterly data \( \{Y_{4t+s} : t = 1, \ldots, T, s = -3, \ldots, 0\} \) generated by

\[
\alpha_s(L)Y_{4t+s} = V_{4t+s}, \tag{1.1}
\]

where \( \alpha_s(L) \) are seasonally varying AR filters, and \( V_t = (V_{4t-3}, \ldots, V_{4t})' \) is a weakly stationary vector-valued process. If for all \( s = -3, \ldots, 0, \alpha_s(L) \) have roots at 1, \(-1\), or \( \pm i \), then respectively \( \{Y_{4t+s}\} \) has non-stationary stochastic components with period \(+\infty\), 2, or 4. The test for the seasonal roots at 1, \(-1\), or \( \pm i \) indeed precedes the removal of these non-stationary stochastic components and the inference on the detrended time series. To carry out this test for seasonal roots, [17] applies Johansen’s method by [18], while [19] refer to the idea of likelihood ratio; however, both approaches limit scopes to finite order seasonal AR time series and cannot directly test the exis-
tence of a certain root without first checking the number of seasonal unit roots. As a remedy, [20] design a Wald test that directly tests whether a certain root exists. However, the asymptotics of [20] is not totally correct according to [21], and the simulation in [20] shows the Wald test less powerful than the augmented HEGY test.

Can we directly apply the HEGY test in the periodic setting (1.1)? To the best of our knowledge, no literature has offered a satisfactory answer. [22] analyze the behavior of the augmented HEGY test when only seasonal heteroscedasticity exists; [7] take into consideration the seasonal non-stationary heteroscedasticity and the seasonal conditional heteroscedasticity but again limit their scope to heteroscedasticity; [23] analyze the augmented HEGY test in the periodically integrated model, a model related to but different from model (1.1). No literature has ever touched on the behavior of the unaugmented HEGY test proposed by [24], the important semi-parametric version of the HEGY test. Since the unaugmented HEGY test does not assume the noise having an AR structure, it may suit our non-parametric model (1.1) better.

To check the legitimacy of the HEGY test in the periodic setting (1.1), this paper derives the asymptotics of the unaugmented HEGY test and the augmented HEGY test. It turns out that, the asymptotic null distributions of the statistics testing the single roots at 1 or −1 are standard. More specifically, for each single root at 1 or −1, the asymptotic null distribution of the augmented HEGY statistic is identical to that of Augmented Dickey-Fuller (ADF) test by [25], and the asymptotic null distribution of the unaugmented HEGY statistic is identical to that of Phillips-Perron test by [26]. However, the asymptotic null distributions of the statistics testing any combination of roots at 1, −1, i, or −i depend on the periodically varying coefficients, are non-standard and non-pivotal, and cannot be directly pivoted. Therefore, when periodic variation exists, the augmented and the unaugmented HEGY tests can be applied to single roots at 1 or −1 but cannot be straightforwardly applied to the coexistence of any roots.

As a remedy, this paper proposes the application of bootstrap. In general, bootstrap’s advantages are two fold. Firstly, bootstrap helps when the asymptotic distributions of the statistics of
interest cannot be found or simulated. Secondly, even when the asymptotic distributions can be found and simulated, bootstrap method may enjoy second-order efficiency when these asymptotic distributions are pivotal. For the aforementioned problem, bootstrap serves as an appealing solution. Firstly, it is hard to estimate the periodically varying parameters in the asymptotic null distributions, and it is hard to simulate these asymptotic null distributions. Secondly, it can be conjectured that the bootstrap seasonal unit root test inherits second order efficiency from the bootstrap non-seasonal unit root test when the asymptotic distributions are pivotal; see [27]. The methodological literature we find on bootstrapping the HEGY test only includes [28, 7]. It will be shown in Remark 3.9 that none of these bootstrap approaches is consistent under the general periodic setting (1.1). To cater to the general periodic setting (1.1), this paper designs new bootstrap tests, namely 1) the seasonal iid bootstrap augmented HEGY test, and 2) the seasonal block bootstrap unaugmented HEGY test. When calculating the test statistics, these two tests run HEGY regression using all data in order to preserve the orthogonal structure of the HEGY regression. On the other hand, when generating bootstrap replicates, both tests conduct season-by-season regressions to duplicate the periodic structure of the original data. In particular, the first test obtains residuals from season-by-season augmented HEGY regressions, and then applies the seasonal iid bootstrap to the whitened regression errors, while the second test starts with season-by-season unaugmented HEGY regressions, and then handles the correlated errors with the seasonal block bootstrap proposed by [29]. We establish the Functional Central Limit Theorem (FCLT) for both bootstrap tests and then demonstrates the consistency of both bootstrap procedures.

The paper proceeds as follows. Section 2 formalizes the settings, states the assumptions, and presents the hypotheses. Section 3 gives the asymptotic null distributions of the augmented HEGY test statistics, details the algorithm of the seasonal iid bootstrap augmented HEGY test, and establishes the consistency of the bootstrap. Section 4 presents the asymptotic null distributions of the unaugmented HEGY test statistics, specifies the algorithm of the seasonal block bootstrap unaugmented HEGY test, and proves the consistency of the bootstrap. Section 5 shows that in
simulation our two bootstrap tests outperform their competitors, namely, the non-seasonal bootstrap augmented HEGY test by [28] and the Wald test by [20]. Section 6 applies our two bootstrap tests to various economic time series. Appendix includes all technical proofs.

2. Periodically varying time series

Let \( t, \tau, \) and \( s \) indicate, respectively, the total number of years that have passed, the total number of quarters that have passed, and the number of quarters that have passed in a given year. Consider real-valued, quarterly data \( \{Y_{4t+s} : t = 1, \ldots, T, s = -3, \ldots, 0\} \). Define \( \alpha_{j,s} \) such that for each \( s = -3, \ldots, 0 \),

\[
V_{4t+s} \overset{\text{def}}{=} \alpha_s(L)Y_{4t+s}
\]

is orthogonal to \( Y_{4t+s-1}, \ldots, Y_{4t+s-4} \), where \( LY_{4t+s} = Y_{4t+s-1} \), and \( \alpha_s(L) = 1 - \sum_{j=1}^{4} \alpha_{j,s}L^j \). Then \( V_{4t+s} \) and \( \alpha_{j,s} \) are the prediction errors and coefficients of (1.1). Suppose that for all \( s = -3, \ldots, 0 \), the roots of \( \alpha_s(L) \) are on or outside the unit circle. If for all \( s = -3, \ldots, 0 \), \( \alpha_s(L) \) has roots on the unit circle, then suppose that for \( s = -3, \ldots, 0 \), \( \alpha_s(L) \) share the same set of roots on the unit circle, this set of roots is a subset of \( \{1, -1, \pm i\} \), and \( Y_{-3} = Y_{-2} = Y_{-1} = Y_0 = 0 \); otherwise, suppose that our data is a stretch of the process \( \{Y_{4t+s}, t = \ldots, -1, 0, 1, \ldots, s = -3, \ldots, 0\} \). Let \( \epsilon_t = (\epsilon_{4t-3}, \ldots, \epsilon_{4t})' \) and \( B\epsilon_t = \epsilon_{t-1} \). Then \( B = L^4 \). Denote by AR\((p)\) an AR process with order \( p \), by MA Moving Average, by VMA\((\infty)\) a Vector MA process with infinite moving average order, and by VARMA\((p, q)\) a Vector ARMA process with AR order \( p \) and MA order \( q \). Let \( \text{Re}(z) \) be the real part of complex number \( z \), \( \lfloor x \rfloor \) be the largest integer smaller or equal to real number \( x \), and \( \lceil x \rceil \) be the smallest integer larger or equal to \( x \).

Assumption 1.A. Assume

\[
V_t = \Theta(B)\epsilon_t
\]

where \( \Theta(B) = \sum_{i=0}^{\infty} \Theta_iB^i \); the \((j,k)\) entry of \( \Theta_i \), denoted by \( \Theta_i^{(j,k)} \), satisfies \( \sum_{i=1}^{\infty} i|\Theta_i^{(j,k)}| < \infty \) for all \( j \) and \( k \); the determinant of \( \Theta(z) \) has all roots outside the unit circle; \( \Theta_0 \) is a lower diagonal matrix.
matrix whose diagonal entries equal 1; \( \epsilon_t \) is a vector-valued white noise process with mean zero and covariance matrix \( \Omega \); and \( \Omega \) is diagonal.

Assumption 1.A assumes that \( \{V_t\} \) is VMA(\( \infty \)) with respect to white noise innovations. This is equivalent to the assumption that \( \{V_t\} \) is a weakly stationary process with no deterministic part in the multivariate Wold decomposition. The assumptions on \( \Theta_0 \) and the determinant of \( \Theta(z) \) ensure the causality and the invertibility of \( \{V_t\} \) and the identifiability of \( \Omega \).

**Assumption 1.B.** Assume

\[
V_t = \Psi(B)^{-1} \Lambda(B) \epsilon_t \equiv \Theta(B) \epsilon_t
\]

where \( \Psi(B) = \sum_{i=0}^{p} \Psi_i B^i \); \( \Lambda(B) = \sum_{i=0}^{q} \Lambda_i B^i \); the determinants of \( \Psi(z) \) and \( \Lambda(z) \) have all roots outside the unit circle; \( \Psi_0 \) and \( \Lambda_0 \) are lower diagonal matrices whose diagonal entries are 1; \( \epsilon_t \) is a vector-valued white noise process with mean zero and covariance matrix \( \Omega \); and \( \Omega \) is diagonal.

Assumption 1.B restricts \( \{V_t\} \) to be VARMA(\( p, q \)) with respect to white noise innovation. Compared to the VMA(\( \infty \)) model in Assumption 1.A, VARMA(\( p, q \))’s main constraint is its exponentially decaying autocovariance. Again, the assumptions on \( \Psi_0, \Lambda_0 \) and the determinant of \( \Psi(z) \) and \( \Lambda(z) \) in Assumption 1.B ensure the causality and the invertibility of \( \{V_t\} \) and the identifiability of \( \Omega \). Notice that both Assumptions 1.A and 1.B allow \( \{V_t\} \) to be periodically varying. For example, if

\[
\Theta(B) = \begin{pmatrix}
1 & 0 & 0 & -0.5B \\
0.5 & 1 & 0 & 0 \\
0 & -0.5 & 1 & 0 \\
0 & 0 & 0.5 & 1
\end{pmatrix},
\]

then \( V_{4t+s} = \epsilon_{4t+s} - 0.5\epsilon_{4t+s-1} \) when \( s = -1, -3 \), and \( V_{4t+s} = \epsilon_{4t+s} + 0.5\epsilon_{4t+s-1} \) when \( s = 0, -2 \).

At this stage \( \{\epsilon_t\} \) is only assumed to be a white noise sequence of random vectors. In fact, \( \{\epsilon_t\} \) needs to be weakly dependent as well; however, \( \{\epsilon_t\} \) needs not to be iid.
Assumption 2.A. (i) $\{\epsilon_t\}$ is a fourth-order stationary, martingale difference vector-valued process. (ii) $\exists K > 0, \forall i, j, k, \text{and } l, \sum_{h=\infty}^{\infty} \left| \text{Cov}(\epsilon_i \epsilon_j, \epsilon_k - h \epsilon_l - h) \right| < K$.

Assumption 2.B. (i) $\{\epsilon_t\}$ is a strictly stationary, strong-mixing vector-valued process with finite $4 + \delta$ moment for some $\delta > 0$. (ii) $\{\epsilon_t\}$'s strong mixing coefficient $a(k)$ satisfies $\sum_{k=1}^{\infty} k(a(k))^{\delta/(4+\delta)} < \infty$.

Notice that the assumption on the stationarity of the vector-valued process $\{\epsilon_t\}$ is weaker than an assumption on the stationarity of the scalar-valued process $\{\epsilon_{t+s}\}$. In addition, the strong mixing condition in Assumption 2.B actually guarantees (ii) of Assumption 2.A; see Lemma 3.

Hypotheses. We tackle the following set of null hypotheses. The alternative hypotheses are the complements of the null hypotheses.

- $H_0^1$: $\alpha_s(1) = 0, \forall s = -3, \ldots, 0.$
- $H_0^2$: $\alpha_s(-1) = 0, \forall s = -3, \ldots, 0.$
- $H_0^{1,2}$: $\alpha_s(1) = \alpha_s(-1) = 0, \forall s = -3, \ldots, 0.$
- $H_0^{3,4}$: $\alpha_s(i) = \alpha_s(-i) = 0, \forall s = -3, \ldots, 0.$
- $H_0^{1,3,4}$: $\alpha_s(1) = \alpha_s(i) = \alpha_s(-i) = 0, \forall s = -3, \ldots, 0.$
- $H_0^{2,3,4}$: $\alpha_s(-1) = \alpha_s(i) = \alpha_s(-i) = 0, \forall s = -3, \ldots, 0.$
- $H_0^{1,2,3,4}$: $\alpha_s(1) = \alpha_s(-1) = \alpha_s(i) = \alpha_s(-i) = 0, \forall s = -3, \ldots, 0.$

Indeed, the alternative hypotheses can be written as one-sided hypotheses. Notice that for all $s = -3, \ldots, 0, \alpha_s(0) = 1, \alpha_s(\cdot)$ is continuous, and the roots of $\alpha_s(\cdot)$ are either on or outside the unit circle. By the intermediate value theorem, $\alpha_s(1) \neq 0$ implies that $\alpha_s(1) > 0, \alpha_s(-1) \neq 0$ implies that $\alpha_s(-1) > 0, \text{and } \alpha_s(i) \neq 0$ implies that $\text{Re}(\alpha_s(i)) > 0.$
To analyze the roots of $\alpha_s(L)$, [3] propose the partial fraction decomposition

$$\frac{\alpha_s(L)}{1 - L^4} = \frac{\lambda_{0,s}}{1 - L} + \frac{\lambda_{1,s}}{1 + L} + \frac{\lambda_{2,s}}{1 + L^2};$$

thus

$$\alpha_s(L) = \lambda_{0,s}(1 - L^4) + \lambda_{1,s}(1 + L)(1 + L^2) + \lambda_{2,s}(1 - L)(1 + L^2) + \lambda_{3,s}(1 - L)(1 + L)(1 + L^2).$$

(2.1)

Substituting (2.1) into (1.1), we get

$$Y_{4t+s} = \sum_{j=1}^{4} \pi_{j,s} Y_{j,4t+s-1} + V_{4t+s},$$

(2.2)

where

$$Y_{1,4t+s} = (1 + L)(1 + L^2)Y_{4t+s}, \quad Y_{2,4t+s} = -(1 - L)(1 + L^2)Y_{4t+s},$$

$$Y_{3,4t+s} = -L(1 - L^2)Y_{4t+s}, \quad Y_{4,4t+s} = -(1 - L^2)Y_{4t+s},$$

(2.3)

$$\pi_{1,s} = -\lambda_{1,s}, \quad \pi_{2,s} = -\lambda_{2,s},$$

$$\pi_{3,s} = -\lambda_{4,s}, \quad \pi_{4,s} = \lambda_{3,s}.$$

By (2.1) and (2.3), $\pi_{j,s}$ relates to the root of $\alpha_s(z)$.

**Proposition 2.1** ([3]).

$$\alpha_s(1) = 0 \iff \pi_{1,s} = 0, \quad \alpha_s(1) \neq 0 \iff \pi_{1,s} < 0,$$

$$\alpha_s(-1) = 0 \iff \pi_{2,s} = 0, \quad \alpha_s(-1) \neq 0 \iff \pi_{2,s} < 0,$$

$$\alpha_s(i) = 0 \iff \alpha_s(-i) = 0 \iff \pi_{3,s} = \pi_{4,s} = 0, \quad \alpha_s(i) \neq 0 \iff \alpha_s(-i) \neq 0 \iff \pi_{3,s} < 0.$$

By Proposition 2.1, the test for the null hypotheses can be carried on by checking the cor-
responding $\pi_{j,s}$, where $\pi_{j,s}$ can be estimated by Ordinary Least Squares (OLS) regression. To estimate $\pi_{j,s}$ by OLS, one might first attempt to implement the OLS season by season with season-specific coefficients. Unfortunately, this season-by-season regression indeed has a non-orthogonal design matrix; see [13], p. 158, and Lemma 1. On the other hand, since the non-periodic regressions (3.1) and (4.1) preserve the orthogonality, we will instead apply the non-periodic regression equations (3.1) and (4.1).

When we regress $\{Y_{4t+s}\}$ with non-periodic regression equations (3.1) and (4.1), the periodically varying sequence $\{V_{4t+s}\}$ is fitted in misspecified non-periodic AR models. Consider, as an example, fitting $\{V_{4t+s}\}$ in a misspecified AR(1) model $V_t = \hat{\phi}V_{t-1} + \tilde{\zeta}_t$. Then $\hat{\phi} = \tilde{\gamma}(1)/\tilde{\gamma}(0) + o_p(1)$, where

$$\tilde{\gamma}(h) = \frac{1}{4} \sum_{s=-3}^{0} E[V_{4t+s}V_{4t+s-h}].$$

Since $\tilde{\gamma}(\cdot)$ is positive semi-definite, we can find a weakly stationary sequence $\{\tilde{V}_t\}$ with mean zero and autocovariance function $\tilde{\gamma}(\cdot)$. We call $\{\tilde{V}_t\}$ a misspecified constant parameter representation of $\{V_{4t+s}\}$; see also [30]. We will refer to $\{\tilde{V}_t\}$ in later sections.

3. Seasonal iid bootstrap augmented HEGY Test

3.1. Augmented HEGY test

[3] assume that the $\pi_{j,s}$ and $V_{4t+s}$ in (2.2) do not depend on $s$. Consequently, they propose to run the OLS regression equation

$$(1 - L^4)Y_t = \sum_{j=1}^{4} \tilde{\pi}_j^A Y_{j,t-1} + \sum_{i=1}^{k} \hat{\phi}_i (1 - L^4) Y_{t-i} + \hat{\zeta}_t^A,$$

where augmentations $(1 - L^4)Y_{t-i}$, $i = 1, 2, \ldots, k$, pre-whiten the time series $(1 - L^4)Y_t$ up to an order of $k$. When $k \to \infty$ at a certain rate as sample size $T \to \infty$, the residual $\{\hat{\zeta}_t^A\}$ will be asymptotically uncorrelated.
3.2. Augmented HEGY test under model misspecification

Now we apply the augmented HEGY test to periodically varying processes. Namely, we run regression equation (3.1) with \( \{Y_{4t+s}\} \) generated by (1.1). Our results show that when testing roots at 1 or \(-1\) separately, the t-statistics \( t_{1}^{A}, t_{2}^{A} \), and the F-statistics have pivotal asymptotic distributions. On the other hand, when testing joint roots at 1 and \(-1\), and when testing hypotheses that involve roots at \( \pm i \), the asymptotic distributions of the testing statistics are non-pivotal and cannot be easily pivoted.

**Theorem 3.1.** Assume that Assumption 1.B and one of Assumption 2.A or 2.B hold. Further, assume \( T \to \infty, k = k_{T} \to \infty, k = o(T^{1/3}) \), and \( ck > T^{1/\alpha} \) for some \( c > 0 \) and \( \alpha > 0 \). Then under \( H_{0}^{1,2,3,4} \), the asymptotic distributions of \( t_{j}^{A} \), \( j = 1,2 \), and F-statistics are given by

\[
t_{j}^{A} = \frac{\int_{0}^{1} W_{j}(r)dW_{j}(r)}{\sqrt{\int_{0}^{1} W_{j}^{2}(r)dr}} \approx \xi_{j}, j = 1,2,
\]

\[
F_{1,2}^{A} = \frac{1}{2}(\xi_{1}^{2} + \xi_{2}^{2}), \quad F_{3,4}^{A} = \frac{1}{2}(\xi_{3}^{2} + \xi_{4}^{2}),
\]

\[
F_{1,3,4}^{A} = \frac{1}{3}(\xi_{1}^{2} + \xi_{3}^{2} + \xi_{4}^{2}), \quad F_{2,3,4}^{A} = \frac{1}{3}(\xi_{2}^{2} + \xi_{3}^{2} + \xi_{4}^{2}),
\]

\[
F_{1,2,3,4}^{A} = \frac{1}{4}(\xi_{1}^{2} + \xi_{2}^{2} + \xi_{3}^{2} + \xi_{4}^{2}), \quad \text{with}
\]

\[
\xi_{3} = \frac{\lambda_{3}^{2} \int_{0}^{1} W_{3}(r)dW_{3}(r) + \lambda_{4}^{2} \int_{0}^{1} W_{4}(r)dW_{4}(r)}{\sqrt{(\lambda_{3}^{2} + \lambda_{4}^{2})(\frac{1}{2}\lambda_{3}^{2} \int_{0}^{1} W_{3}^{2}(r)dr + \frac{1}{2}\lambda_{4}^{2} \int_{0}^{1} W_{4}^{2}(r)dr)}},
\]

\[
\xi_{4} = \frac{\lambda_{3}\lambda_{4}(\int_{0}^{1} W_{3}(r)dW_{4}(r) - \int_{0}^{1} W_{4}(r)dW_{3}(r))}{\sqrt{(\lambda_{3}^{2} + \lambda_{4}^{2})(\frac{1}{2}\lambda_{3}^{2} \int_{0}^{1} W_{3}^{2}(r)dr + \frac{1}{2}\lambda_{4}^{2} \int_{0}^{1} W_{4}^{2}(r)dr)}}.
\]
where \( c_1 = (1, 1, 1)' \), \( c_2 = (1, -1, 1, -1)' \), \( c_3 = (0, -1, 0, 1)' \), \( c_4 = (-1, 0, 1, 0)' \),
\[
\lambda_j = \sqrt{c_j' \Theta(1) \Omega^1(1)' c_j} / 4, \quad W_j = c_j' \Theta(1) \Omega^{1/2} W_1 / (2 \lambda_j), \quad \text{and } W(\cdot) \text{ is a four-dimensional standard Brownian motion.}
\]

**Remark 3.1.** The asymptotic distributions presented in Theorem 3.1 degenerate to the distributions in [31] and [32] when \( \{V_{4t+s}\} \) has neither periodic variation nor seasonal heteroscedasticity, and to the distributions in [22] when \( \{V_{4t+s}\} \) is a heteroscedastic, finite-order AR sequence with non-periodic AR coefficients.

**Remark 3.2.** Notice that each of \( W_j \) is a standard Brownian motion. When \( \{V_{4t+s}\} \) has no periodic variation, \( W_j \)'s are independent, so are the asymptotic distributions of \( t_1^1 \) and \( t_2^1 \). On the other hand, when \( \{V_{4t+s}\} \) has periodic variation, \( W_j \)'s are in general dependent, so \( t_1^1 \) and \( t_2^1 \) are in general dependent, even asymptotically. Hence, when testing \( H_{1,2}^1 \), it is problematic to test \( H_{0,1}^1 \) and \( H_{0,2}^2 \) separately and calculate the size of the test with the independence of \( t_1^1 \) and \( t_2^1 \) in mind. Instead, the test of \( H_{1,2}^1 \) should be handled with \( F_{1,2}^A \).

**Remark 3.3.** Because of the dependence of \( t_1^1 \) and \( t_2^1 \), the asymptotic distribution of \( F_{1,2}^A \) under periodic variation is different from its non-periodic counterpart. More generally, the asymptotic distributions of any aforementioned \( F \)-statistics under periodic variation is different from their non-periodic counterparts. Hence, the augmented HEGY test cannot be directly applied to test any coexistence of roots at 1, \(-1\), \(i\), or \(-i\) under potential periodic variation. (From another point of view, the asymptotic distribution of any \( F \)-statistics does not solely depend on the distribution of \( \{\tilde{V}_t\} \), the misspecified constant parameter representation of \( \{V_{4t+s}\} \); hence the \( F \)-tests are truly affected by the periodic variation.)

**Remark 3.4.** When \( \{V_{4t+s}\} \) is only seasonally heteroscedastic, as in [22], \( \Theta(1) \) does not occur in the asymptotic distributions of the \( F \)-statistics. On the other hand, when \( \{V_{4t+s}\} \) has generic periodic variation, \( \Theta(1) \) impacts first the correlation between Brownian motions \( W_3 \) and \( W_4 \), and second the weights \( \lambda_3 \) and \( \lambda_4 \).
Remark 3.5. As [22] point out, the dependence of the asymptotic distributions on weights \( \lambda_3 \) and \( \lambda_4 \) can be expected. Indeed, \( Y_{3,t+s} = Y_{4,t+s-1} \) is the partial sum of \( \{ -V_{4,t+s-1}, V_{4,t+s-3}, \ldots \} \), while \( Y_{3,t+s+1} = Y_{4,t+s} \) is the partial sum of \( \{ -V_{4,t+s}, V_{4,t+s-2}, \ldots \} \). Since these two partial sums differ in their variances, both \( \sum_{s,t} Y_{3,t+s} \) and \( \sum_{s,t} Y_{4,t+s} \) involve two different weights \( \lambda_3 \) and \( \lambda_4 \).

Remark 3.6. Theorem 3.1 presents the asymptotics when \( \{ Y_{4,t+s} \} \) is generated under \( H_{1,2,3,4} \), that is, when \( \{ Y_{4,t+s} \} \) has all roots at 1, \(-1\), and \( \pm i \). When \( \{ Y_{4,t+s} \} \) is generated under other null hypotheses in Section 2, that is, when \( \{ Y_{4,t+s} \} \) has some but not all roots at 1, \(-1\), and \( \pm i \), we let \( U_t = (1 - L^4)Y_t \),

\[
U_t = (1 - B^4) \begin{pmatrix} 1 & 0 & 0 & -B \\ -1 & 1 & 0 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 0 & -1 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \\ 0 \\ -B \end{pmatrix},
\]

and since \( U_t = H(B)\epsilon_t \), we get

\[
H(B) = \begin{pmatrix} 1 & B & B \\ 1 & 1 & B \\ 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{pmatrix}.
\]

The asymptotic distributions of \( t_j^A \), \( j = 1, 2 \), and \( F \)-statistics under other null hypotheses has exactly the same form as those in Theorem 3.1, except that \( \Theta(1) \) is replaced by \( H(1) \). When there is no periodic variation, these asymptotic distributions degenerate to those in [33] and [34], where \( H(1) \) is represented by \( C_i\Phi^*(1) \) and \( C\Phi^*(1) \), respectively.

Remark 3.7. The preceding results give the asymptotic behaviors of the testing statistics under the null hypotheses. Under the alternative hypotheses, we conjecture that the power of the augmented HEGY tests tends to one as the sample size goes to infinity. Indeed, if \( \{ Y_{4,t+s} \} \) does not have a
certain unit root at 1, −1, or ±i, then by the asymptotic orthogonality of regression equation (3.1), we can without loss of generality assume that \( \{Y_{4t+s}\} \) has none of the unit roots at 1, −1, or ±i. If \( \{Y_{4t+s}\} \) has none of the unit roots at 1, −1, or ±i, then it has a stationary misspecified constant parameter representation. Then, by [35], for \( j = 1, 2, 3 \), \( \hat{\pi}_j^A \) converge in probability; by Proposition 2.1, the limits of \( \hat{\pi}_j^A \), \( j = 1, 2, 3 \), are negative. See also Theorem 2.2 of [36].

3.3. Seasonal iid bootstrap algorithm

To accommodate the non-pivotal asymptotic null distributions of the augmented HEGY test statistics, we propose the application of bootstrap. Specifically, we first pre-whiten the data season by season to obtain uncorrelated noises. Although these noises are uncorrelated, they are not identically distributed due to seasonal heteroscedasticity. Hence, we second resample season by season to generate bootstrapped noise, as in [28]. Finally, we post-color the bootstrapped noise. The detailed algorithm of this seasonal iid bootstrap augmented HEGY test is given below.

**Algorithm 3.1.**

Step 1: calculate \( t_1^A \) and \( t_2^A \), the t-statistics corresponding to \( \hat{\pi}_1^A \) and \( \hat{\pi}_2^A \), and the F-statistics \( F_{\frac{1}{2}, \frac{k}{4}} \), \( B = \{1, 2\}, \{3, 4\}, \{1, 3, 4\}, \{2, 3, 4\}, \{1, 2, 3, 4\}, \) from the augmented non-periodic HEGY test regression

\[
(1 - L^4)Y_t = \sum_{j=1}^{4} \hat{\pi}_j^A Y_{j,t-1} + \sum_{i=1}^{k} \hat{\phi}_i(1 - L^4)Y_{t-i} + \hat{\zeta}_t^A;
\]

Step 2: record OLS estimators \( \hat{\pi}_j^A, \hat{\phi}_i, \hat{\zeta}_t \) and residuals \( \hat{\epsilon}_{4t+s} \) from the season-by-season regression

\[
(1 - L^4)Y_{4t+s} = \sum_{j=1}^{4} \hat{\pi}_j^A Y_{j,4t+s-1} + \sum_{i=1}^{k} \hat{\phi}_i(1 - L^4)Y_{4t+s-i} + \hat{\epsilon}_{4t+s};
\]

Step 3: let \( \hat{\epsilon}_{4t+s} = \hat{\epsilon}_{4t+s} - \frac{1}{T} \sum_{t=[k/4]+1}^{T} \hat{\epsilon}_{4t+s} \). Store demeaned residuals \( \{\hat{\epsilon}_{4t+s}\} \) of the four seasons separately, then independently draw four iid samples from each of their empirical distributions, and then combine these four samples into a vector \( \{\epsilon_{4t+s}^*\} \), with their seasonal orders preserved.
Step 4: set all $\hat{\pi}_{3,s}^A = \hat{\pi}_{4,s}^A = 0$ for all $s$ when testing roots at $\pm i$. Let $\{Y_{4t+s}^*\}$ be generated by

$$(1 - L^4)Y_{4t+s}^* = \sum_{j=1}^{4} \hat{\pi}_{j,s}^A Y_{4t+s-j}^* + \sum_{i=1}^{k} \hat{\phi}_{i,s}(1 - L^4)Y_{4t+s-i}^* + \hat{\epsilon}_{4t+s}^*;$$

Step 5: calculate $t_A^1$ and $t_A^2$, the t-statistics corresponding to $\hat{\pi}_{1}^*$ and $\hat{\pi}_{2}^*$, and F-statistics $F_{\beta}^*$ from the non-periodic regression

$$(1 - L^4)Y_{r}^* = \sum_{j=1}^{4} \hat{\pi}_{j,r}^* Y_{r-j}^* + \sum_{i=1}^{k} \hat{\phi}_{i,r}^*(1 - L^4)Y_{r-i}^* + \hat{\epsilon}_{r}^*;$$

Step 6: repeat steps 3, 4, and 5 for $B$ times to get $B$ sets of t-statistics $t_A^1, t_A^2$, and F-statistics $F_{\beta}^*$. Count separately the numbers of $t_A^1, t_A^2$, and $F_{\beta}^*$ that are less extreme than $t_A^1, t_A^2$, and $F_{\beta}^*$, respectively. If these numbers are higher than $B(1 - \text{size})$, then we consider $t_A^1, t_A^2$, and the F-statistics $F_{\beta}^*$ extreme, and reject the corresponding hypotheses.

Remark 3.8. It is also reasonable to keep steps 1, 3, 5, and 6 of the Algorithm 3.1, but change the generation of $\{Y_{4t+s}^*\}$ in step 4 to

$$(1 - L^4)Y_{4t+s}^* = \sum_{i=1}^{k} \hat{\phi}_{i,s}(1 - L^4)Y_{4t+s-i}^* + \hat{\epsilon}_{4t+s}^*. \quad (3.2)$$

This new algorithm is in fact theoretically invalid for the tests of any coexistence of roots (see Remark 3.3, 3.4, and 3.6), but it is valid for tests of any single roots at 1 or $-1$, due to the pivotal asymptotic distributions of $t_A^1$ and $t_A^2$ in Theorem 3.1.

Remark 3.9. If we let steps 1, 3, 5, and 6 be the same as in Algorithm 3.1, but run non-periodic regression equations with non-periodic coefficients $\hat{\pi}_{j}^A$ and $\hat{\phi}_{i}$ in steps 2 and 4, then this version of algorithm is identical with [28]. However, the step 2 of this new version cannot fully pre-whiten the time series, and consequently leaves the regression error $\{\hat{\epsilon}_{4t}^A\}$ serially correlated. When $\{\hat{\epsilon}_{4t}^A\}$
is bootstrapped by the seasonal iid bootstrap in step 3, this serial correlation structure is ruined. As a result, $(1 - L^4)Y_{4t+s}^\star$ differs from $(1 - L^4)Y_{4t+s}$ in its correlation structure, in particular $\Theta(1)$, and consequently the conditional distributions of the bootstrap $F$-statistics $F_{\beta}^\star$ differ from the distributions of the original $F$-statistics $F_{\beta}^A$; see Remark 3.3 and 3.4. Similarly, the conditional distributions of the wild bootstrap $F$-statistics in [7] differ from the real-world distributions of these $F$-statistics.

### 3.4. Consistency of seasonal iid bootstrap

Now we justify the seasonal iid bootstrap augmented HEGY test (Algorithm 3.1). Since the derivation of the real-world asymptotic distributions in Theorem 3.1 calls on FCLT (see Lemma 1), the justification of bootstrap approach also requires FCLT in the bootstrap world. From now on, let $P^\circ, E^\circ, \text{Var}^\circ, \text{Std}^\circ, \text{Cov}^\circ$ be the bootstrap probability, expectation, variance, standard deviation, and covariance, respectively, conditional on our data $\{Y_{4t+s}\}$.

**Proposition 3.1.** Suppose the assumptions in Theorem 3.1 hold. For $u_1, u_2, u_3, u_4 \in [0, 1]$, let $S_T^\star(u_1, u_2, u_3, u_4)$

$$S_T^\star(u_1, u_2, u_3, u_4) = \frac{1}{\sqrt{4T}} \left( \sum_{\tau=1}^{[4Tu_1]} e_\tau^\star / \sigma_1^\star, \sum_{\tau=1}^{[4Tu_2]} (-1)^\tau e_\tau^\star / \sigma_2^\star, \sum_{\tau=1}^{[4Tu_3]} \sqrt{2} \sin \left( \frac{\pi \tau}{2} \right) e_\tau^\star / \sigma_3^\star, \sum_{\tau=1}^{[4Tu_4]} \sqrt{2} \cos \left( \frac{\pi \tau}{2} \right) e_\tau^\star / \sigma_4^\star \right),$$

where

$$\sigma_1^\star = \text{Std}^\circ \left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} e_\tau^\star \right], \quad \sigma_2^\star = \text{Std}^\circ \left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} (-1)^\tau e_\tau^\star \right],$$

$$\sigma_3^\star = \text{Std}^\circ \left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} \sqrt{2} \sin \left( \frac{\pi \tau}{2} \right) e_\tau^\star \right], \quad \sigma_4^\star = \text{Std}^\circ \left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} \sqrt{2} \cos \left( \frac{\pi \tau}{2} \right) e_\tau^\star \right].$$

Then, no matter which hypothesis is true, $S_T^\star \Rightarrow W^\star$ in probability as $T \to \infty$, where $W^\star(\cdot)$ is a four-dimensional standard Brownian motion.

By the FCLT given by Proposition 3.1 and the proof of Theorem 3.1, in probability the con-
ditional distributions of \( t_j^\star, j = 1, 2 \), and \( F_{j}^\star \) converge to the limiting distributions of \( t_j^A, j = 1, 2 \), and \( F_{j}^A \), respectively. Indeed, since conditional on \( \{Y_{4t+s}\}, \{Y_{4t+s}^\star\} \) is a finite-order seasonal AR process, the derivation of the conditional distributions of \( t_j^\star, j = 1, 2 \), and \( F_{j}^\star \) turns out easier than that of Theorem 3.1, and in particular does not involve the fourth moments of \( \{Y_{4t+s}^\star\} \). Hence the consistency of the bootstrap.

**Theorem 3.2.** Suppose the assumptions in Theorem 3.1 hold. Let \( P^\alpha \) be the probability measure corresponding to the null hypothesis \( H_{0}^\alpha \). For example, \( P^{1.2} \) corresponds to the null hypothesis \( H_{0}^{1.2} \). Then,

\[
\sup_x |P^\alpha(t_j^\star \leq x) - P^\alpha(t_j^A \leq x)| \xrightarrow{p} 0, \quad j = 1, 2,
\]

\[
\sup_x |P^\alpha(F_{j}^\star \leq x) - P^\alpha(F_{j}^A \leq x)| \xrightarrow{p} 0, \quad \text{where } B = \{1, 2\}, \{3, 4\}, \{1, 3, 4\}, \{2, 3, 4\}, \text{ or } \{1, 2, 3, 4\}.
\]

4. **Seasonal block bootstrap unaugmented HEGY test**

4.1. **Unaugmented HEGY test**

In the preceding section our analysis focuses on the augmented HEGY test, an extension of the ADF test to the seasonal unit root setting. An important alternative of the ADF test is the Phillips-Perron test ([26]). While the ADF test assumes an AR structure over the noise and thus becomes parametric, its semi-parametric counterpart, Phillips-Perron test, allows a wide class of weakly dependent noises. The unaugmented HEGY test ([24]), as the extension of Phillips-Perron test to the seasonal unit root, inherits the semi-parametric nature and does not assume the noise to be AR. Given periodic variation, it will be shown in Theorem 4.1 that the unaugmented HEGY test estimates seasonal unit roots consistently under a very general VMA(\( \infty \)) class of noise (Assumption 1.A), instead of a more restrictive VARMA\( (p, q) \) class of noise (Assumption 1.B), which we need for the augmented HEGY test.
Now we specify the unaugmented HEGY test. Consider the non-periodic regression equation

\[(1 - L^4)Y_t = \sum_{j=1}^{4} \hat{\alpha}^U_j Y_{j,t-1} + \hat{V}_t, \tag{4.1}\]

where \(U\) stands for “Unaugmented”. Let \(\hat{\alpha}^U_j\) be the OLS estimator in (4.1), \(\hat{V}_t\) be the OLS residual, \(t^U_j\) be the t-statistic corresponding to \(\hat{\alpha}^U_j\), and \(F^U_{3,4}\) be the F-statistic corresponding to \(\hat{\alpha}^U_3\) and \(\hat{\alpha}^U_4\). Other F-statistics \(F^U_{1,2,3,4}\) can be defined analogously. Similar to the Phillips-Perron test, the unaugmented HEGY test can apply both \(\hat{\alpha}^U_j\) and \(t^U_j\) when testing roots at 1 or \(-1\). As in the augmented HEGY test, we reject \(H^U_0\) if \(\hat{\alpha}^U_1\) (or \(t^U_1\)) is too small, reject \(H^U_2\) if \(\hat{\alpha}^U_2\) (or \(t^U_2\)) is too small, and reject the joint hypotheses if the corresponding F-statistics are too large. The following results give the asymptotic null distributions of \(\hat{\alpha}^U_j, t^U_j, j = 1, \ldots, 4,\) and the \(F\)-statistics.

4.2. Unaugmented HEGY test under model misspecification

**Theorem 4.1.** Assume that Assumption 1.A and one of Assumption 2.A or Assumption 2.B hold. Then under \(H^U_{1,2,3,4}\), as \(T \to \infty\),

\[(4T)\hat{\alpha}^U_j \Rightarrow \frac{\lambda_j^2 \int_{0}^{1} W_j(r)dW_j(r) + \Gamma^{(j)}}{\lambda_j^2 \int_{0}^{1} W_j^2(r)dr}, \text{ for } j = 1, 2, \tag{4.2}\]

\[(4T)\hat{\alpha}^U_3 \Rightarrow \frac{\lambda_3^2 \int_{0}^{1} W_3(r)dW_3(r) + \lambda_4^2 \int_{0}^{1} W_4(r)dW_4(r) + \Gamma^{(3)}}{\frac{1}{2} (\lambda_3^2 \int_{0}^{1} W_3^2(r)dr + \lambda_4^2 \int_{0}^{1} W_4^2(r)dr)}, \tag{4.3}\]

\[(4T)\hat{\alpha}^U_4 \Rightarrow \frac{\lambda_3 \lambda_4 \int_{0}^{1} W_3(r)dW_3(r) - \int_{0}^{1} W_4(r)dW_3(r)) + \Gamma^{(4)}}{\frac{1}{2} (\lambda_3^2 \int_{0}^{1} W_3^2(r)dr + \lambda_4^2 \int_{0}^{1} W_4^2(r)dr)}, \tag{4.4}\]

\[t^U_j = \frac{\lambda_j^2 \int_{0}^{1} W_j(r)dW_j(r) + \Gamma^{(j)}}{\sqrt{\gamma(0)\lambda_j^2 \int_{0}^{1} W_j^2(r)dr}} \equiv D_j, \text{ for } j = 1, 2, \tag{4.5}\]

\[t^U_3 = \frac{\lambda_3^2 \int_{0}^{1} W_3(r)dW_3(r) + \lambda_4^2 \int_{0}^{1} W_4(r)dW_4(r) + \Gamma^{(3)}}{\sqrt{\gamma(0)\lambda_3^2 \int_{0}^{1} W_3^2(r)dr + \lambda_4^2 \int_{0}^{1} W_4^2(r)dr}} \equiv D_3. \tag{4.6}\]
\[ t^U_4 = \frac{\lambda_3 A_4 (\int_0^1 W_3(r) dW_4(r) - \int_0^1 W_3(r) dW_3(r)) + \Gamma^{(4)}}{\sqrt{\tilde{c}(0) \frac{1}{2} (\lambda_3^2 \int_0^1 W_3^2(r) dr + \lambda_4^2 \int_0^1 W_4^2(r) dr)}} = \mathcal{D}_4 \]
\[ F^U_{1,2} = \frac{1}{2} (\mathcal{D}_1^2 + \mathcal{D}_2^2), \quad F^U_{3,4} = \frac{1}{2} (\mathcal{D}_3^2 + \mathcal{D}_4^2), \]
\[ F^U_{1,3,4} = \frac{1}{3} (\mathcal{D}_1^2 + \mathcal{D}_3^2 + \mathcal{D}_4^2), \quad F^U_{2,3,4} = \frac{1}{3} (\mathcal{D}_2^2 + \mathcal{D}_3^2 + \mathcal{D}_4^2), \]
\[ F^U_{1,2,3,4} = \frac{1}{4} (\mathcal{D}_1^2 + \mathcal{D}_2^2 + \mathcal{D}_3^2 + \mathcal{D}_4^2), \]

where \( c_1 = (1, 1, 1, 1)' \), \( c_2 = (1, -1, 1, -1)' \), \( c_3 = (0, -1, 0, 1)' \), \( c_4 = (-1, 0, 1, 0)' \), \( \lambda_j = \sqrt{c_j^\prime \Theta(1) \Omega(1)c_j/4} \), \( W_j = c_j^\prime \Theta(1) \Omega^{1/2} W_j(2, \lambda_j) \), \( W(\cdot) \) is the same four-dimensional standard Brownian motion as in Theorem 3.1, \( \tilde{\gamma}(j) \) are defined in (2.4), \( \Gamma^{(1)} = \sum_{j=1}^\infty \tilde{\gamma}(j) \), \( \Gamma^{(2)} = \sum_{j=1}^\infty (-1)^j \tilde{\gamma}(j) \), \( \Gamma^{(3)} = \sum_{j=1}^\infty \cos(\pi j/2) \tilde{\gamma}(j) \), and \( \Gamma^{(4)} = -\sum_{j=1}^\infty \sin(\pi j/2) \tilde{\gamma}(j) \).

Remark 4.1. The results in Theorem 4.1 degenerate to the asymptotics in [22] and [31] when \( \{V_{4t+s}\} \) is serially uncorrelated, to the asymptotics in [24] when \( \{V_{4t+s}\} \) has no periodic variation, and to the asymptotics in [37] when \( \{V_{4t+s}\} \) is seasonally heteroscedastic.

Remark 4.2. When \( \{V_{4t+s}\} \) has no periodic variation, as in [24], the asymptotic distributions of \( (\hat{\pi}_1^U, t_1^U) \) and \( (\hat{\pi}_2^U, t_2^U) \) are independent. On the other hand, when \( \{V_{4t+s}\} \) has periodic variation, \( (\hat{\pi}_1^U, t_1^U) \) and \( (\hat{\pi}_2^U, t_2^U) \) are dependent, as what we have seen for the augmented HEGY test in Remark 3.3. Hence, when testing \( H_{12}^0 \), it is problematic to test \( H_0^1 \) and \( H_0^2 \) separately and calculate the size of the test with the independence of \( (\hat{\pi}_1^U, t_1^U) \) and \( (\hat{\pi}_2^U, t_2^U) \) in mind. Instead, the test of \( H_{12}^0 \) should be handled with \( F^U_{1,2} \).

Remark 4.3. The parameters \( \lambda_j \) have the same definition as in Theorem 3.1. Since \( \lambda_1^2 = \sum_{j=-\infty}^\infty \tilde{\gamma}(j) \), and \( \lambda_2^2 = \sum_{j=-\infty}^\infty (-1)^j \tilde{\gamma}(j) \), the asymptotic distributions of \( \hat{\pi}_j^U \) and \( t_j^U \), \( j = 1, 2 \), only depends on the autocorrelation function of \( \{\tilde{V}_t\} \), a misspecified constant parameter representation of \( \{V_{4t+s}\} \) whose autocovariance function is given by (2.4). Since \( \{\tilde{V}_t\} \) can be considered as a non-periodic version of \( \{V_{4t+s}\} \), we can conclude that the asymptotic behaviors of the tests for \( H_0^1 \) and \( H_0^2 \) are not affected by the periodic variation in \( \{V_{4t+s}\} \). On the other side, the asymptotic distributions of
the $F$-statistics do not solely depend on the distribution of $\{\hat{V}_r\}$. Hence, the tests for all hypotheses other than $H^1_0$ and $H^2_0$ are affected by the periodic variation.

**Remark 4.4.** To remove the nuisance parameters in the asymptotic distributions, we notice that the asymptotic behaviors of $\hat{\pi}_{U_j}$ and $t_{U_j}^j$, $j = 1, 2$, have identical forms as in [26]. In light of their approach, we can construct pivotal versions of $\hat{\pi}_{U_j}$ and $t_{U_j}^j$, $j = 1, 2$, that converge in distribution to standard Dickey-Fuller distributions in [25]; see also [37]. More specifically, for $j = 1, 2$, by Theorem 4.1 we have

\[
(4T)\hat{\pi}_{U_j} - \frac{1}{2}(\lambda_j^2 - \tilde{\gamma}(0)) \Rightarrow \int_0^1 W_j(r) dW_j(r),
\]

\[
\frac{\sqrt{\gamma(0)}}{\lambda_j} t_{U_j}^j - \frac{1}{2}(\lambda_j^2 - \tilde{\gamma}(0)) \Rightarrow \frac{\int_0^1 W_j(r) dW_j(r)}{\sqrt{\int_0^1 W_j^2(r) dr}},
\]

where $\lambda_j^2$ and $\tilde{\gamma}(0)$ can be substituted by their consistent estimators.

**Remark 4.5.** However, there is no easy way to construct pivotal statistics for $\hat{\pi}_{U_3}$, $t_{U_3}^j$, $\hat{\pi}_{U_4}$, $t_{U_4}^j$, and $F$-statistics such as $F_{3,4}^{U_j}$. The difficulties are two-fold. Firstly the denominators of the asymptotic distributions of these statistics contain weighted sums with unknown weights $\lambda_3^2$ and $\lambda_4^2$; secondly $W_3$ and $W_4$ are in general correlated standard Brownian motions as in Theorem 3.1.

**Remark 4.6.** The result in Theorem 4.1 can be generalized. Suppose $\{Y_{4t+s}\}$ is not generated by $H^1_{0,2,3,4}$, and only has some of the seasonal unit roots. Let $U_T = (1 - L^4)Y_T$, and $U_t = (U_{4t-3}, U_{4t-2}, U_{4t-1}, U_{4t})'$. Define $H(z)$ such that $U_t = H(B)\epsilon_t$. The asymptotic distributions of $\hat{\pi}_{U_j}$, $t_{U_j}^j$, $j = 1, 2$, and the $F$-statistics have the same forms as those in Theorem 4.1, with $\Theta(1)$ substituted by $H(1)$, and $\tilde{\gamma}$ based on $\{U_r\}$.

**Remark 4.7.** Under one of the alternative hypotheses, we conjecture that for $j = 1, 2, 3$, the OLS estimators $\hat{\pi}_{U_j}$ in (4.1) converge in probability to $\pi_j$, the prediction coefficient of the misspecified constant parameter representation of $\{Y_{4t+s}\}$. Since under the alternative hypotheses we can without loss of generality assume $\{Y_{4t+s}\}$ is stationary, we have $\pi_j < 0$. Hence, as a result of this conjecture,
the power of the unaugmented HEGY tests tends to one as the sample size goes to infinity.

4.3. Seasonal block bootstrap algorithm

Since many of the asymptotic distributions delivered in Theorem 4.1 are non-standard and non-
pivotal and cannot be easily pivoted, we propose the application of bootstrap. Since the regression
error \( \{V_{4t+s}\} \) of (4.1) has periodic structure, we may apply the seasonal block bootstrap of [29].
The algorithm of the seasonal block bootstrap unaugmented HEGY test is illustrated below.

**Algorithm 4.1.** Step 1: get the OLS estimators \( \hat{\pi}^U_1, \hat{\pi}^U_2 \), t-statistics \( t^U_1, t^U_2 \), and the F-statistics \( F^U_{2i} \),
\( B = \{1, 2\}, \{3, 4\}, \{1, 3, 4\}, \{2, 3, 4\}, \) and \( \{1, 2, 3, 4\} \), from the unaugmented HEGY regression
\[
(1 - L^4)Y_t = \sum_{j=1}^{4} \hat{\pi}^U_j Y_{j,t-1} + \hat{\xi}^U_t, \quad t = 1, \ldots, 4T;
\]
Step 2: record residual \( \hat{V}_{4t+s} \) from regression
\[
(1 - L^4)Y_{4t+s} = \sum_{j=1}^{4} \hat{\pi}^U_j Y_{j,4t+s-1} + \hat{V}_{4t+s};
\]
Step 3: let \( \hat{V}_{4t+s} = \hat{V}_{4t+s} - \frac{1}{T} \sum_{t=1}^{T} \hat{V}_{4t+s} \), choose a integer block size \( b \), and let \( l = \lfloor 4T/b \rfloor \). For \( t = 1, b + 1, \ldots, (l-1)b + 1 \), let
\[
(V^*_t, \ldots, V^*_t + b-1) = (\hat{V}_t, \ldots, \hat{V}_{t+b-1}),
\]
where \( \{I_t\} \) is a sequence of iid uniform random variables taking values in \( \{t - 4R_{1,n}, \ldots, t - 4, t + 4, \ldots, t + 4R_{2,n}\} \) with \( R_{1,n} = [(t - 1)/4] \) and \( R_{2,n} = [(n - b - t + 1)/4] \); 
Step 4: set the \( \hat{\pi}^U_{j,s} \), corresponding to the null hypothesis to be zero. For example, set \( \hat{\pi}^U_{3,s} = \hat{\pi}^U_{4,s} = 0 \)
for all $s$ when testing roots at $\pm i$. Generate $\{Y_{t+s}^\ast\}$ by

$$(1 - L^4)Y_{t+s}^\ast = \sum_{j=1}^{4} \hat{\tau}_{j,s}^U Y_{t+s-j}^\ast + V_{t+s}^\ast;$$

Step 5: get OLS estimates $\hat{\tau}_1^*, \hat{\tau}_2^*, t$-statistics $t_1^*, t_2^*$, and $F$-statistics $F_{B}^*$ from regression

$$(1 - L^4)Y_{t}^\ast = \sum_{j=1}^{4} \hat{\tau}_{j,t}^* Y_{t-j}^\ast + \hat{\zeta}_{t}^*; \quad \tau = 1, \ldots, 4T;$$

Step 6: repeat steps 3, 4, and 5 for $B$ times to get $B$ sets of statistics $\hat{\tau}_1^*, \hat{\tau}_2^*, t_1^*, t_2^*$, and $F_{B}^*$. Count separately the numbers of $\hat{\pi}_1^*, \hat{\pi}_2^*, t_1^*, t_2^*$, and $F_{B}^*$ that are less extreme than $\hat{\pi}^U_1, \hat{\pi}^U_2, t^U_1, t^U_2$, and $F^U_B$. If these numbers are higher than $B(1 - \text{size})$, then consider $\hat{\tau}_1^U, \hat{\tau}_2^U, t_1^U, t_2^U$ and $F_{B}^U$ extreme, and reject the corresponding hypotheses.

4.4. Consistency of seasonal block bootstrap

Proposition 4.1. For $u_1, u_2, u_3, u_4 \in [0, 1]$, let $S^*_T(u_1, u_2, u_3, u_4)$

$$S^*_T(u_1, u_2, u_3, u_4) = \frac{1}{\sqrt{4T}} \left( \sum_{\tau=1}^{4T u_1} V_{\tau}^*/\sigma_1^*, \sum_{\tau=1}^{4T u_2} (-1)^\tau V_{\tau}^*/\sigma_2^*, \sum_{\tau=1}^{4T u_3} \sqrt{2} \sin\left(\frac{\pi \tau}{2}\right) V_{\tau}^*/\sigma_3^*, \sum_{\tau=1}^{4T u_4} \sqrt{2} \cos\left(\frac{\pi \tau}{2}\right) V_{\tau}^*/\sigma_4^* \right),$$

where

$$\sigma_1^* = Std\left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} V_{\tau}^* \right], \quad \sigma_2^* = Std\left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} (-1)^\tau V_{\tau}^* \right],$$

$$\sigma_3^* = Std\left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} \sqrt{2} \sin\left(\frac{\pi \tau}{2}\right) V_{\tau}^* \right], \quad \sigma_4^* = Std\left[ \frac{1}{\sqrt{4T}} \sum_{\tau=1}^{4T} \sqrt{2} \cos\left(\frac{\pi \tau}{2}\right) V_{\tau}^* \right].$$

If $b \to \infty$, $T \to \infty$, $b/\sqrt{T} \to 0$, then no matter which hypothesis is true, $S^*_T \Rightarrow W^*$ in probability, where $W^*(\cdot)$ is a four-dimensional standard Brownian motion.

By the FCLT given by Proposition 4.1, the proof of Theorem 4.1, and the convergence of the bootstrap standard deviation $\sigma_j^*$ in [29], we have that the conditional distributions of $t_j^*, \hat{\pi}_j^*$,
\[ j = 1, 2, \text{ and } F_{\bar{B}}^* \] in probability converges to the limiting distributions of \( \pi_j^U, t_j^U, j = 1, 2, \) and \( F_{\bar{B}}^U, \) respectively. Hence the consistency of the bootstrap.

**Theorem 4.2.** Suppose the assumptions in Theorem 4.1 hold. Let \( P^\bar{B} \) be the probability measure corresponding to the null hypothesis \( H^\bar{B}_0. \) For example, \( P^{1, 2} \) corresponds to the null hypothesis \( H^1_{1, 2}_0. \) If \( b \to \infty, T \to \infty, b/\sqrt{T} \to 0, \) then

\[
\sup_x |P^\rho(\pi_j^* \leq x) - P^j(\pi_j^U \leq x)| \to \rho, \quad j = 1, 2,
\]

\[
\sup_x |P^\rho(t_j^* \leq x) - P^j(t_j^U \leq x)| \to \rho, \quad j = 1, 2,
\]

\[
\sup_x |P^\rho(F_{\bar{B}}^* \leq x) - P^\bar{B}(F_{\bar{B}}^U \leq x)| \to \rho, \text{ where } \bar{B} = \{1, 2\}, \{3, 4\}, \{1, 3, 4\}, \{2, 3, 4\}, \text{ or } \{1, 2, 3, 4\}.
\]

5. Simulation

5.1. Data generating process

We focus on the hypothesis testing for root at 1, i.e., \( H^1_1 \) against \( H^1_0, \) roots at \( \pm i, \) i.e., \( H^{3, 4}_0 \) against \( H^{3, 4}_1, \) and roots at 1, \(-1, \) and \( \pm i, \) i.e., \( H^{1, 2, 3, 4}_0 \) against \( H^{1, 2, 3, 4}_1. \) In the first two hypothesis tests, we equip one sequence with all nuisance unit roots, and the other with none of the nuisance unit roots. The detailed data generating processes are listed in Table 1. In an unreported simulation we have simulated the hypothesis test for root at \(-1, \) i.e., \( H^2_0 \) against \( H^2_1, \) but found the simulation result to a large extent similar to the result of root at 1.

To produce power curves, we let parameter \( \rho = 0.00, 0.02, 0.04, 0.06, 0.08, \) and 0.10. Notice that \( \rho \) is set to be seasonally homogeneous for the sake of simplicity. Further, we generate six types of innovations \( \{V_{4t+s}\} \) according to Table 2, where \( \epsilon_t \sim iid N(0, 1). \) The values of \( \phi_s \) in Table 2 are assigned so that the misspecified constant parameter representation (see Section 2) of the “ar\_per” sequence has almost the same AR structure as the “ar\_pos” sequence. Notice that in the “ma\_per” setting in Table 2, \( V_{4t+s} = (1 - \theta_s L)^{-1}(1 - \theta_s \theta_{s-1} L^2) \epsilon_{4t+s}; \) the values of \( \theta_s \) are assigned such that a
potential seasonal unit root filter \((1 + L^2)\) is partially cancelled out by the MA filter \((1 - \theta_sL^2)\) above.

**Table 1: Data generation processes**

<table>
<thead>
<tr>
<th>Data Generating Processes</th>
<th>Nuisance Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>((1 - (1 - \rho)L) Y_t = V_t)</td>
</tr>
<tr>
<td>\pm i</td>
<td>((1 + (1 - \rho)L^2) Y_t = V_t)</td>
</tr>
<tr>
<td>1, -1, \pm i</td>
<td>((1 - (1 - \rho)L^4) Y_t = V_t)</td>
</tr>
</tbody>
</table>

**Table 2: Types of noises**

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>iid</th>
<th>V_t = \epsilon_t</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>heter</td>
<td>(V_{4t+s} = \sigma_s \epsilon_{4t+s}), (\sigma_1 = 10, \sigma_2 = \sigma_3 = \sigma_4 = 1)</td>
</tr>
<tr>
<td></td>
<td>ar_{pos}</td>
<td>V_t = \epsilon_t + 0.5V_{t-1}</td>
</tr>
<tr>
<td></td>
<td>ar_{neg}</td>
<td>V_t = \epsilon_t - 0.5\epsilon_{t-1}</td>
</tr>
<tr>
<td></td>
<td>ar_{per}</td>
<td>V_{4t+s} = \epsilon_{4t+s} + \phi_s V_{4t+s-1}, (\phi_1 = 0.2, \phi_2 = 0.45, \phi_3 = 0.65, \phi_4 = 0.8)</td>
</tr>
<tr>
<td></td>
<td>ma_{per}</td>
<td>V_{4t+s} = \epsilon_{4t+s} + \theta_s \epsilon_{4t+s-1}, (\theta_1 = 0.5, \theta_2 = -1.8, \theta_3 = 0.5, \theta_4 = -1.8)</td>
</tr>
</tbody>
</table>

5.2. Testing procedure

Here we give additional implemental details for the algorithms of the seasonal iid bootstrap augmented HEGY test described in Algorithm 3.1, the seasonal block bootstrap unaugmented HEGY test described in Algorithm 4.1, the non-seasonal bootstrap augmented HEGY test by [28], and the Wald test by [20].

5.2.1. **Seasonal iid bootstrap augmented HEGY test (SIB)**

To improve the empirical performance of seasonal iid bootstrap algorithm (Algorithm 3.1), we select stepwise, truncate the coefficient estimators, and apply (3.2) when testing roots at 1 or \(-1\).

Firstly, a stepwise selection procedure is applied to the regression in step 2 of Algorithm 3.1. To begin with, we choose a maximal order of lag \(k_{max}\). \(k_{max}\) may be chosen by AIC, BIC, or modified information criterion by [38] (for further discussions, see [5]). In our simulation we fix \(k_{max} = 4\).
for simplicity. Afterward, we apply a backward stepwise selection with Variance Inflating Factor (VIF) criterion to solve the multicollinearity between the regressors. In this selection, we locate the regressor with the largest VIF, remove this regressor from the regression if its VIF is larger than 10, and rerun the regression. Then we implement another stepwise selection on lags $(1 - L^i)Y_{t+i}$, $i = 1, 2, \ldots, k$, by iteratively removing lags of which the absolute values of the t-statistics are smaller than 1.65; see also [28]. Then the estimated coefficients of the deleted regressors are set to be zero, while the estimated coefficients of the remaining regressors are recorded and used in step 2 and 4. The backward stepwise selection of the lags based on their t-statistics is also applied to step 1 and 5.

Secondly, notice that in step 2, the true parameters $\pi_{j, i}$, $j = 1, 2, 3$, are smaller or equal to zero under both null and alternative hypotheses. However, the OLS estimators $\hat{\pi}^A_{j, i}$, $j = 1, 2, 3$, are often positive, especially when $\pi_{j, i} = 0$. This positivity not only renders the estimation of $\pi_{j, i}$ inaccurate, but also makes the equation in step 4 of Algorithm 3.1 non-causal, and the bootstrap sequence $\{Y^*_s\}$ explosive. The solution of this problem is to truncate the OLS estimator. Let $\tilde{\pi}^A_{j, i} = \min(0, \hat{\pi}^A_{j, i})$, $j = 1, 2, 3$. Immediately we get $|\tilde{\pi}^A_{j, i} - \pi^A_{j, i}| \leq |\hat{\pi}^A_{j, i} - \pi^A_{j, i}|$. After we substitute $\tilde{\pi}^A_{j, i}$ for $\hat{\pi}^A_{j, i}$ in step 4, the empirical performance of seasonal iid bootstrap improves significantly.

Thirdly, by Assumption 1.B, intuitively the true parameters $\phi_{i, s}$ in step 2 should make the roots of polynomial $\phi_s(z) := 1 - \phi_{1, s}z - \phi_{2, s}z^2 - \cdots - \phi_{k, s}z^k$ staying outside the unit circle. On the other hand, the roots of polynomial $\hat{\phi}_s(z) := 1 - \hat{\phi}_{1, s}z - \hat{\phi}_{2, s}z^2 - \cdots - \hat{\phi}_{k, s}z^k$ are sometimes on or inside the unit circle. To correct $\hat{\phi}_s(z)$, suppose that $\hat{\phi}_s(z)$ can be factored out as $\hat{\phi}_s(z) = (1 - r_{1, s}z)(1 - r_{2, s}z) \cdots (1 - r_{k, s}z)$, where $r_{j, s}$, $j = 1, 2, \ldots, k$, are complex numbers. Let $\tilde{r}_{j, s} = (r_{j, s}/|r_{j, s}|) \cdot \min(1/1.1, |r_{j, s}|)$, $j = 1, 2, \ldots, k$. Then $1 - \tilde{\phi}_{1, s}z - \tilde{\phi}_{2, s}z^2 - \cdots - \tilde{\phi}_{k, s}z^k := \tilde{\phi}_s(z) := (1 - \tilde{r}_{1, s}z)(1 - \tilde{r}_{2, s}z) \cdots (1 - \tilde{r}_{k, s}z)$ has all roots outside the unit circle. After we substitute $\tilde{\phi}_s$ for $\phi_{i, s}$ in step 4, the simulation result improves.

Fourthly, we apply the original step 4 of Algorithm 3.1 when testing roots at $\pm i$, but apply the alternative step (3.2) to the test of the root at 1 or $-1$. (When apply the alternative step (3.2),
we select the lags and truncate the coefficients similarly.) Unpublished simulation result shows an advantage of (3.2) when testing root at 1 or −1. This advantage occurs especially when all nuisance roots occur, or equivalently when all of the true π_{j,i}’s are zero, since in this case the inclusion of Y_{j,t,s} in the original step 4 becomes redundant.

5.2.2. Seasonal block bootstrap unaugmented HEGY test (SBB)

To improve the empirical performance of the seasonal block bootstrap algorithm (Algorithm 4.1), we truncate the coefficient estimators, taper the blocks, and optimize the block size. Firstly, as in the seasonal iid bootstrap algorithm, we let \( \hat{\pi}^{U}_{j,s} = \min(0, \hat{\pi}^{U}_{j,s}) \), \( j = 1, 2, 3 \), and substitute \( \hat{\pi}^{U}_{j,s} \) for \( \hat{\pi}^{U}_{j,s} \) in step 4.

Secondly, it is known that the bootstrapped data around the edges of the bootstrap blocks are not good imitations of the original data. To reduce this “edge effect”, we apply tapered seasonal block bootstrap proposed by [39], which puts less weight on the bootstrapped data around the edges. In our simulation the weight function is set identical to the function suggested by [39].

Thirdly, both test statistics \( \hat{t}^{U}_{j} \) and \( t^{U}_{j} \) can be employed to run the seasonal block bootstrap unaugmented HEGY test. So do various block sizes. In an unreported simulation we check the impact of test statistics and block sizes on the empirical size and power. It turns out that, first, the choice of statistics and block sizes does not affect the empirical size and the power very much; second, the distortion of the empirical size becomes the worst when testing root at −1 with the presence of nuisance roots and \( ma_{pos} \) noise; third, the bootstrap test based on the t-statistics and block size four gives the best result in the aforementioned worst scenario. Hence, we base our test on the t-statistics and let the block size be four in the succeeding simulations. For a thorough discussion on an optimal block size, see [40].

5.2.3. Non-seasonal bootstrap augmented HEGY test (NSB)

The non-seasonal bootstrap augmented HEGY test by [28] proves to enjoy better empirical size than the HEGY test by [3] under serial correlation and periodic heteroscedasticity. For a
brief description of this non-seasonal bootstrap test, see Remark 3.9. To improve its empirical performance, as in the seasonal iid bootstrap algorithm, we apply a backward stepwise selection of the lags based on their t-statistics and correct $\hat{\phi}_j$, $j = 1, 2, \ldots, k$ with a polynomial factorization.

5.2.4. Wald test

We find it necessary to pass the data through a $(1 - L^4)$ filter before sending it to the Wald test by [20]; otherwise the nuisance roots in our data will result in a non-stationary noise sequence in the regression of the Wald test and a ill-behaved test statistic; see also [41, 21]. When selecting the order of lag of the regression, we refer to the AIC and set the largest possible order of lag to be four.

5.3. Results

Our simulation includes five types of data generating processes (see Table 1) and six types of noises (see Table 2). In simulation, we let sample size be $T = 30$ or $T = 120$, number of bootstrap replicates $B = 500$, number of iterations $N = 2400$, and nominal size $\alpha = 0.05$. We present in Table 3, 4, 5, 6, and 7, the empirical size, and in Figure 1, 2, 3, 4 and 5 the empirical power functions.

5.3.1. Root at 1

Table 3 and Figure 1 give the simulation result when our data has a potential root at 1 but no other nuisance roots at $-1$ or $\pm i$. In this scenario, the seasonal block bootstrap test and the non-seasonal bootstrap test suffer from a slight size distortion in (f) and (l), where the seasonal iid test enjoys more accurate size. Except that, the power curves of the three bootstrap tests almost overlap; they start at the correct size and tend to one when $\rho$ departs from zero, get higher when the sample size grows from $T = 30$ to $T = 120$, and are far above the curves of the Wald test in all of (a)-(l) but (b) and (h), where the Wald test suffers a upward size distortion.

Table 4 and Figure 2 give the result when data has a potential root at 1 and all nuisance roots at $-1$ and $\pm i$. Notice that the size of the seasonal block bootstrap unaugmented HEGY test is
distorted in (b) and (h) in Figure 2; this may result from the errors in estimating $\pi_{j,s}$ and the need to recover $\{Y_{4t+s}\}$ with the estimated $\pi_{j,s}$. Moreover, the size of both the seasonal block bootstrap test and the non-seasonal bootstrap test is distorted in (d) and (j); this is in part due to the fact that the unit root filter $(1 - L)$ is partially cancelled by the MA filter $(1 - 0.5L)$. See also [42].

In contrast, the seasonal iid bootstrap augmented HEGY test has less size distortion when data has nuisance roots. This is partially because the seasonal iid bootstrap test recovers $\{Y_{4t+s}\}$ using the true values of $\pi_{j,s}$, namely zero, instead of using the estimated values. Moreover, compared to the Wald test, the seasonal iid bootstrap augmented HEGY test has much higher power. Therefore, when testing the root at 1, the seasonal iid bootstrap augmented HEGY test is recommended.

5.3.2. Root at $\pm i$

Table 5, 6 and Figure 3, 4 present the results of the simulation when data has potential roots at $\pm i$ but has no or all nuisance roots at 1 and $-1$, respectively. In both Figure 3 and Figure 4, it turns out that all the three bootstrap tests have size distortions in (f) and (l), where, as discussed in Section 5.1, the seasonal unit root filter $(1 + L^2)$ is partially cancelled out by the MA filter $(1 - \theta_s\theta_{s-1}L^2)$. Other than that, the bootstrap tests overall achieve the correct size. Since in Figure 3 and Figure 4 the seasonal block bootstrap test overall has higher power than other bootstrap tests and than the Wald test, we recommend it for testing roots at $\pm i$.

5.3.3. Root at 1, $-1$, and $\pm i$

Table 7 and Figure 5 illustrate the result when we test the concurrence of roots at 1, $-1$, and $\pm i$. Notice that all the three bootstrap tests have distorted sizes in (f) and (l), where the seasonal unit root filter $(1 + L^2)$ is partially cancelled out by the MA filter $(1 - \theta_s\theta_{s-1}L^2)$. In addition, when the sample size $T = 30$, all the three bootstrap tests suffer size distortion in (c), (d), and (e). However, when the sample size rises to $T = 120$, the seasonal iid bootstrap augmented HEGY test restores the correct size; see (i), (j), and (k). Since overall in Figure 5 the seasonal iid bootstrap test prevails over the Wald test, we recommend it for testing joint roots at 1, $-1$, and $\pm i$. 
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Figure 1: Power as a function of $\rho$ when testing root at 1 with no nuisance root. Blue dotted curve with triangle knot is for the seasonal iid bootstrap test. Red solid curve with circle knot is for the seasonal block bootstrap test. Black dotted curve with “+” knot is for the non-seasonal bootstrap test. Green dashed curve with square knot is for the Wald test. In (a)-(f) sample size $T = 30$. In (g)-(l) sample size $T = 120$. 

(a) noise=iid, $T=30$  
(b) noise=heter, $T=30$  
(c) noise=ar_{pos}, $T=30$  
(d) noise=ma_{neg}, $T=30$  
(e) noise=ar_{per}, $T=30$  
(f) noise=ma_{per}, $T=30$  
(g) noise=iid, $T=120$  
(h) noise=heter, $T=120$  
(i) noise=ar_{pos}, $T=120$  
(j) noise=ma_{neg}, $T=120$  
(k) noise=ar_{per}, $T=120$  
(l) noise=ma_{per}, $T=120$
Figure 2: Power as a function of $\rho$ when testing root at 1 with all nuisance roots. Blue dotted curve with triangle knot is for the seasonal iid bootstrap test. Red solid curve with circle knot is for the seasonal block bootstrap test. Black dotted curve with “+” knot is for the non-seasonal bootstrap test. Green dashed curve with square knot is for the Wald test. In (a)-(f) sample size $T = 30$. In (g)-(l) sample size $T = 120$. 
Figure 3: Power as a function of $\rho$ when testing roots at $\pm i$ with no nuisance root. Blue dotted curve with triangle knot is for the seasonal iid bootstrap test. Red solid curve with circle knot is for the seasonal block bootstrap test. Black dotted curve with “+” knot is for the non-seasonal bootstrap test. Green dashed curve with square knot is for the Wald test. In (a)-(f) sample size $T = 30$. In (g)-(l) sample size $T = 120$. 

(a) noise=iid, $T=30$
(b) noise=heter, $T=30$
(c) noise=ar pos, $T=30$
(d) noise=ma neg, $T=30$
(e) noise=ar per, $T=30$
(f) noise=ma per, $T=30$
(g) noise=iid, $T=120$
(h) noise=heter, $T=120$
(i) noise=ar pos, $T=120$
(j) noise=ma neg, $T=120$
(k) noise=ar per, $T=120$
(l) noise=ma per, $T=120$
Figure 4: Power as a function of $\rho$ when testing roots at $\pm i$ with all nuisance roots. Blue dotted curve with triangle knot is for the seasonal iid bootstrap test. Red solid curve with circle knot is for the seasonal block bootstrap test. Black dotted curve with “+” knot is for the non-seasonal bootstrap test. Green dashed curve with square knot is for the Wald test. In (a)-(f) sample size $T = 30$. In (g)-(l) sample size $T = 120$. 
Figure 5: Power as a function of $\rho$ when testing roots at 1, $-1$, and $\pm i$. Blue dotted curve with triangle knot is for the seasonal iid bootstrap test. Red solid curve with circle knot is for the seasonal block bootstrap test. Black dotted curve with “+” knot is for the non-seasonal bootstrap test. Green dashed curve with square knot is for the Wald test. In (a)-(f) sample size $T = 30$. In (g)-(l) sample size $T = 120$. 

\[
\begin{align*}
(a) & \text{ noise}=\text{iid}, \; T=30 \\
(b) & \text{ noise}=\text{heter}, \; T=30 \\
(c) & \text{ noise}=\text{ar}_{\text{pos}}, \; T=30 \\
(d) & \text{ noise}=\text{ma}_{\text{neg}}, \; T=30 \\
(e) & \text{ noise}=\text{ar}_{\text{per}}, \; T=30 \\
(f) & \text{ noise}=\text{ma}_{\text{per}}, \; T=30 \\
(g) & \text{ noise}=\text{iid}, \; T=120 \\
(h) & \text{ noise}=\text{heter}, \; T=120 \\
(i) & \text{ noise}=\text{ar}_{\text{pos}}, \; T=120 \\
(j) & \text{ noise}=\text{ma}_{\text{neg}}, \; T=120 \\
(k) & \text{ noise}=\text{ar}_{\text{per}}, \; T=120 \\
(l) & \text{ noise}=\text{ma}_{\text{per}}, \; T=120
\end{align*}
\]
### Table 3: Size when testing root at 1 with no nuisance root

<table>
<thead>
<tr>
<th></th>
<th>$T = 30$</th>
<th>$T = 120$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIB</td>
<td>SBB</td>
</tr>
<tr>
<td>iid</td>
<td>0.052</td>
<td>0.046</td>
</tr>
<tr>
<td>heter</td>
<td>0.054</td>
<td>0.048</td>
</tr>
<tr>
<td>ar$_{pos}$</td>
<td>0.042</td>
<td>0.042</td>
</tr>
<tr>
<td>ma$_{neg}$</td>
<td>0.069</td>
<td>0.066</td>
</tr>
<tr>
<td>ar$_{per}$</td>
<td>0.047</td>
<td>0.044</td>
</tr>
<tr>
<td>ma$_{per}$</td>
<td>0.070</td>
<td>0.110</td>
</tr>
</tbody>
</table>

### Table 4: Size when testing root at 1 with all nuisance roots

<table>
<thead>
<tr>
<th></th>
<th>$T = 30$</th>
<th>$T = 120$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIB</td>
<td>SBB</td>
</tr>
<tr>
<td>iid</td>
<td>0.058</td>
<td>0.105</td>
</tr>
<tr>
<td>heter</td>
<td>0.053</td>
<td>0.144</td>
</tr>
<tr>
<td>ar$_{pos}$</td>
<td>0.026</td>
<td>0.014</td>
</tr>
<tr>
<td>ma$_{neg}$</td>
<td>0.268</td>
<td>0.493</td>
</tr>
<tr>
<td>ar$_{per}$</td>
<td>0.025</td>
<td>0.014</td>
</tr>
<tr>
<td>ma$_{per}$</td>
<td>0.036</td>
<td>0.038</td>
</tr>
</tbody>
</table>

### Table 5: Size when testing roots at $\pm i$ with no nuisance root

<table>
<thead>
<tr>
<th></th>
<th>$T = 30$</th>
<th>$T = 120$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIB</td>
<td>SBB</td>
</tr>
<tr>
<td>iid</td>
<td>0.040</td>
<td>0.055</td>
</tr>
<tr>
<td>heter</td>
<td>0.038</td>
<td>0.065</td>
</tr>
<tr>
<td>ar$_{pos}$</td>
<td>0.038</td>
<td>0.043</td>
</tr>
<tr>
<td>ma$_{neg}$</td>
<td>0.039</td>
<td>0.057</td>
</tr>
<tr>
<td>ar$_{per}$</td>
<td>0.035</td>
<td>0.045</td>
</tr>
<tr>
<td>ma$_{per}$</td>
<td>0.168</td>
<td>0.220</td>
</tr>
</tbody>
</table>

### Table 6: Size when testing roots at $\pm i$ with all nuisance roots

<table>
<thead>
<tr>
<th></th>
<th>$T = 30$</th>
<th>$T = 120$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIB</td>
<td>SBB</td>
</tr>
<tr>
<td>iid</td>
<td>0.022</td>
<td>0.023</td>
</tr>
<tr>
<td>heter</td>
<td>0.030</td>
<td>0.016</td>
</tr>
<tr>
<td>ar$_{pos}$</td>
<td>0.085</td>
<td>0.132</td>
</tr>
<tr>
<td>ma$_{neg}$</td>
<td>0.049</td>
<td>0.070</td>
</tr>
<tr>
<td>ar$_{per}$</td>
<td>0.080</td>
<td>0.115</td>
</tr>
<tr>
<td>ma$_{per}$</td>
<td>0.385</td>
<td>0.415</td>
</tr>
</tbody>
</table>
Table 7: Size when testing roots at 1, −1, and ±i

<table>
<thead>
<tr>
<th></th>
<th>SIB</th>
<th>SBB</th>
<th>NSB</th>
<th>Wald</th>
<th>SIB</th>
<th>SBB</th>
<th>NSB</th>
<th>Wald</th>
</tr>
</thead>
<tbody>
<tr>
<td>iid</td>
<td>0.040</td>
<td>0.042</td>
<td>0.035</td>
<td>0.094</td>
<td>0.038</td>
<td>0.041</td>
<td>0.024</td>
<td>0.062</td>
</tr>
<tr>
<td>heter</td>
<td>0.045</td>
<td>0.058</td>
<td>0.060</td>
<td>0.295</td>
<td>0.047</td>
<td>0.072</td>
<td>0.058</td>
<td>0.216</td>
</tr>
<tr>
<td>ar_{pos}</td>
<td>0.136</td>
<td>0.254</td>
<td>0.187</td>
<td>0.087</td>
<td>0.060</td>
<td>0.165</td>
<td>0.197</td>
<td>0.060</td>
</tr>
<tr>
<td>ma_{neg}</td>
<td>0.158</td>
<td>0.292</td>
<td>0.233</td>
<td>0.111</td>
<td>0.084</td>
<td>0.249</td>
<td>0.238</td>
<td>0.061</td>
</tr>
<tr>
<td>ar_{per}</td>
<td>0.124</td>
<td>0.238</td>
<td>0.189</td>
<td>0.112</td>
<td>0.070</td>
<td>0.148</td>
<td>0.211</td>
<td>0.064</td>
</tr>
<tr>
<td>ma_{per}</td>
<td>0.325</td>
<td>0.457</td>
<td>0.242</td>
<td>0.532</td>
<td>0.338</td>
<td>0.510</td>
<td>0.299</td>
<td>0.939</td>
</tr>
</tbody>
</table>

6. Real Data Application of Seasonal Unit Root Test

6.1. Datasets

Here we present the result of the seasonal unit root tests on four quarterly economic time series that have not been seasonally adjusted. The first dataset contains gas consumption in millions of therms in United Kingdom from quarter one, 1960 to quarter four, 1986. The second dataset gives the E-commerce retail sales as a percent of total sales in United States from quarter four, 1999 to quarter three, 2016. The third dataset presents the owned and securitized outstanding student loans in billions of dollars in United States from quarter one, 2006 to quarter four, 2016. The fourth includes the logarithms of the earnings per Johnson&Johnson share in dollars from quarter one, 1960 to quarter four, 1980. The deterministic linear and quadratic trends and the deterministic seasonal component of these time series are first estimated with OLS and then removed from the data. The detrended and deseasonalized time series are presented in Figure 6. Since [8, 43] have indicated possible periodic structure in economic time series, when investigating the stochastic seasonality of these time series we include tests catering to periodicity. Specifically, we implement the seasonal iid bootstrap augmented HEGY test (SIB), the seasonal block bootstrap unaugmented HEGY test (SBB), the non-seasonal bootstrap augmented HEGY test (NSB) by [28], and the Wald test (WALD) by [20].
6.2. Results

Table 8: P-values of seasonal unit root tests on economic data

<table>
<thead>
<tr>
<th></th>
<th>Gas</th>
<th>E-Commerce</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H_0^1$</td>
<td>$H_0^2$</td>
</tr>
<tr>
<td>SIB</td>
<td>0.068</td>
<td>0.000</td>
</tr>
<tr>
<td>SBB</td>
<td>0.038</td>
<td>0.000</td>
</tr>
<tr>
<td>NSB</td>
<td>0.042</td>
<td>0.000</td>
</tr>
<tr>
<td>WALD</td>
<td>0.719</td>
<td>0.013</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Student Loan</th>
<th>Johnson&amp;Johnson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H_0^1$</td>
<td>$H_0^2$</td>
</tr>
<tr>
<td>SIB</td>
<td>0.136</td>
<td>0.002</td>
</tr>
<tr>
<td>SBB</td>
<td>0.128</td>
<td>0.000</td>
</tr>
<tr>
<td>NSB</td>
<td>0.110</td>
<td>0.000</td>
</tr>
<tr>
<td>WALD</td>
<td>0.362</td>
<td>0.204</td>
</tr>
</tbody>
</table>

6.2.1. Gas Consumption

First, we investigate the p-values of the gas consumption time series. Overall, from Table 8, we observe that the seasonal iid bootstrap test, which is recommended for testing the concurrence of roots at 1, −1, and ±i, rejects at the size of 5% the hypothesis that the gas consumption series has all roots at 1, −1, and ±i. In a root-by-root analysis, we found that at the size of 5%, all the tests unanimously reject root at −1, but on the other hand none of the tests rejects root at ±i. Hence, the gas consumption time series may possess roots at ±i. Notice that in the gas consumption time series, the sample size $T = 27$ is fairly small. In the test of root at 1, if the time series possesses nuisance roots and the sample size is small, the Wald test loses power; see Figure 2. Hence, when
testing root at 1, we consider the high p-value from the Wald test unreliable. Since, in testing the root at 1, the p-values of all tests other than the Wald test are around 5%, at the size of 5% we conclude that the gas consumption process may have roots at $\pm i$, may not have a root at $-1$, and may or may not have a root at 1.

6.2.2. E-Commerce Sales

At a size of 5%, none of the tests, except for the Wald test, can reject the hypothesis that the e-commerce sales series has all roots at 1, $-1$, and $\pm i$. Notice that in the e-commerce sales context, the sample size $T = 18$ is fairly small. When testing jointly the roots at 1, $-1$, and $\pm i$ and when the sample size is small, the Wald test suffers severe upward size distortions, see Figure 5. Hence, we ignore the small p-value of the Wald test when testing jointly the roots at 1, $-1$, and $\pm i$ and conclude that the e-commerce sales series may simultaneously have roots at 1, $-1$, and $\pm i$. This conclusion is consistent with the high p-values of the root-by-root tests.

6.2.3. Student Loans

When analyzing the student loans series, we focus on the p-values of the three bootstraps tests, whose superiority over the Wald test has been illustrated in the simulation. We observe that all the bootstrap tests reject at the size of 5% the hypothesis that the student loans series has all roots at 1, $-1$, and $\pm i$. In a root-by-root analysis, all the bootstrap tests unanimously reject the root at $-1$ and $\pm i$, but fail to reject the root at 1. Hence, we conclude that the student loans series may have a root at 1, but may not have roots at $-1$ or $\pm i$.

6.2.4. Johnson&Johnson Earnings

According to Table 8, all of the tests reject, at the size of 5%, the hypothesis that the Johnson&Johnson earnings series has all roots at 1, $-1$, and $\pm i$. In a root-by-root analysis, all of the tests reject the roots at $-1$ and $\pm i$, but fail to reject the root at 1. Hence, we conclude that the Johnson&Johnson earnings series may have a root at 1, but may not have roots at $-1$ or $\pm i$. 
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7. Conclusion

This paper limits its scope to the case that the period of the time series $S = 4$. When $S \neq 4$, one can choose to define $Y_{j,t+s}$ in line of one of the two different but connected formulations in [3] and [24], respectively. For details on these formulations and their connections, see [4, 44].

When the period of the time series $S = 4$, this paper analyzes the augmented and the unaugmented HEGY tests in the periodically varying setting. For root at 1 or $-1$, the asymptotic distributions of the testing statistics are standard. However, for any combinations of roots at 1, $-1$, $i$, and $-i$, the asymptotic distributions are not standard, not pivotal, and cannot be easily pivoted. Therefore, when periodic variation exists, the HEGY test can be applied to test any single real roots, but cannot be directly applied to any combinations of roots.

Bootstrap proves to be an effective remedy for the HEGY test in the periodically varying setting. The two bootstrap approaches, namely 1) the seasonal iid bootstrap augmented HEGY test and 2) the seasonal block bootstrap unaugmented HEGY test, turn out to be theoretically solid. In the simulation study, we compare these two bootstrap tests with the non-seasonal bootstrap augmented HEGY test by [28] and the Wald test by [20]. It turns out that the seasonal iid bootstrap augmented HEGY test has the best performance when we test root at 1, $-1$ and when we test the concurrence of roots at 1, $-1$, and $\pm i$; on the other hand, the seasonal block bootstrap unaugmented HEGY test prevails when we test roots at $\pm i$. Real data application shows the importance of our bootstrap approaches in constructing powerful tests.
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