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Chapter 2 (quick recap)

Chapter 4 - Linear second-order equations
  • Introduction (the mass-spring model)
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Last lecture we began the study of second-order D.E.s by considering **homogeneous** equations with **constant coefficients**: 

\[ ay'' + by' + cy = 0 \]  

(1)

The associated **auxiliary** (or **characteristic**) equation is: 

\[ ar^2 + br + c = 0 \]  

(2)

**Shown last time:** 

\[ y(t) = e^{\lambda t} \]  is a solution to (1) **if and only if** \( r = \lambda \) is a solution to (2)
Example (from last lecture)

Example

Solve the differential equation

\[ y''(t) - 5y'(t) + 6y(t) = 0 \] (3)

Solution.

Characteristic equation:

\[ r^2 - 5r + 6 = 0 \]

\[ \Rightarrow r = 2 \text{ or } r = 3 \]

Two solutions to (3):

\[ y_1(t) = e^{2t} \text{ and } y_2(t) = e^{3t} \]

General solution:

\[ y(t) = C_1 e^{2t} + C_2 e^{3t} \]

Why exactly is this the general solution?
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A pair of functions $y_1(t)$ and $y_2(t)$ is said to be **linearly independent on the interval $I$** if and only if neither of them is a constant multiple of the other on all of $I$. 

Quick Examples:

- $y_1(t) = e^{2t}$ and $y_2(t) = 4e^{2t}$ are linearly dependent (on $(-\infty, \infty)$).
- $y_1(t) = e^{2t}$ and $y_2(t) = e^{3t}$ are linearly independent (on $(-\infty, \infty)$).
- $y_1(t) = t^2$ and $y_2(t) = -2t^2$ are linearly dependent (on $(-\infty, \infty)$).
- $y_1(t) = t^2$ and $y_2(t) = t^3$ are linearly independent (on $(-\infty, \infty)$).
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Upshot of the theory

To solve second-order differential equations we need to find two "different" solutions $y_1$ and $y_2$ (different = linearly independent).

The general solution to a differential equation (without initial conditions) will then be given by a linear combination of $y_1$ and $y_2$:

$$y = C_1 y_1 + C_2 y_2$$

If we are given initial conditions (we need 2 for second-order problems!) we can always calculate $C_1$ and $C_2$ so that $y = C_1 y_1 + C_2 y_2$ will match those initial conditions.
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1. To solve second-order differential equations we need to find two "different" solutions $y_1$ and $y_2$ (different = linearly independent).

2. The general solution to a differential equation (without initial conditions) will then be given by a linear combination of $y_1$ and $y_2$:

$$y = C_1 y_1 + C_2 y_2$$

3. If we are given initial conditions (we need 2 for second-order problems!) we can always calculate $C_1$ and $C_2$ so that $y = C_1 y_1 + C_2 y_2$ will match those initial conditions.
We have seen that calculating solutions to $ay'' + by' + cy = 0$ amounts to solving the quadratic equation $ar^2 + br + c = 0$. There are three possible cases:

1. **Case 1** Two distinct roots $r_1$, $r_2$
2. **Case 2** One repeated root $r$
3. **Case 3** Two complex roots $\alpha + i\beta$, $\alpha - i\beta$

We have already seen that in **Case 1** $y_1 = e^{r_1 t}$ and $y_2 = e^{r_2 t}$ are linearly independent solutions, and so the general solution has the form:

$$y = C_1 e^{r_1 t} + C_2 e^{r_2 t}$$
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