
Today § 5.1 : Eigenvalues

of § 5.2 : Characteristic Polynomial

Next : Review for Midterm 2

Reminders

My Math Lab Homework # 6 : Due Tomorrow by ltispm

Midterm # 2 : This Wednesday 8- 10pm
Rom / seat assign .

& practice
midterms posted on course webpage .



Given an nxn matrix A
,

an eigenvector is a nonzero

vector x e- R
" with the property that

A v. = tv
for Some scalar XEIR

,
called the eigen value

.

• The set of eigenvectors of A for a given eigen value X

B equal to Nul ( ATI ) .

So it is a subspace

of Rn
,

called the eigen space for X
.

The

eigenvectors are the nonzero vectors in the eigenspahe .

• Typically hand to find the eigenvalues of a matrix ;

once known
,

finding the eigenspab is routine
.



E 9 .

↳ t
A  = µ if 6g ) .

2 is an eigen value for A ;

find a bas B for the eigenspao .
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Theorem
. Eigenvectors with distinct eigenvalues are

linearly independent .



Corollary If A is an nxn matrix with n distinct

eigen values
,

then there is a basis of Rn

consisting of eigenvectors of A
.



ask.fi#ns=f*Idxf=fgfnllIw
What does that really mean ?



Definition :
nxn matrices A and B are called similar

IF there B an invertible nxw matrix P with the property

A  = PBP
- '

• we just saw that
, if A has all distinct eigen values

,

then it B similar to a diagonal matrix
.

That's important ;

more on that next time
.

• Similarity is net the same as now equivalent .

Es . A =/ d 1

, | B =/ dg| row equivalent,

but net similar
.



Theorem If A and B are similar
,

then they have the

same eigenvalues ; and the eigenspaces for A have

the same dimensions as the eigenspaces for B
.



How can we actually find the eigmvalues ?

Definition: The characteristic polynomial of a square
matrix A is PA ( D=

Theorem ! If A is nxn
, PA is a degree n polynomial ,

whose roots are the eigenratues of A
.



Eg. A=l§} )

Eg . A=pI5l
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