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Abstract

This paper establishes non-asymptotic concentration bound and Bahadur representation for the quantile regression estimator and its multiplier bootstrap counterpart in the random design setting. The non-asymptotic analysis keeps track of the impact of the parameter dimension $d$ and sample size $n$ in the rate of convergence, as well as in normal and bootstrap approximation errors. These results represent a useful complement to the asymptotic results under fixed design, and provide theoretical guarantees for the validity of Rademacher multiplier bootstrap in the problems of confidence construction and goodness-of-fit testing. Numerical studies lend strong support to our theory, and highlight the effectiveness of Rademacher bootstrap in terms of accuracy, reliability and computational efficiency.
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1 Introduction

1.1 Quantile regression

Since Koenker and Bassett's seminal work (Koenker and Bassett, 1978), quantile regression has attracted enormous attention in statistics, econometrics and related fields primarily due to two advantages over the (conditional) mean regression: (i) robustness against outliers in the response or heavy-tailed errors, and (ii) the ability to explore heterogeneity in the response that are associated with the covariates. We refer to the monograph by Koenker (2005) for an overview of the statistical theory and methods and computational aspects of quantile regression.

Classical theory of quantile regression includes statistical consistency (see, e.g., Zhao, Rao and Chen (1993) for weak consistency and Bassett and Koenker (1986) for strong consistency), asymptotic normality (Bassett and Koenker, 1978; Pollard, 1991) and Bahadur representation (Portnoy and Koenker, 1989; He and Shao, 1996; Arcones, 1996). A common thread of the previous work is that the regression estimators are studied under the fixed design setting, that is, the covariates $\{x_i\}_{i=1}^n$ are deterministic vectors and satisfy some (asymptotic and non-asymptotic) conditions, and the only
randomness arises from the regression errors $\{e_i\}_{i=1}^n$. A comprehensive review of the asymptotic theory under fixed design can be found in Sections 4.1–4.3 of Koenker (2005).

In contrast to fixed designs, more recent work in statistics has emphasized non-asymptotic results in the random design setting, where the covariates $\{x_i\}_{i=1}^n$ are treated as random vectors (Hsu, Kakade and Zhang, 2014; Wainwright, 2019). This additional randomness increases the complexity of the model, and makes theoretical analysis more subtle because the empirical processes involved now depend on the random covariates with dimensionality possibly growing with the sample size. As stated in Hsu, Kakade and Zhang (2014), a major difference between fixed and random designs is that the fixed design setting does not directly address out-of-sample prediction. Specifically, a fixed design analysis assesses the accuracy of the estimator on the observed data, while the predictive performance on unseen data is of primary concern of a random design analysis. Even though extensive studies have been carried out on ordinary and regularized least squares estimators (Hsu, Kakade and Zhang, 2014; Wainwright, 2019), it is not naturally clear whether similar results remain valid for quantile regression. A main difficulty is that the quantile loss is piecewise linear, and hence its “curvature energy” is concentrated in a single point. This is substantially different from other popular regression loss functions, such as the squared loss and Huber loss, which are at least locally strongly convex. The lack of smoothness and strong convexity makes it much more challenging to establish non-asymptotic theory for quantile regression under random designs.

In Section 2.1 of this paper, we will establish non-asymptotic concentration bound (Theorem 1) and Bahadur representation (Theorem 2) of the quantile regression estimator under mild conditions on the random predictor and noise variable. To prove Theorem 1, we propose a new device to prove a local restricted strong convexity (RSC) property of the empirical quantile loss; see Proposition 2. The notion of RSC was introduced by Negahban et al. (2012) to analyze convex regularized M-estimators, and extended by Loh and Wainwright (2015) to the case of nonconvex functions. Thus far the RSC property has only been established for locally strongly convex and twice differentiable loss functions (Loh and Wainwright, 2015; Pan, Sun and Zhou, 2019). New techniques are therefore required to deal with piecewise linear functions, typified by the quantile loss and hinge loss. The proof of Theorem 2, the Bahadur representation, builds on the concentration bound in Theorem 1 along with techniques from empirical process theory. These results are non-asymptotic with explicit errors, which allow to track the impact of the parameter dimension $d$ and of the sample size $n$ in quantile regression. These non-asymptotic results, to the best of our knowledge, are new to the previous asymptotic results under fixed designs.

1.2 Statistical inference for quantile regression

In addition to the finite sample theory of standard quantile regression, we are also interested in two fundamental statistical inference problems: (i) the construction of confidence intervals, and (ii) goodness-of-fit test. Broadly speaking, inference of quantile regression can be categorized into two classes: normal calibration and bootstrap calibration (resampling) methods. Normal calibration heavily depends on either the estimation of $1/f_{e|x}(0)$, also known as the sparsity, where $f_{e|x}(\cdot)$ is the conditional density function of $\varepsilon$ given $x$, or the regression rank scores (Gutenbrunner and Jurečková, 1992). Resampling, or bootstrap calibration methods (Efron, 1979), are commonly used for quantile regression inference because they are more robust against heteroscedastic errors and bypass the estimation of sparsity although at the cost of computing time. Over the past two decades,
various bootstrap calibration methods have been developed for constructing confidence intervals, including the residual bootstrap and pairwise bootstrap (see Section 9.5 of Efron and Tibshirani (1994)), bootstrapping pivotal estimation functions method (Parzen, Wei and Ying, 1994), Markov chain marginal bootstrap (He and Hu, 2002; Kocherginsky, He and Mu, 2005) and wild bootstrap (Feng, He and Hu, 2011). For relatively small samples or in the presence of heteroscedastic errors, resampling methods have proven to outperform calibration through the normal approximation. Therefore, in this paper we only focus on the resampling method.

Among a variety of bootstrap methods, we are primarily interested in the multiplier bootstrap, also known as the weighted bootstrap, which is one of the most widely used inference tools for constructing confidence intervals and measuring the significance of a test. The theoretical validity of the empirical bootstrap (Efron, 1979) is typically guaranteed by the bootstrapped law of large numbers and central limit theorem; see, for example, Giné and Zinn (1990), Arcones and Giné (1992), Praestgaard and Wellner (1993) and Wellner and Zhan (1996), among others. Rigorous theoretical guarantees of the multiplier bootstrap for $M$-estimation can be found in Chatterjee and Bose (2005) and Ma and Kosorok (2005), in which $\sqrt{n}$-consistency and asymptotic normality are established. See also Cheng and Huang (2010) for extensions to general semi-parametric models. It has since become an effective and nearly universal inference tool for both parametric and semi-parametric $M$-estimations. We refer to Spokoiny and Zhilova (2015) for the use of multiplier bootstrap on goodness-of-fit testing, extending the special case of median regression studied by Chen et al. (2008).
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**1.3 Notation**

Let us summarize our notation. For every integer $k \geq 1$, we use $\mathbb{R}^k$ to denote the the $k$-dimensional Euclidean space. The inner product of any two vectors $\mathbf{u} = (u_1, \ldots, u_k)^\top$, $\mathbf{v} = (v_1, \ldots, v_k)^\top \in \mathbb{R}^k$ is defined by $\mathbf{u}^\top \mathbf{v} = \langle \mathbf{u}, \mathbf{v} \rangle = \sum_{i=1}^k u_i v_i$. We use $\| \cdot \|_p$ ($1 \leq p \leq \infty$) to denote the $\ell_p$-norm in $\mathbb{R}^k$: $\|\mathbf{u}\|_p = (\sum_{i=1}^k |u_i|^p)^{1/p}$ and $\|\mathbf{u}\|_\infty = \max_{1 \leq i \leq k} |u_i|$. For $k \geq 2$, $S_{k-1} = \{ \mathbf{u} \in \mathbb{R}^k : \|\mathbf{u}\|_2 = 1 \}$ denotes the unit sphere in $\mathbb{R}^k$.

Throughout this paper, we use bold capital letters to represent matrices. For $k \geq 2$, $\mathbf{I}_k$ represents the identity/unit matrix of size $k$. For any $k \times k$ symmetric matrix $\mathbf{A} \in \mathbb{R}^{k \times k}$, $\|\mathbf{A}\|_2$ is the operator norm of $\mathbf{A}$, and we use $\lambda_{\min}(\mathbf{A})$ and $\lambda_{\max}(\mathbf{A})$ to denote the minimal and maximal eigenvalues of $\mathbf{A}$, respectively. For a positive semidefinite matrix $\mathbf{A} \in \mathbb{R}^{k \times k}$, $\|\mathbf{A}\|_{A}$ denotes the norm linked to $\mathbf{A}$ given by $\|\mathbf{u}\|_A = \|\mathbf{A}^{1/2}\mathbf{u}\|_2$, $\mathbf{u} \in \mathbb{R}^k$. Moreover, given $r \geq 0$, define the Euclidean ball and ellipse as $\mathbb{B}^k(r) = \{ \mathbf{u} \in \mathbb{R}^k : \|\mathbf{u}\|_2 \leq r \}$.
and \( E_A(r) = \{ u \in \mathbb{R}^k : \|u\|_A \leq r \} \), respectively. For any integer \( d \geq 1 \), we write \([d] = \{1, \ldots, d\} \). For any set \( S \), we use \(|S|\) to denote its cardinality, i.e. the number of elements in \( S \).

## 2 Random Design Quantile regression

### 2.1 Finite sample theory under random design

We consider a response variable \( y \) and \( d \)-dimensional covariates \( x = (x_1, \ldots, x_d)^\top \) such that the \( \tau \)-th \((0 < \tau < 1)\) conditional quantile of \( y \) given \( x \) is given by \( F_{Y|x}^{-1}(\tau|\mathbf{x}) = \langle x, \beta^* \rangle \), where \( \beta^* = (\beta_1^*, \ldots, \beta_d^*)^\top \in \mathbb{R}^d \). Here we assume \( x_1 \equiv 1 \) so that \( \beta_1^* \) represents the intercept. Let \( \{(y_i, x_i)\}_{i=1}^n \) be independent and identically distributed (iid) data vectors from \((y, x)\). The preceding model assumption is equivalent to

\[
y_i = (x_i, \beta^*) + \varepsilon_i, \tag{1}
\]

where \( \varepsilon_i \)'s are independent noise variables that satisfy \( \mathbb{P}(\varepsilon_i \leq 0 | x_i) = \tau \). The quantile regression estimator of \( \beta^* \) is then defined as

\[
\hat{\beta} = \hat{\beta}(\tau) \in \arg\min_{\beta \in \mathbb{R}^d} Q_\tau(\beta), \tag{2}
\]

where

\[
Q_\tau(\beta) = \frac{1}{n} \sum_{i=1}^n \rho_\tau(y_i - (x_i, \beta)) \quad \text{with} \quad \rho_\tau(u) = u(\tau - I(u < 0)) \tag{3}
\]

is the empirical loss. The loss function \( \rho_\tau \) is known as the “check function” or “pinball loss”.

This section presents two non-asymptotic results, the concentration inequality and Bahadur representation, for the quantile regression estimator under random design. We refer to Chapter 4 of Koenker (2005) for the classical fixed design and asymptotic analysis of quantile regression. See also Remark 2 and Table 1 below for a comparison of quantile regression and smooth robust regression in terms of the scalings of the pair \((n, d)\).

First, we specify the conditions on the random pair \((x, \varepsilon)\) under which the analysis applies.

**Condition 1** (Random design). The random predictor \( x \in \mathbb{R}^d \) is sub-Gaussian: there exists \( \nu_0 \geq 1 \) such that \( \mathbb{P}(\|u_x\| \geq \nu_0 \|u\| \cdot t) \leq 2e^{-t^2/2} \) for all \( u \in \mathbb{R}^d \) and \( t \geq 0 \), where \( \Sigma = \mathbb{E}(xx^\top) \).

Condition 1 is satisfied for a class of multivariate distributions. Typical examples include: (i) Multivariate Gaussian and (symmetric) Bernoulli distributions, (ii) uniform distribution on the sphere in \( \mathbb{R}^d \) with center at the origin and radius \( \sqrt{d} \), (iii) uniform distribution on the Euclidean ball, and (iv) uniform distribution on the unit cube \([-1, 1]^d \). The constant \( \nu_0 \) is dimension-free, and thus can be viewed as an absolute constant. See Chapter 6 in Wainwright (2019) and references therein for further discussion of sub-Gaussian distributions in higher dimensions.

**Condition 2** (Regularity condition on error distribution). Let \( f_{\varepsilon|x}(\cdot) \) be the conditional probability density function of \( \varepsilon \) given \( x \), which is continuous on its support. Moreover, there exist constants \( \bar{f} \geq \underline{f} > 0 \) and \( L_0 > 0 \) such that

\[
\underline{f} \leq f_{\varepsilon|x}(0) \leq \bar{f} \quad \text{and} \quad |f_{\varepsilon|x}(u) - f_{\varepsilon|x}(0)| \leq L_0 |u| \quad \text{for all} \quad u \in \mathbb{R}, \quad \text{almost surely.}
\]
Condition 2 on the conditional density function of $\varepsilon$ given $x$ is standard and routinely used in the study of quantile regression.

Throughout this paper, “$\preceq$” stands for “$\leq$” up to constants that are independent of $(n,d)$ but may depend on the constants in Conditions 1 and 2. Our first main result characterizes the non-asymptotic deviation of the quantile regression estimator.

**Theorem 1.** Assume Conditions 1 and 2 hold. Then, for any $t \geq 0$, the quantile regression estimator $\hat{\beta} = \hat{\beta}(\tau)$ $(0 < \tau < 1)$ given in (2) satisfies

$$
||\hat{\beta} - \beta^*||_{\Sigma} \leq \frac{c_1}{t} \sqrt{\frac{d+t}{n}}
$$

with probability at least $1 - 2e^{-t}$ as long as $n \geq c_2L_0^2\varepsilon_n^{-4}(d + t)$, where $c_1, c_2 > 0$ are constants depending only on $\nu_0$.

The following theorem provides a non-asymptotic version of the Bahadur representation for the quantile regression estimator; see Section 4.3 in Koenker (2005).

**Theorem 2.** Suppose that, in addition to the conditions in Theorem 1, $\sup_{u \in \mathbb{R}} |f_{\varepsilon|x}(u)| \leq M_0$ almost surely for some $M_0 > 0$. Then, for any $t \geq 0$,

$$
\left\| S^{1/2}(\hat{\beta} - \beta^*) + S^{-1/2} \frac{1}{n} \sum_{i=1}^{n} x_i I(\varepsilon_i \leq 0) - \tau \right\|_2 \\
\leq c_3 \left\{ \frac{(d+t)^{1/4}(d \log n + t)^{1/2}}{n^{3/4}} + (d + \log n)^{1/2} \frac{d \log n}{n} \right\}
$$

with probability at least $1 - 4e^{-t}$ whenever $n \geq c_2L_0^2\varepsilon_n^{-4}(d + t)$, where $S = \mathbb{E}(f_{\varepsilon|x}(0)xx^\top)$, and $c_3 > 0$ is a constant depending only on $(\nu_0, \bar{L}, \bar{f}, L_0, M_0)$.

**Remark 1.** With some basic analysis, the property that $\sup_{u \in \mathbb{R}} |f_{\varepsilon|x}(u)| \leq M_0$ almost surely is a consequence of Condition 2 with $M_0$ depending implicitly on $(\bar{f}, L_0)$. Hence introducing the constant $M_0$ is not to initiate an additional assumption, but to simplify the theorem and its proof.

The significance of Bahadur representation lies in expression of a complicated nonlinear estimator as a normalized sum of independent random variables from which asymptotically normal behavior follows. To validate this point, the following result provides a Berry-Esseen bound for any linear contrast of the quantile regression estimator.

**Theorem 3.** Let $\lambda \in \mathbb{R}^d$ be a deterministic vector that defines a linear contrast of interest. Under the conditions of Theorem 2, it holds that

$$
\sup_{x \in \mathbb{R}} \mathbb{E}(n^{1/2}(\lambda^\top \hat{\beta} - \lambda^\top \beta^*) \leq x) - \Phi(x/\sigma_x) \leq (d + \log n)^{1/4}(d \log n)^{1/2}n^{-1/4},
$$

where $\sigma_x^2 = \tau(1 - \tau)||S^{-1}\lambda||_2^2$ and $\Phi(\cdot)$ denotes the standard normal distribution function.

**Remark 2** (Large-$d$ asymptotics). A broader view of classical asymptotics recognizes that the parametric dimension of appropriate model sequences may tend to infinity with the sample size; that is $d = d_n \to \infty$ as $n \to \infty$. Such considerations, however, are rarely found in the quantile regression.
In the standard quantile regression setting, Welsh (1989) shows that $d^3(\log n)^2/n \to 0$ suffices for a normal approximation, which provides some support to the viability of observed rates of parametric growth in the applied literature (Koenker, 1988).

In the (sub-Gaussian) random design setting, the obtained non-asymptotic Bahadur representation (5) with $t = \log n$ reads:

$$n^{1/2}(\hat{\beta} - \beta^*) = S^{-1} \frac{1}{n} \sum_{i=1}^n [\tau - I(e_i \leq 0)] x_i$$

$$+ O_P \left( \frac{d^{3/4}(\log n)^{1/2} + d^{1/2}(\log n)^{3/4}}{n^{1/4}} + \frac{d^{3/2} \log n + d(\log n)^{3/2}}{n^{1/2}} \right).$$

Combined with a multivariate central limit theorem (Portnoy, 1986) or Theorem 3, this shows that the normal approximation holds as long as $d^3(\log n)^2/n \to 0$, which matches the scaling under fixed design although the proofs are entirely different. For smooth robust regression estimators, the scaling conditions required for asymptotic normality can be weakened. A prototypical example is Huber’s $M$-estimator. Note that the Huber loss has an absolutely continuous derivative, and is twice differentiable except at two points. Portnoy (1985) obtains the scaling condition $(d \log n)^{3/2}/n \to 0$ that validates asymptotic normality when the predictors $\{x_1, \ldots, x_n\}$ form a sample from a mixed multivariate normal distribution in $\mathbb{R}^d$. In the case of random, non-Gaussian predictors and of symmetric noise, $d^2/n$ is necessary for normal approximation; see Portnoy (1985, 1986).

Table 1: Summary of scaling conditions required for normal approximation under the Huber and pinball loss functions.

<table>
<thead>
<tr>
<th>Loss function</th>
<th>Design</th>
<th>Scaling condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huber loss (Portnoy, 1985)</td>
<td>Mixed Gaussian (with symmetric noise)</td>
<td>$(d \log n)^{3/2} = o(n)$</td>
</tr>
<tr>
<td>Huber loss (Portnoy, 1986)</td>
<td>Fixed design (with symmetric noise)</td>
<td>$d^2 = o(n)$</td>
</tr>
<tr>
<td>Huber loss (Chen and Zhou, 2019)</td>
<td>Sub-Gaussian (with asymmetric noise)</td>
<td>$d^2 = o(n)$</td>
</tr>
<tr>
<td>Pinball loss (Welsh, 1989)</td>
<td>Fixed design</td>
<td>$d^2(\log n)^2 = o(n)$</td>
</tr>
<tr>
<td>Pinball loss (this work)</td>
<td>Sub-Gaussian</td>
<td>$d^2(\log n)^2 = o(n)$</td>
</tr>
</tbody>
</table>

2.2 Multiplier bootstrap and confidence estimation

Let $\mathcal{R}_n = \{e_1, \ldots, e_n\}$ be a sequence of independent Rademacher random variables that are independent of the observed data $\mathcal{D}_n = \{(y_i, x_i)\}_{i=1}^n$. Specifically, $e_i \in \{-1, 1\}$ and satisfies $\mathbb{P}(e_i = 1) = \mathbb{P}(e_i = -1) = 1/2$. Randomly perturb the empirical loss $Q_n(\beta) = (1/n) \sum_{i=1}^n \rho_\tau(y_i - \langle x_i, \beta \rangle)$ by multiplying its summands with $w_i := e_i + 1$, we obtain the bootstrapped loss function

$$Q_n^*(\beta) := \frac{1}{n} \sum_{i=1}^n w_i \rho_\tau(y_i - \langle x_i, \beta \rangle), \quad \beta \in \mathbb{R}^d. \tag{7}$$

Note that $w_i \in \{0, 2\}$ satisfies $\mathbb{E}(w_i) = 1$ and $\text{var}(w_i) = 1$. Moreover, the bootstrapped loss $Q_n^*: \mathbb{R}^d \mapsto [0, \infty)$ is also convex.

Let $\mathbb{E}^*(\cdot) = \mathbb{E}(\cdot|\mathcal{D}_n)$ and $\mathbb{P}^*(\cdot) = \mathbb{P}(\cdot|\mathcal{D}_n)$ be the conditional expectation and probability given $\mathcal{D}_n$, respectively. Then we have $\mathbb{E}^*(Q_n^*(\beta)) = Q_n(\beta)$ for any $\beta \in \mathbb{R}^d$. This indicates that the quantile
estimator \( \hat{\beta}(\tau) = (\hat{\beta}_1, \ldots, \hat{\beta}_d)^T \) in the \( D_n \)-world is the target parameter in the bootstrap world:

\[
\arg\min_{\beta \in \mathbb{R}^d} \mathbb{E}^\tau[Q_n^\tau(\beta)] = \arg\min_{\beta \in \mathbb{R}^d} Q_n(\beta) = \hat{\beta}(\tau).
\]

This simple observation motivates the following multiplier bootstrap estimator:

\[
\hat{\beta}^0 = \hat{\beta}(\tau) \in \arg\min_{\beta \in \mathbb{R}^d} Q_n^\tau(\beta).
\]

Let \( 1 - \alpha \in (0, 1) \) be a prespecified confidence level. Based on the bootstrap statistic \( \hat{\beta}^0 = (\hat{\beta}_1, \ldots, \hat{\beta}_d)^T \), we consider three methods to construct bootstrap confidence intervals.

(i) (Efron’s percentile method). For every \( 1 \leq j \leq d \) and \( q \in (0, 1) \), let \( \tilde{\tau}_{j,q} \) be the (conditional) upper \( q \)-quantile of \( \hat{\beta}_j^0 \), that is,

\[
\tilde{\tau}_{j,q} = \inf\{z \in \mathbb{R} : \mathbb{P}(\hat{\beta}_j^0 > z) \leq q\}. \tag{9}
\]

Efron’s percentile interval is of the form

\[
I_j^{\text{per}} = [\tilde{\tau}_{j,1-\alpha/2}, \tilde{\tau}_{j,\alpha/2}], \; j = 1, \ldots, d. \tag{10}
\]

(ii) (Normal interval). The second method is the normal interval:

\[
I_j^{\text{norm}} = [\hat{\beta}_j - z_{\alpha/2}\widehat{\sigma}_j, \hat{\beta}_j + z_{\alpha/2}\widehat{\sigma}_j], \; j = 1, \ldots, d, \tag{11}
\]

where \( \widehat{\sigma}_j \) is the conditional standard deviation of \( \hat{\beta}_j^0 \) given \( D_n \), and \( z_{\alpha/2} \) is the upper \( \alpha/2 \)-quantile of the standard normal distribution.

(iii) (Pivotal interval). The third method, which uses the conditional distribution of \( \hat{\beta}^0(\tau) - \hat{\beta}(\tau) \) to approximate the distribution of the pivot \( \hat{\beta}(\tau) - \beta^* \), is the pivotal interval. Specifically, the \( 1 - \alpha \) bootstrap pivotal confidence intervals for \( \beta_j^* \)'s are

\[
I_j^{\text{piv}} = [2\hat{\beta}_j - \tilde{\tau}_{j,\alpha/2}, 2\hat{\beta}_j - \tilde{\tau}_{j,1-\alpha/2}], \; j = 1, \ldots, d. \tag{12}
\]

In fact, there is a simple connection between the bootstrap pivotal interval and the percentile interval: the percentile interval is the pivotal interval reflected about the point \( \hat{\beta}_j \).

Before we formally investigate the theoretical properties of the bootstrap estimator \( \hat{\beta}^0(\tau) \), recall the Bahadur representation of \( \hat{\beta}(\tau) \):

\[
\hat{\beta}(\tau) = \beta^* + \frac{1}{n} \sum_{i=1}^n \tau - I(\varepsilon_i \leq 0) S_i x_i + r_n,
\]

where \( r_n \) is the higher-order remainder term. Heuristically, the bootstrap estimator \( \hat{\beta}^0(\tau) \) can be viewed as the quantile regression estimator of \( \hat{\beta}(\tau) \) in the bootstrap world under the model \( y_i = \langle x_i, \hat{\beta}(\tau) \rangle + \varepsilon_i^b \). According to the Bahadur representation, it can be written as \( y_i = \langle x_i, \beta^* \rangle + (1/n) \sum_{i=1}^n \langle x_i, S^{-1} x_i \rangle (\tau - I(\varepsilon_i \leq 0)) \). The accuracy of the percentile interval, however, relies on the property that \( \hat{\beta}_j^0 \) is randomly concentrated around \( \beta^* \). Motivated by this observation and the
exists some event $\exists \Omega_n \subseteq \mathbb{R}_d$.

Theorem 5. Suppose that the conditions in Theorem 2 hold. Under the scaling $n \geq d + \log n$, there exists some event $\Omega_n$ such that with $\mathbb{P}(\Omega_n) \geq 1 - 4n^{-1}$ conditioned on $\Omega_n$, the bootstrap estimator $\hat{\beta}^b = \hat{\beta}^b(\tau)$ $(0 < \tau < 1)$ given in (8) satisfies

$$\|\hat{\beta}^b - \beta^*\|_2 \leq c_4 \sqrt{\frac{d + t}{n}}$$

as long as $n \geq c_5(d + t)$, where $c_4, c_5 > 0$ are constants depending only on $(\nu_0, L, L_0)$.

To characterize the distribution of $\hat{\beta}^b$ conditional on the initial sample $\mathcal{D}_n = \{(y_i, x_i)\}_{i=1}^n$, we establish in the following result a conditional Bahadur representation under $\mathbb{P}$.

Theorem 5. Suppose that the conditions in Theorem 2 hold. Under the scaling $n \geq d + \log n$, there exists some event $\mathcal{E}_n$ such that, with $\mathbb{P}$-probability at least $1 - n^{-1}$ conditioned on $\mathcal{E}_n$,

$$S^{1/2}(\hat{\beta}^b - \beta^*) = S^{-1/2} \frac{1}{n} \sum_{i=1}^n e_i x_i [\tau - I(e_i \leq 0)] + r_n^b,$$

where $r_n^b = r_n^b(||(e_i, y_i, x_i)\|_{i=1}^n)$ satisfies $\|r_n^b\|_2 = O_P(\chi_n)$, and $\chi_n = \chi_n(||(y_i, x_i)\|_{i=1}^n)$ is such that $\chi_n = O_P((d + \log n)^{1/4}(d \log n)^{1/2}n^{-3/4} + (d + \log n)^{1/2}/d \log(n) n^{-1})$.

We end this section with a distributional approximation result, which establishes the validity of the (Rademacher) multiplier bootstrap for approximating the distributions of linear contrasts of the quantile regression estimator.

Theorem 6. Let $\lambda \in \mathbb{R}_d$ be an arbitrary $d$-vector defining a linear contrast of interest. Assume Conditions 1 and 2 hold, and that the parameter dimension $d = d_n$, as a function of the sample size $n$, satisfies the scaling $d^3(\log n)^2 = o(n)$. Then, as $n \to \infty$,

$$\sup_{x \in \mathbb{R}} \left| \mathbb{P}(n^{1/2} \langle \lambda, \hat{\beta} - \beta^* \rangle \leq x) - \mathbb{P}(n^{1/2} \langle \lambda, \hat{\beta} - \beta^* \rangle \leq x) \right| \to 0.$$  

2.3 Goodness-of-fit testing

The multiplier bootstrap method can also be applied to goodness-of-fit testing for quantile regression. Under model (1), consider a subset $\Omega_0 \subseteq \mathbb{R}_d$, and we wish to test

$$H_0 : \beta^* \in \Omega_0 \quad \text{versus} \quad H_1 : \beta^* \in \mathbb{R}_d \setminus \Omega_0.$$
We first construct the test statistics based on the empirical loss $Q_n(\beta)$ defined in (3). Let $\hat{\beta}$ be quantile estimator under the full model (2), and set $\hat{\beta}_0 \in \arg\min_{\beta \in \Omega} Q_n(\beta)$. The test statistic is defined as

$$T_n = Q_n(\hat{\beta}_0) - Q_n(\hat{\beta}).$$

In the bootstrap world, we intend to mimic the distribution of $T_n$ using that of $Q_n^\flat(\beta)$ defined in (7). Let $\hat{\beta}_0^\flat \in \arg\min_{\beta \in \mathbb{R}^d} Q_n^\flat(\beta)$ and $\hat{\beta}_0^\flat \in \arg\min_{\beta \in \Omega} Q_n^\flat(\beta)$ be the bootstrap statistics in the full model and null model, respectively. Motivated by Chen et al. (2008), we consider the bootstrap test statistic

$$T_n^\flat = \{Q_n^\flat(\hat{\beta}_0^\flat) - Q_n^\flat(\hat{\beta})\} - \{Q_n^\flat(\hat{\beta}_0) - Q_n^\flat(\hat{\beta})\}.$$

See Remark 2 therein for the intuition behind this construction. The conditional distribution of $T_n^\flat$ given the data then serves as an approximation of the distribution of $T_n$. For every $q \in (0, 1)$, let $\gamma_q$ be the (conditional) upper $q$-quantile of $T_n^\flat$, that is,

$$\gamma_q = \inf \{z \in \mathbb{R} : P^*(T_n^\flat > z) \leq q\},$$

Consequently, for significance level $\alpha \in (0, 1)$, we reject $H_0$ in (16) whenever $T_n > \gamma_\alpha$.

It is worth noticing that the above method was first proposed and studied by Chen et al. (2008) using standard exponential weights in the case of median regression, and can be implemented by the R package quantreg (Koenker, 2019). As discussed earlier, the Rademacher multiplier bootstrap is computationally more attractive and also has provable finite-sample guarantees. See Sections 3.2 and B.2 for a thorough numerical comparison.

3 Numerical Experiments

In this section, we conduct numerical experiments to compare the multiplier bootstrap on constructing confidence intervals and goodness-of-fit testing with some well-known existing methods for quantile regression. Our computational results are reproducible using codes available from https://github.com/XiaoouPan/mbQuantile.

3.1 Confidence estimation

We first consider the problem of confidence estimation. The limiting distribution of the quantile regression estimator involves the density of the errors, making the non-resampling (plug-in) inference procedure unstable and unreliable. We refer to Kocherginsky, He and Mu (2005) for an overview and numerical comparisons between plug-in and resampling methods. In this paper, we focus on the following bootstrap calibration methods:

- pair: pairwise bootstrap by resampling $\{(y_i, x_i)\}_{i=1}^n$ in pairs with replacement (Section 9.5 of Efron and Tibshirani (1994));
- pwy: a resampling method based on pivotal estimating functions (Parzen, Wei and Ying, 1994);
- wild: wild bootstrap with Rademacher weights (Feng, He and Hu, 2011);
- mb-per: multiplier bootstrap percentile method defined in (10);
The first three methods can be directly implemented using the R package `quantreg` (Koenker, 2019).

To better evaluate the performance of these methods under various environments, we generate data vectors \(\{(y_i, x_i)\}_{i=1}^n\) from two types of linear models:

1. (Homoscedastic model):
   \[
y_i = \beta_0^* + \langle x_i, \beta^* \rangle + \varepsilon_i, \quad i = 1, \ldots, n; \tag{17}\]

2. (Heteroscedastic model):
   \[
y_i = \beta_0^* + \langle x_i, \beta^* \rangle + \frac{2 \exp(x_{i1})}{1 + \exp(x_{i1})} \varepsilon_i, \quad i = 1, \ldots, n. \tag{18}\]

Here we use separate notations to differentiate the intercept \(\beta_0^*\) and coefficient vector \(\beta^* \in \mathbb{R}^d\). For each model, we consider three error distributions as follows.

1. \(t_2\): \(\varepsilon_i \sim t_2\);
2. Normal mixture type I: \(\varepsilon_i = \alpha z_1 + (1 - \alpha) z_2\), where \(\alpha \sim \text{Ber}(0.5), z_1 \sim \mathcal{N}(-1, 1)\) and \(z_2 \sim \mathcal{N}(1, 1)\);
3. Normal mixture type II: \(\varepsilon_i = \alpha z_1 + (1 - \alpha) z_2\), where \(\alpha \sim \text{Ber}(0.9), z_1 \sim \mathcal{N}(0, 1)\) and \(z_2 \sim \mathcal{N}(0, 5^2)\).

Moreover, we generate random predictors with three different covariance structures:

1. Independent design: \(x_i \sim \mathcal{N}(0, I_d)\) for \(i = 1, \ldots, n;\)
2. Weakly correlated design: first generate a covariance matrix \(\Sigma = (\sigma_{jk})_{1 \leq j, k \leq d}\) with diagonal entries \(\sigma_{jj}\) independently drawn from \(\text{Unif}(0.5, 1)\) and \(\sigma_{jk} = 0.5 |j - k|^{1/2} (\sigma_{jj} \sigma_{kk})^{1/2}\) if \(j \neq k\), and then generate \(x_i\)’s independently from \(\mathcal{N}(0, \Sigma)\);
3. Equally correlated design: first generate a covariance matrix \(\Sigma = (\sigma_{jk})_{1 \leq j, k \leq d}\) with diagonal entries \(\sigma_{jj}\) independently drawn from \(\text{Unif}(0.5, 1)\) and \(\sigma_{jk} = 0.5 (\sigma_{jj} \sigma_{kk})^{1/2}\) if \(j \neq k\), and then generate \(x_i\)’s independently from \(\mathcal{N}(0, \Sigma)\).

We set \(\beta_0^* = 2, \beta^* = (2, \ldots, 2)\) and \((n, d) = (200, 10)\). The confidence level is taken to be \(1 - \alpha \in \{80\%, 90\%, 95\%\}\). All of the five methods are carried out using \(B = 1000\) bootstrap samples. Tables 2, 3, and 7-10 in Section B.1 of the Appendix display the average coverage probabilities and average interval widths over all the regression coefficients based on 200 Monte Carlo simulations.
Table 2: Average coverage probabilities and confidence interval (CI) widths over all the coefficients under homoscedastic model (17) with type I mixture normal error.

Table 3: Average coverage probabilities and CI widths over all the coefficients under heteroscedastic model (18) with type I mixture normal error.

From Tables 2, 3, and 7-10 (in the Appendix) we find that all the bootstrap methods preserve nominal levels, while pairwise bootstrap and bootstrap based on estimating functions (pwy) tend to be more conservative with wider intervals, and wild bootstrap loses coverage probability under some cases; see Table 2. Across all the settings, the multiplier bootstrap methods (percentile and normal-based) provide desirable results in terms of both accuracy (narrow width) and reliability (high confidence). It is worth noticing that the normal-based confidence interval (mb-norm) tends to have lower coverage probabilities compared with the percentile method. As the sample size increases, the coverage probability of mb-norm approaches the nominal level gradually; see Table 4. After taking into account the interval width, we recommend the multiplier bootstrap percentile method that has the best overall performance.
Independent Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>(n = 200)</th>
<th>(n = 500)</th>
<th>(n = 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mb-per</td>
<td>mb-norm</td>
<td>mb-per</td>
</tr>
<tr>
<td>0.05</td>
<td>0.967 (0.542)</td>
<td>0.935 (0.540)</td>
<td>0.950 (0.346)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.925 (0.451)</td>
<td>0.873 (0.453)</td>
<td>0.904 (0.289)</td>
</tr>
<tr>
<td>0.2</td>
<td>0.824 (0.347)</td>
<td>0.769 (0.353)</td>
<td>0.817 (0.224)</td>
</tr>
</tbody>
</table>

Weakly correlated Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>(n = 200)</th>
<th>(n = 500)</th>
<th>(n = 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mb-per</td>
<td>mb-norm</td>
<td>mb-per</td>
</tr>
<tr>
<td>0.05</td>
<td>0.964 (0.806)</td>
<td>0.926 (0.802)</td>
<td>0.954 (0.512)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.917 (0.670)</td>
<td>0.873 (0.673)</td>
<td>0.905 (0.428)</td>
</tr>
<tr>
<td>0.2</td>
<td>0.821 (0.515)</td>
<td>0.767 (0.525)</td>
<td>0.798 (0.331)</td>
</tr>
</tbody>
</table>

Equally correlated Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>(n = 200)</th>
<th>(n = 500)</th>
<th>(n = 1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mb-per</td>
<td>mb-norm</td>
<td>mb-per</td>
</tr>
<tr>
<td>0.05</td>
<td>0.967 (0.860)</td>
<td>0.930 (0.856)</td>
<td>0.960 (0.547)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.921 (0.714)</td>
<td>0.867 (0.718)</td>
<td>0.912 (0.456)</td>
</tr>
<tr>
<td>0.2</td>
<td>0.816 (0.550)</td>
<td>0.767 (0.559)</td>
<td>0.804 (0.353)</td>
</tr>
</tbody>
</table>

Table 4: Average coverage probabilities and CI widths (in brackets) over all the coefficients under homoscedastic model (17) with type I mixture normal error.

Regarding computational complexity, for each bootstrap sample, pairwise and wild bootstraps solve a quantile regression on a sample of size \(n\), bootstrap based on estimating functions (pwy) solves a quantile regression of size \(n + 1\), while multiplier bootstrap solves a quantile regression essentially on a subsample of size \(n/2\) on average. In summary, the multiplier bootstrap provides a computationally efficient way to construct confidence intervals with high precision and reliability.

3.2 Goodness-of-fit testing

In this section, we compare the multiplier bootstrap with classical non-resampling methods on goodness-of-fit testing for quantile regression. Specifically, we consider the following methods:

- Wald: Wald test based on unrestricted estimator (Koenker and Bassett, 1982);
- rank: rank score test (Gutenbrunner et al., 1993);
- mb-exp: multiplier bootstrap with exponential weights (Chen et al., 2008);
- mb-Rad: multiplier bootstrap with Rademacher weights.

The first three methods are included in the R package `quantreg` (Koenker, 2019).

We generate data vectors the same way as in Section 3.1. Moreover, we set \((n, d) = (200, 15)\), and the confidence level is taken to be \(1 - \alpha \in \{90\%, 95\%, 99\%\}\). We consider testing

\[ H_0 : \beta^*_j = 0, \text{ for } j = 1, \ldots, 15 \quad \text{versus} \quad H_1 : \beta^*_j \neq 0, \text{ for some } j. \]

To assess the overall performance, we employ the following three measurements:

1. Type I error under null model: \(\beta^* = 0\);
2. Power under sparse and strong signal: \(\beta^*_1 = 0.5\), and \(\beta^*_j = 0\) for \(j = 2, 3, \ldots, 15\);
3. Power under dense and weak signal: \(\beta^*_j = 0.1\) for \(j = 1, 2, \ldots, 10\), and \(\beta^*_j = 0\) for \(j = 11, 12, \ldots, 15\).
The two resampling methods (mb-exp and mb-Rad) are carried out using $B = 1000$ bootstrap samples. Tables 5, 6 and 11-14 in Section B.2 of the Appendix display the average type I error and power over 200 Monte Carlo simulations.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Independent Gaussian design</th>
<th>Weakly correlated Gaussian design</th>
<th>Equally correlated Gaussian design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type I error under null model</td>
<td>Power under sparse model</td>
<td>Power under dense model</td>
</tr>
<tr>
<td>Wald</td>
<td>rank</td>
<td>mb-exp</td>
<td>mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.370</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.05</td>
<td>0.490</td>
<td>0.025</td>
<td>0.055</td>
</tr>
<tr>
<td>0.1</td>
<td>0.615</td>
<td>0.080</td>
<td>0.140</td>
</tr>
</tbody>
</table>

Table 5: Average type I error and power under homoscedastic model (17) with type I mixture normal error.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Independent Gaussian design</th>
<th>Weakly correlated Gaussian design</th>
<th>Equally correlated Gaussian design</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type I error under null model</td>
<td>Power under sparse model</td>
<td>Power under dense model</td>
</tr>
<tr>
<td>Wald</td>
<td>rank</td>
<td>mb-exp</td>
<td>mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.315</td>
<td>0.005</td>
<td>0.000</td>
</tr>
<tr>
<td>0.05</td>
<td>0.435</td>
<td>0.035</td>
<td>0.030</td>
</tr>
<tr>
<td>0.1</td>
<td>0.510</td>
<td>0.065</td>
<td>0.065</td>
</tr>
</tbody>
</table>

Table 6: Average type I error and power under heteroscedastic model (18) with type I mixture normal error.

From Tables (5) and (6) we see that the Wald test suffers from severe size distortion by rejecting much more often than it should, while the other three methods have type I errors close to the nominal level. Under both sparse and dense alternatives, the multiplier bootstrap outperforms the rank score test with higher power throughout all the combinations of design and error distributions.

To further compare the power of the last three methods, we draw the power curve with gradually increasing signal strength under sparse and dense settings. Figure 1 is a visualization of Table 5 and Table 6 with type I mixture normal error and independent design. The advantage of multiplier
bootstrap over rank test is conspicuous under homoscedastic model, and multiplier bootstrap reveals perceptible advantage as signal gets stronger under heteroscedastic model.

Figure 1: Power curves of the three methods under independent design and type I mixture normal error with $\alpha = 0.05$.

4 Proofs of Main Results

All the probabilistic bounds presented in the proof are non-asymptotic with explicit errors. The values of the constants involved are obtained with the goal of making the proof transparent, and may be improved by more careful calculations or under less general distributional assumptions on the covariates and noise variables.
4.1 Preliminaries

Recall that $Q_n(\beta) = (1/n) \sum_{i=1}^{n} \rho_{\tau}(y_i - \langle x_i, \beta \rangle)$ is the empirical quantile loss function. Since $Q_n : \mathbb{R}^d \to \mathbb{R}$ is convex, we define its subdifferential $\partial Q_n$ by

$$\partial Q_n(\beta) = \{ \xi \in \mathbb{R}^d : Q_n(\beta') \geq Q_n(\beta) + \langle \xi, \beta' - \beta \rangle \text{ for all } \beta \in \mathbb{R}^d \}. \quad (19)$$

A vector $\xi \in \partial Q_n(\beta)$ is called a subgradient of $Q_n$ in $\beta$. More specifically, the subdifferential $\partial Q_n$ is the collection of vectors $\xi_\beta = (\xi_{\beta,1}, \ldots, \xi_{\beta,d})^T$ satisfying, for $j = 1, \ldots, d$,

$$\xi_{\beta,j} = -\frac{\tau}{n} \sum_{i=1}^{n} x_{ij} I(y_i > \langle x_i, \beta \rangle) + \frac{1 - \tau}{n} \sum_{i=1}^{n} x_{ij} I(y_i < \langle x_i, \beta \rangle) - \frac{1}{n} \sum_{i=1}^{n} x_{ij} v_i I(y_i = \langle x_i, \beta \rangle), \quad (20)$$

where $v_i \in [\tau - 1, \tau]$.

Of particular interest is the subdifferential $\partial Q_n(\beta^*)$ under model (1). By (20), every vector $\xi = (\xi_1, \ldots, \xi_d)^T \in \partial Q_n(\beta^*)$ can be written as

$$\xi_j = -\frac{\tau}{n} \sum_{i=1}^{n} x_{ij} I(e_i > 0) - (1 - \tau) \sum_{i=1}^{n} x_{ij} I(e_i < 0) - \frac{1}{n} \sum_{i=1}^{n} x_{ij} v_i I(e_i = 0), \quad j = 1, \ldots, d, \quad (21)$$

where $v_i \in [\tau - 1, \tau]$.

**Proposition 1.** Assume Conditions 1 and 2 hold. Then, every subgradient $\xi_{\beta^*} \in \partial Q_n(\beta^*)$ satisfies

$$\mathbb{P}(\|\Sigma^{-1/2} \xi_{\beta^*}\|_2 \geq 3\nu_0 \sqrt{\frac{2d + x}{n}}) \leq e^{-x}, \text{ valid for any } x \geq 0.$$

The following proposition provides a form of the restricted strong convexity (RSC) for the empirical quantile loss function.

**Proposition 2.** Assume Conditions 1 and 2 hold. Then, for any $t \geq 0$, it holds with probability at least $1 - e^{-t/2}$ that

$$\langle \xi_{\beta} - \xi_{\beta^*}, \beta - \beta^* \rangle \geq \frac{1}{8L} \|\beta - \beta^*\|^2_\Sigma - 4\nu_0^2 \|\beta - \beta^*\|_\Sigma \sqrt{\frac{2(d + t)}{n}} \quad (22)$$

uniformly over $\beta \in \mathbb{R}^d$ satisfying $0 \leq \|\beta - \beta^*\|_\Sigma \leq f/(6L\nu_0^2)$. 

Propositions 1 and 2 provide the key ingredients to prove Theorems 1 and 2. Similarly, the finite sample performance of the multiplier bootstrap estimator relies on the corresponding properties of the weighted quantile loss function, which are given by Propositions 3 and 4 below.

Recall that $\mathbb{P}^*$ and $\mathbb{E}^*$ denote, respectively, the probability measure and expectation (over $\mathcal{R}_n = \{e_i\}_{i=1}^{n}$) conditioning on $\mathcal{D}_n = \{(y_i, x_i)\}_{i=1}^{n}$. For $i = 1, \ldots, n$, define

$$\zeta_i = I(e_i \leq 0) - \tau \quad \text{and} \quad \zeta_i = \Sigma^{-1/2} x_i, \quad (23)$$

which satisfy $\mathbb{E}(\zeta_i | x_i) = 0$, $\mathbb{E}(\zeta_i^2 | x_i) = \tau(1 - \tau)$ and $\mathbb{E}(\zeta_i \zeta_i^\top) = I_d.$
By the above definition, \( D^{\beta} \in \partial Q_n(\beta^*) \). For any \( t > 0 \), there exists some event \( G(1) = G(1; D_n) \) with \( P[G(1)] \geq 1 - e^{-2t} \) such that, with \( P^* \)-probability at least \( 1 - e^{-2t} \) conditioned on \( G(1) \),

\[
||\Sigma^{-1/2}(\xi_{\beta}^d - \Sigma^* \xi_{\beta}^d)||_2 \leq 2 \sqrt{\frac{d + t}{n}} \tag{24}
\]
as long as \( n \geq d + t \).

Similarly to Proposition 2, the following result establishes the restricted strong convexity for the weighted quantile loss function.

**Proposition 4.** Assume Conditions 1 and 2 hold. For any \( t \geq 0 \), there exists some event \( G(2) = G(2; D_n) \) such that \( P[G(2)] \geq 1 - e^{-t} \), and with \( P^* \)-probability at least \( 1 - e^{-t/2} \) conditioned on \( G(2) \),

\[
\langle \xi_{\beta}^d - \xi_{\beta}^*, \beta - \beta^* \rangle \geq \frac{1}{8} \xi ||\beta - \beta^*||^2_\Sigma - 8\nu_0^2||\beta - \beta^*||_\Sigma \sqrt{\frac{2(d + t)}{n}} \tag{25}
\]
uniformly over \( \beta \in \mathbb{R}^d \) satisfying \( 0 \leq ||\beta - \beta^*||_\Sigma \leq \tilde{f}/(6L_0\nu_0^2) \) as long as \( n \geq \log(d) + t \).

Proofs of Propositions 1–4 are placed in the Appendix.

### 4.2 Proof of Theorem 1

By the convexity of \( \beta \mapsto Q_n(\beta) \), \( \tilde{\beta} \) satisfies the first-order condition that \( \xi_{\beta} \equiv 0 \) for some \( \xi_{\beta} \in \partial Q_n(\tilde{\beta}) \). The proof builds on the symmetrized Bregman divergence associated with \( Q_n \), defined as

\[
D(\beta_1, \beta_2) = \langle \xi_{\beta_1} - \xi_{\beta_2}, \beta_1 - \beta_2 \rangle, \quad \text{for } \xi_{\beta_1} \in \partial Q_n(\beta_1), \xi_{\beta_2} \in \partial Q_n(\beta_2).
\]

By convexity, \( D(\beta_1, \beta_2) \geq 0 \) for any subdifferentials \( \xi_{\beta_1} \) and \( \xi_{\beta_2} \). Taking \( (\beta_1, \beta_2) = (\tilde{\beta}, \beta^*) \), we have

\[
0 \leq \langle \xi_{\tilde{\beta}} - \xi_{\beta^*}, \tilde{\beta} - \beta^* \rangle = \langle -\xi_{\tilde{\beta}}, \tilde{\beta} - \beta^* \rangle \leq ||\Sigma^{-1/2}\xi_{\tilde{\beta}}||_2 ||\tilde{\beta} - \beta^*||_\Sigma. \tag{26}
\]

for any \( \xi_{\tilde{\beta}} \in \partial Q_n(\beta^*) \). Starting with (26), we bound the left- and right-hand sides of (27) separately. To establish the lower bound, we use a localized argument (Sun, Zhou and Fan, 2019) and a new restricted strong convexity property for the empirical quantile loss (Proposition 2).

Define the rescaled \( \ell_2 \)-ball \( \Sigma(t) = \{ \beta \in \mathbb{R}^d : ||\beta||_\Sigma \leq t \}, t > 0 \). For some \( 0 < r \leq \tilde{f}/(6L_0\nu_0^2) \) to be determined, define

\[
\eta = \sup\{u \in [0, 1] : u(\tilde{\beta} - \beta^*) \in \Sigma(t) \} \quad \text{and} \quad \tilde{\beta} = \beta^* + \eta(\tilde{\beta} - \beta^*).
\]

By the above definition, \( \eta = 1 \) if \( \tilde{\beta} \in \beta^* + \Sigma(r) \), and \( \eta < 1 \) if \( \tilde{\beta} \notin \beta^* + \Sigma(r) \). In the latter case, we have \( \tilde{\beta} \in \beta^* + \partial \Sigma(r) \). Applying Lemma C.1 in Sun, Zhou and Fan (2019) with slight modifications yields the bound \( D(\tilde{\beta}, \beta^*) \leq \eta D(\tilde{\beta}, \beta^*) \), leading to

\[
\langle \xi_{\tilde{\beta}} - \xi_{\beta^*}, \tilde{\beta} - \beta^* \rangle \leq \eta \langle \xi_{\beta^*} - \xi_{\beta}, \tilde{\beta} - \beta^* \rangle, \tag{27}
\]
where \( \xi_{\beta^*} \in \partial Q_n(\beta^*) \) and \( \xi_{\tilde{\beta}} \in \partial Q_n(\tilde{\beta}) \). This, together with the fact \( \xi_{\tilde{\beta}} = 0 \) and Cauchy-Schwarz inequality, implies

\[
\langle \xi_{\tilde{\beta}} - \xi_{\beta^*}, \tilde{\beta} - \beta^* \rangle \leq \eta \langle -\xi_{\beta^*}, \tilde{\beta} - \beta^* \rangle \leq ||\Sigma^{-1/2}\xi_{\beta^*}||_2 ||\tilde{\beta} - \beta^*||_\Sigma. \tag{28}
\]
Note that (28) is a localized version of (26) because \( \tilde{\beta} \) falls in a local neighborhood of \( \beta^* \).

Setting \( \tilde{\delta} = \beta - \beta^* \in \mathbb{B}_\Sigma(r) \), it follows from Proposition 2 that

\[
\langle \xi_{\tilde{\beta}} - \xi_{\beta^*}, \beta - \beta^* \rangle \geq \frac{1}{8 L} \| \tilde{\delta} \|_\Sigma^2 - 4\nu_0 \| \tilde{\delta} \|_\Sigma \sqrt{\frac{2(d + t)}{n}}
\]

with probability at least \( 1 - e^{-t}/2 \). Combining this with (27) and (28), and taking \( x = t > 0 \) in Proposition 1, we obtain

\[
\frac{1}{8 L} \| \tilde{\delta} \|_\Sigma^2 < (4\nu_0^2 + 3\nu_0) \| \tilde{\delta} \|_\Sigma \sqrt{\frac{2(d + t)}{n}}
\]

with probability at least \( 1 - 2e^{-t} \). Canceling \( \| \tilde{\delta} \|_\Sigma \) on both sides yields

\[
\| \tilde{\delta} \|_\Sigma < r := \frac{8 L}{2(4\nu_0^2 + 3\nu_0)} \sqrt{\frac{2(d + t)}{n}}
\]

with probability at least \( 1 - 2e^{-t} \) as long as \( n \geq C L^2 \frac{1}{L^4 (d + t)} \) for some constant \( C > 0 \) depending only on \( \nu_0 \). Consequently, \( \tilde{\beta} \) falls in the interior of \( \beta^* + \mathbb{B}_\Sigma(r) \), enforcing \( \eta = 1 \) and \( \tilde{\beta} = \hat{\beta} \in \beta^* + \mathbb{B}_\Sigma(r) \).

Otherwise if \( \tilde{\beta} \notin \beta^* + \mathbb{B}_\Sigma(r) \), we must have \( \tilde{\beta} \) on the boundary, i.e. \( \| \tilde{\beta} - \beta^* \|_\Sigma = r \), which leads to contradiction. This completes the proof. \( \square \)

### 4.3 Proof of Theorem 2

To begin with, define the “gradient” function \( \nabla Q_n : \mathbb{R}^d \to \mathbb{R}^d \) as

\[
\nabla Q_n(\beta) = \frac{1}{n} \sum_{i=1}^n x_i [I(y_i \leq \langle x_i, \beta \rangle) - \tau], \quad \beta \in \mathbb{R}^d.
\]

(29)

Recall from Condition 2 that the conditional distribution of \( \varepsilon \) given \( x \) is continuous. Lemma A.1 in Ruppert and Carroll (1980) states that with probability one, there is no vector \( \delta \in \mathbb{R}^d \) and \( 1 \leq i \leq n \) such that \( \varepsilon_i = \langle x_i, \delta \rangle \). It follows that with probability one, \( \xi_{\beta} = \nabla Q_n(\beta) \) for any \( \xi_{\beta} \in \partial Q_n(\beta) \). Hence, we will treat \( \nabla Q_n \) as the gradient of \( Q_n \) throughout the proof. Moreover, consider the population loss \( \mathbb{E} Q_n(\beta) = \mathbb{E}_{\mathcal{F}}(y - \langle x, \beta \rangle) \), whose gradient vector and Hessian matrix are given, respectively, by

\[
\nabla \mathbb{E} Q_n(\beta) = \mathbb{E}[x \{ 1 \leq \langle x, \beta - \beta^* \rangle \} - \tau] \quad \text{and} \quad \nabla^2 \mathbb{E} Q_n(\beta) = \mathbb{E}[f_{\varepsilon|x}(\langle x, \beta - \beta^* \rangle)xx^\top].
\]

Next, define the vector-valued random process

\[
\Delta(\beta) = S^{-1/2} [\nabla Q_n(\beta) - \nabla Q_n(\beta^*)] - S^{1/2} (\beta - \beta^*),
\]

(30)

where \( S = \nabla^2 \mathbb{E} Q_n(\beta^*) = \mathbb{E}[f_{\varepsilon|x}(0)xx^\top] \). The goal is to bound \( \| \Delta(\beta) \|_2 \) uniformly over \( \beta \) in a local neighborhood of \( \beta^* \). To this end, we deal with \( \mathbb{E} \Delta(\beta) \) and \( \Delta(\beta) - \mathbb{E} \Delta(\beta) \) separately, starting with \( \mathbb{E} \Delta(\beta) \). Applying the mean value theorem for vector-valued functions yields

\[
\mathbb{E} \Delta(\beta) = S^{-1/2} \left( \int_0^1 \nabla^2 \mathbb{E} Q_n(\beta_t^\tau) dt \beta - \beta^* \right) - S^{1/2} (\beta - \beta^*)
\]

\[
= \left( S^{-1/2} \int_0^1 \nabla^2 \mathbb{E} Q_n(\beta_t^\tau) dt S^{-1/2} - I_d, S^{1/2} (\beta - \beta^*) \right),
\]

(31)
where \( \beta_i = (1 - \epsilon)\beta^* + \epsilon \beta \) and \( \nabla^2 \mathbb{E} Q_n(\beta^*_i) = \mathbb{E}(f_{eix}(t(x, \beta - \beta^*))xx^\top) \). For \( r > 0 \), define the local elliptic neighborhood of \( \beta^* \) as \( \Theta_{\Sigma}(r) := \{ \beta \in \mathbb{R}^d : |\beta - \beta^*|_\Sigma \leq r \} \). By Conditions 1 and 2, \( \Sigma \) is positive definite and \( f \leq f_{eix}(0) \leq \tilde{f} \), so that \( \tilde{f} \Sigma \leq S \leq f \Sigma \). For \( \delta = \beta - \beta^* \) with \( \beta \in \Theta_{\Sigma}(r) \), the Lipschitz continuity of \( f_{eix} \) ensures that

\[
\left\| S^{-1/2}\nabla^2 \mathbb{E} Q_n(\beta^*_i)S^{-1/2} - L_d \right\|_2 \leq \left\| S^{-1/2}\mathbb{E}[[f_{eix}(t(x, \delta)) - f_{eix}(0)]xx^\top]S^{-1/2} \right\|_2 \\
\leq L_d \cdot \sup_{u \in B^d(1)} \mathbb{E}(S^{-1/2}x,u)^2 \mathbb{E}(x,\delta)^2 \leq L_d \cdot \left( \sup_{u \in B^d(1)} \mathbb{E}(S^{-1/2}x,u)^2 \right)^{2/3} \left( \mathbb{E}(x,\delta)^3 \right)^{1/3} \\
\leq L_d \cdot m_3 r^2,
\]

where \( m_k := \sup_{u \in B^d(1)} \mathbb{E}(S^{-1/2}x,u)^k \) (for \( k \geq 1 \)) depends only on \( v_0 \) and \( k \). Combining this with (31), we obtain

\[
\sup_{\beta \in \Theta_{\Sigma}(r)} \left\| \mathbb{E}(\Delta(\beta)) \right\|_2 \leq \frac{1}{2} L_d \cdot \frac{1}{f} \cdot m_3 r^2.
\]

Turning to the stochastic term \( \Delta(\beta) - \mathbb{E}\Delta(\beta) \), define the centered gradient function

\[
R_n(\beta) = \frac{1}{n} \sum_{i=1}^n (1 - \mathbb{E}I(\langle x_i, \beta - \beta^* \rangle \geq \epsilon_i) - \tau) x_i,
\]

so that \( \Delta(\beta) - \mathbb{E}\Delta(\beta) = S^{-1/2}\{R_n(\beta) - R_n(\beta^*)\} \). By a change of variable \( v = \Sigma^{1/2}(\beta - \beta^*) \), we have

\[
\sup_{\beta \in \Theta_{\Sigma}(r)} \| \Delta(\beta) - \mathbb{E}\Delta(\beta) \|_2 \leq \frac{1}{f_{eix}} \sup_{\beta \in \Theta_{\Sigma}(r)} \| \Sigma^{-1/2}[R_n(\beta) - R_n(\beta^*)] \|_2 \\
= \frac{1}{f} \sup_{v \in B^d(1)} \| \Sigma^{-1/2}[R_n(\beta^* + \Sigma^{-1/2}v) - R_n(\beta^*)] \|_2 \\
= \frac{1}{f_{eix}} \sup_{v \in B^d(1)} \left\{ \Sigma^{-1/2}[R_n(\beta^* + \Sigma^{-1/2}v) - R_n(\beta^*)], u \right\},
\]

where \( \Delta_0(\beta, v) = n^{-1/2} \sum_{i=1}^n (1 - \mathbb{E})(z_i, u)I(\epsilon_i \leq \langle z_i, v \rangle) - I(\epsilon_i \leq 0) \). To bound \( \sup_{\beta \in \Theta_{\Sigma}(r)} \Delta_0(\beta, v) \), we first show its concentration around the mean, and then bound the mean via a maximal inequality specialized to VC type classes (see, e.g., Chapter 2.6 in van der Vaart and Wellner (1996)). Consider the following two classes of real-valued functions on \( \mathbb{R} \times \mathbb{R}^d \):

\[
\mathcal{F}_1 = \{(z_0, z) \mapsto (z, u) : u \in B^d(4)\} \quad \text{and} \quad \mathcal{F}_2 = \{(z_0, z) \mapsto I((z, v), z_0 \geq 0) : v \in \mathbb{R}^d(4)\}.
\]

Moreover, define the function \( f_0 : (z_0, z) \mapsto I(z_0 \leq 0) \), and write \( z_i = (e_i, z_i) \in \mathbb{R} \times \mathbb{R}^d \) for \( i = 1, \ldots, n \). Then, the supremum \( \sup_{u \in B^d(1)} \Delta_0(\beta, v) \) can be written as the supremum of an empirical process:

\[
\sup_{\beta \in \Theta_{\Sigma}(r)} \Delta_0(\beta, v) = \sup_{f \in \mathcal{F}} \frac{1}{n \cdot \mathbb{E}} \sum_{i=1}^n \{ f(\bar{z}_i) - \mathbb{E}f(\bar{z}_i) \},
\]

where \( \mathcal{F} = \mathcal{F}_1 \cdot (\mathcal{F}_2 - f_0) \) is the pointwise product of \( \mathcal{F}_1 \) and \( \mathcal{F}_2 - f_0 \). Under the assumption that \( \sup_u |f_{eix}(u)| \leq M_0 \) almost surely, we have, for each \( i \in [n] \), \( \sup_{f \in \mathcal{F}} f(\bar{z}_i) \leq r\|z_i\|_2 \) and
sup_{f \in \mathcal{F}} \mathbb{E}(f(z))^2 \leq M_0 \sup_{u,v \in B^d(r)} \mathbb{E}((z_u, u)^2(z_v, v)) \leq M_0 m_3 r^3. \] By Lemma 2.2.2 in van der Vaart and Wellner (1996),
\[
\left\| \max_{1 \leq i \leq n} \sup_{f \in \mathcal{F}_1} |f(z_i)| \right\|_{\psi_1} \leq r \left\| \max_{1 \leq i \leq n} \|z_i\|_2 \right\|_{\psi_1} \leq r d^{1/2} \left( \max_{1 \leq i \leq n, 1 \leq j \leq d} |z_{ij}| \right)_{\psi_1} \leq (\log 2)^{1/2} r d^{1/2} \left( \max_{1 \leq i \leq n, 1 \leq j \leq d} |z_{ij}| \right)_{\psi_2} \leq c_0 (d \log n)^{1/2} r,
\]
where \( c_0 > 0 \) depends only on \( \nu_0 \), and \( \| \cdot \|_{\psi_q} (1 \leq q \leq 2) \) denotes the \( \psi_q \)-Orlicz norm. Applying Theorem 4 in Adamczak (2008) with \( \alpha = 1 \) and \( \delta = \eta = 1/2 \), we obtain that for any \( x \geq 0 \),
\[
\sup_{f \in \mathcal{F}} \mathbb{G}_n f \leq \frac{3}{2} \mathbb{E} \left( \sup_{f \in \mathcal{F}} \mathbb{G}_n f \right) + x
\]
with probability at least \( 1 - e^{-x^2/(3M_0 m_3 r^3)} - 3e^{-x \sqrt{n}/(c_1 d \log n)^{1/2}} \), where \( c_1 > 0 \) depends only on \( c_0 \). Given \( t \geq 0 \) such that \( 4e^{-t} \leq 1 \), taking
\[
x = \max \{(3M_0 m_3)^{1/2} r^{3/2} t^{1/2}, 2c_1 r t (d \log n)^{1/2} n^{-1/2} \}
\]
in the above bound yields that, with probability at least \( 1 - e^{-t} - 3e^{-2t} \geq 1 - 2e^{-t} \),
\[
\sup_{f \in \mathcal{F}} \mathbb{G}_n f \leq \frac{3}{2} \mathbb{E} \left( \sup_{f \in \mathcal{F}} \mathbb{G}_n f \right) + \max \left\{ (3M_0 m_3)^{1/2} r^{3/2} t^{1/2}, 2c_1 r t (d \log n)^{1/2} n^{-1/2} \right\}.
\] (36)

To bound \( \mathbb{E}(\sup_{f \in \mathcal{F}} \mathbb{G}_n f) \), the key is to control the covering numbers \( N(\mathcal{F}, L_2(Q), \|f\|_{L_2(Q)}) \) for all finitely supported probability measures \( Q \) on \( \mathbb{R} \times \mathbb{R}^d \) and \( 0 < \epsilon < 1 \), where \( F(\mathbf{z}) = r \|\mathbf{z}\|_2 \) is a measurable envelope of \( \mathcal{F} \). Respectively, for the function classes \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) that have envelopes \( F_1(\mathbf{z}) = r \|\mathbf{z}\|_2 \) and \( F_2(\mathbf{z}) = 1 \), using Theorem B in Dudley (1979) and Theorem 2.6.7 in van der Vaart and Wellner (1996) we have
\[
\sup_Q N(\mathcal{F}_1, L_2(Q), \|f\|_{L_2(Q)}) \leq \left( A_2 / \epsilon \right)^{2(d + 2)} \quad \text{and} \quad \sup_Q N(\mathcal{F}_2, L_2(Q), \epsilon) \leq \left( A_2 / \epsilon \right)^{2(d + 2)}
\]
for some \( A_1 > \epsilon \), where the suprema are taken over all finitely discrete probability measures \( Q \) on \( \mathbb{R} \times \mathbb{R}^d \). Combining the above bounds with Corollary A.1 in the supplement of Chernozhukov, Chetverikov and Kato (2014) shows that
\[
\sup_Q N(\mathcal{F}, L_2(Q), \|f\|_{L_2(Q)}) \leq \sup_Q N(\mathcal{F}_1, L_2(Q), 2^{-1/2} \epsilon \|f\|_{L_2(Q)}) \cdot \sup_Q N(\mathcal{F}_2, L_2(Q), 2^{-1/2} \epsilon) \leq (A_2 / \epsilon)^{4(d + 2)}
\]
where \( A_2 = 2^{1/2} A_1 \). For the envelop function \( F : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^+ \), we have \( \mathbb{E} F(\mathbf{z})^2 = r^2 d \). Consequently, it follows from Corollary 5.1 in Chernozhukov, Chetverikov and Kato (2014) that
\[
\mathbb{E} \left( \sup_{f \in \mathcal{F}} \mathbb{G}_n f \right) \leq M_0 m_3^2 d \log(A_2^2 d / (M_0 m_3 r)) + r M_n \frac{d}{n^{1/2}} \log(A_2^2 d / (M_0 m_3 r)),
\] (37)
where \( M_n := \mathbb{E} \max_{1 \leq i \leq n} \|z_i\|_2^{1/2} \). To bound \( M_n \), we will reply on an exponential-type tail inequality for \( X := \max_{1 \leq i \leq n} \|z_i\|_2^2 \). Assume there exist constants \( A, a > 0 \) such that \( \mathbb{P}(X \geq A + au) \leq e^{-a} \)
for every $u \in \mathbb{R}$. Then
\[
\mathbb{E}(X) = \int_0^\infty \mathbb{P}(X \geq t)dt \leq A + \int_0^\infty \mathbb{P}(X \geq t)dt = A + a \int_0^\infty \mathbb{P}(X \geq A + au)dt \leq A + a.
\]

Given $\epsilon \in (0, 1)$, there exists a finite subset $\mathcal{N}_\epsilon \subseteq [d-1]$ with $|\mathcal{N}_\epsilon| \leq (1+2/\epsilon)^d$ such that $\max_{\mathcal{N}_\epsilon} \|z_i\|_2 \leq (1 - \epsilon)^{-1} \max_{\mathcal{N}\setminus\mathcal{N}_\epsilon} \max_{\mathbb{E}} \langle u, w \rangle_i$. For every $i \in [n]$ and $u \in \mathcal{N}_\epsilon$, Condition 1 indicates that $\mathbb{P}(|\langle u, w_i \rangle| \geq \epsilon \langle u, w_i \rangle) \geq 2e^{-u_i/2}$ for any $u \in \mathbb{R}$. Taking the union bound over $i \in [n]$ and $u \in \mathcal{N}_\epsilon$, and setting $u = \sqrt{2v + 2 \log(2n) + 2d \log(1+2/\epsilon)}$ ($v > 0$), we obtain that with probability at least $1 - 2n(1 + 2/\epsilon)^d \epsilon^{-u^2/2} = 1 - e^{-\epsilon}$, $\max_{\mathcal{N}_\epsilon} \|z_i\|_2 \leq (1 - \epsilon)^{-1} \epsilon \sqrt{2v + 2 \log(2n) + 2d \log(1+2/\epsilon)}$. Minimizing this upper bound with respect to $\epsilon \in (0, 1)$, we conclude that
\[
\mathbb{P}\left( \max_{i \in [n]} \|z_i\|_2^2 \geq 2v_0^2 (3.7d + \log(2n) + v) \right) \leq e^{-\epsilon}, \text{ valid for every } v > 0.
\]

Taking $A = 2v_0^2 (3.7d + \log(2n))$ and $a = 2v_0^2$ in the earlier analysis yields the bound $M_a^2 = \mathbb{E}(\max_{\mathcal{N}_\epsilon} \|z_i\|_2^2) \leq 2v_0^2 (3.7d + 2\log(2en))$. Plugging this into (37) gives
\[
\mathbb{E}\left( \sup_{f \in \mathcal{F}} G_n f \right) \leq \sqrt{M_0 m_3 r^3 d \log(A_2^2d/(M_0 m_3 r^3))} + r(d + \log n)^{1/2} \frac{d}{n^{1/2}} \log(A_2^2d/(M_0 m_3 r^3)). \tag{38}
\]

Together, (33), (35), (36) and (38) imply that with probability at least $1 - 2e^{-t}$,
\[
\sup_{\beta \in \Theta_2(r)} \|\Delta(\beta) - \mathbb{E}\Delta(\beta)\|_2 \\
\leq C_1 \left\{ \sqrt{\frac{rt}{n}} + \sqrt{\log(C_2d/r)\frac{rd}{n}} + (d + \log n)^{1/2} \frac{\log(C_2d/r)\frac{d}{n}}{n^{1/2}} + (d + \log n)^{1/2} \frac{t}{n} \right\}. \tag{39}
\]

Thus far, we have established a high probability bound on the $\ell_2$-norm of $\Delta(\beta) = S^{-1/2}(\nabla Q_n(\beta) - \nabla Q_n(\beta^*)) - S^{-1/2}(\beta - \beta^*)$ uniformly over $\beta \in \Theta_2(r)$, a local neighborhood of $\beta^*$, for any prespecified $r > 0$. By Theorem 1, we have $\hat{\beta} \in \Theta_2(r)$ with probability at least $1 - 2e^{-t}$ as long as $n \geq C L_2^3 (d + t)$, where $r_i = \sqrt{3} \sqrt{(d + t)/n}$. Setting $r = r_t$ in (32) and (39), we find that with probability at least $1 - 2e^{-t}$,
\[
\sup_{\beta \in \Theta_2(r)} \|\Delta(\beta)\|_2 \leq \frac{(d + t)^{1/4}(d + \log n + t)^{1/2}}{n^{3/4}} + \frac{(d + \log n)^{1/2} \log n}{n} + \frac{(d + \log n)^{1/2} t}{n}.
\]

Recalling that $\nabla Q_n(\hat{\beta}) = 0$, this completes the proof. \hfill \Box

### 4.4 Proof of Theorem 3

Let $\lambda \in \mathbb{R}^d$ be an arbitrary vector defining a linear contrast. Define the normalized partial sum $S_n = n^{-1/2} \sum_{i=1}^n \gamma_i \zeta_i$ of independent zero-mean random variables, where $\zeta_i = I(\varepsilon_i \leq 0) - \tau$ and $\gamma_i = -(S^{-1} \lambda, x_i)$. Moreover, write $\delta_n = (d + \log n)^{1/4}(d + \log n)^{1/2}n^{-1/4} + (d + \log n)^{1/2}d \log(n) n^{-1/2}$. Applying Theorem 2 with $t = \log n$ yields that, under the scaling $n \geq d + \log n$,
\[
|n^{1/2}\langle \lambda, \hat{\beta} - \beta^* \rangle - S_n| \\
= n^{1/2}\left| \left\langle S^{-1/2} \lambda, S^{1/2} (\hat{\beta} - \beta^*) \right\rangle + S^{-1/2} \frac{1}{n} \sum_{i=1}^n I(\varepsilon_i \leq 0) - \tau \right| x_i \right| \leq c_1 \|S^{-1/2} \lambda\|_2 \delta_n \tag{40}
\]
with probability at least $1 - 4n^{-1}$ for some constant $c_1 > 0$.

For the partial sum $S_n$, note that $\text{var}(S_n) = \sigma_n^2 = \tau(1 - \tau)\|S^\top\lambda\|_2^2$. Then it follows from the Berry-Esseen inequality (see, e.g., Tyurin (2011)) that

$$
\sup_{x \in \mathbb{R}} |\mathbb{P}[S_n \leq \text{var}(S_n)^{1/2}x] - \Phi(x)| \\
\leq \frac{\mathbb{E}\|I(e \leq 0) - \tau)(S^\top\lambda, x)^3}{2n^{1/2}\sigma_n^2} \leq \frac{1 - 2(\tau - \tau^2)}{2(\tau - \tau^2)^{1/2}} n^{1/2} = c_2n^{-1/2}.
$$

(41)

Moreover, for any $a \leq b$, $\Phi(b/\sigma_r) - \Phi(a/\sigma_r) \leq (2\pi)^{-1/2}(b - a)/\sigma_r$. Combining this with (40) and (41), for any $x \in \mathbb{R}$, we obtain

$$
\mathbb{P}(n^{1/2}\langle \lambda, \hat{\beta} - \beta^* \rangle \leq x) \\
\leq \mathbb{P}(S_n \leq x + c_1\|S^{-1/2}\lambda\|_2 \delta_n) + 4n^{-1} \\
\leq \mathbb{P}(\text{var}(S_n)^{1/2}G \leq x + c_1\|S^{-1/2}\lambda\|_2 \delta_n) + c_2n^{-1/2} + 4n^{-1} \\
\leq \mathbb{P}(\sigma_r G \leq x) + c_1(2\pi(1 - \tau))^{-1/2} \delta_n + c_2n^{-1/2} + 4n^{-1},
$$

where $G \sim N(0, 1)$. A similar argument leads to the reverse inequality. Putting together the pieces established the Berry-Esseen bound (6). 

\[\square\]

### 4.5 Proof of Theorem 4

Without loss of generality, we assume $t > 0$ is such that $2e^{-t} \leq 1$ throughout the proof. By the convexity of $\beta \mapsto Q_n^\dagger(\beta)$, $\hat{\beta}$ satisfies the first-order condition that $\hat{e}_n^\dagger = 0$ for some $\hat{e}_n^\dagger \in \partial Q_n^\dagger(\hat{\beta})$.

Again, we follow the same localized analysis as in the proof of Theorem 1. For some $0 < r \leq \tilde{f}(6L_0\nu^2)$ to be determined, if $\hat{\beta} \not\in \beta^* + \mathbb{B}_2(r)$, there exists $\eta \in (0, 1)$ such that $\hat{\beta} := \beta^* + \eta(\hat{\beta} - \beta^*) \in \beta^* + \partial \mathbb{B}_2(r)$; otherwise if $\hat{\beta} \in \beta^* + \mathbb{B}_2(r)$, we take $\eta = 1$ so that $\hat{\beta} = \beta^*$.

Similar to (27) and (28), we have that for any $\hat{e}_n^\dagger \in \partial Q_n^\dagger(\beta^*)$ and $\hat{e}_n^\dagger \in \partial Q_n^\dagger(\beta)$,

$$
\langle \hat{e}_n^\dagger - \hat{e}_n^\dagger, \hat{\beta} - \beta^* \rangle \leq \|\Sigma^{-1/2}\hat{e}_n^\dagger\|_2 \|\hat{\beta} - \beta^*\|_\Sigma.
$$

For the right-hand side, Proposition 3 implies that there exists some event $\mathcal{G}_1(t)$ with $\mathbb{P}(\mathcal{G}_1(t)) \geq 1 - e^{-2t}$ such that, conditioned on $\mathcal{G}_1(t)$,

$$
\|\Sigma^{-1/2}\hat{e}_n^\dagger\|_2 \leq 2\sqrt{\frac{d + t}{n} + \|\Sigma^{-1/2}\hat{\beta}^\dagger\|_2^2}
$$

with $\mathbb{P}^\dagger$-probability at least $1 - e^{-2t}$ as long as $n \geq d + t$. On the other hand, since $\|\hat{\beta} - \beta^*\|_\Sigma \leq r$, by Proposition 4, there exists some event $\mathcal{G}_2(t) = \mathcal{G}_2(t; \mathcal{D}_n)$ with $\mathbb{P}(\mathcal{G}_2(t)) \geq 1 - e^{-t}$ such that, conditioned on $\mathcal{G}_2(t)$,

$$
\langle \hat{e}_n^\dagger - \hat{e}_n^\dagger, \tilde{\beta} - \beta^* \rangle \geq \frac{8\tilde{f}\|\hat{\beta}^\dagger\|_\Sigma^2 - 8\nu_0^2\|\hat{\delta}\|_\Sigma^2}{\nu_0^2} \sqrt{\frac{2(d + t)}{n}}
$$

with $\mathbb{P}^\dagger$-probability at least $1 - e^{-t/2}$ as long as $n \geq \log(d) + t$, where $\tilde{\delta} = \tilde{\beta} - \beta^*$. Together, the last three displays imply

$$
\|\hat{\delta}\|_\Sigma \leq 8\tilde{f}^{-1}(2^{1/2} + 8\nu_0^2) \sqrt{\frac{2(d + t)}{n} + 8\tilde{f}^{-1}\|\Sigma^{-1/2}\hat{\beta}^\dagger\|_2^2}
$$

(42)
with \( \mathbb{P}^*\)-probability at least \( 1 - e^{-t} \) conditioned on \( \mathcal{G}_1(t) \cap \mathcal{G}_2(t) \).

For \( \| \Sigma^{-1/2} \mathbb{E}^* \xi_{\beta}^h \|_2 \), it follows from (21) and Proposition 1 that

\[
\| \Sigma^{-1/2} \mathbb{E}^* \xi_{\beta}^h \|_2 < 3v_0 \sqrt{\frac{2(d + t)}{n}} \tag{43}
\]

with probability at least \( 1 - e^{-2t} \). Let \( \mathcal{G}_3(t) \) be the event that (43) holds so that \( \mathbb{P}[\mathcal{G}_3(t)] \geq 1 - e^{-2t} \).

Combining (42) and (43), we conclude that conditioned on \( \mathcal{G}_1(t) \cap \mathcal{G}_2(t) \cap \mathcal{G}_3(t) \), \( \| \delta \|_\Sigma < r := C_4 \ell^{-1} \sqrt{(d + t)/n} \) with \( \mathbb{P}^*\)-probability at least \( 1 - e^{-t} \) as long as \( n \geq C_5 L^2_0 \ell^{-1}(d + t) \), and \( \mathbb{P}[\mathcal{G}_1(t) \cap \mathcal{G}_2(t) \cap \mathcal{G}_3(t)] \geq 1 - 2e^{-t} \), where the constants \( C_4, C_5 > 0 \) depend only on \( v_0 \). This enforces \( \beta = \tilde{\beta}^* \). Finally, taking \( \mathcal{E}(t) = \mathcal{G}_1(t) \cap \mathcal{G}_2(t) \cap \mathcal{G}_3(t) \) establishes the claim. \( \Box \)

### 4.6 Proof of Theorem 5

Following the proof of Theorem 2, we treat \( \nabla Q^h_0(\beta) := (1/n) \sum_{i=1}^n x_i[I(y_i < \langle x_i, \beta \rangle - \tau] \) as the gradient of \( Q^h_0(\beta) \). Under this notation, define the vector-valued random process

\[
\Delta^h(\beta) = S^{-1/2}[\nabla Q^h_0(\beta) - \nabla Q^h_0(\beta^*)] - S^{1/2}(\beta - \beta^*) \text{ for } \beta \in \mathbb{R}^d.
\]

Recalling \( \mathcal{E}(w_i) = 1 \), we have \( \mathbb{E}^* \nabla Q^h_0(\beta) = \nabla Q_0(\beta) = (1/n) \sum_{i=1}^n x_i[I(y_i < \langle x_i, \beta \rangle - \tau] \). Define \( R^h_n(\beta) = \nabla Q^h_n(\beta) - \nabla Q^h_0(\beta) \), so that

\[
\Delta^h(\beta) = S^{-1/2}[R^h_n(\beta) - R^h_0(\beta^*) + \nabla Q_0(\beta) - \nabla Q^h_0(\beta^*) - S(\beta - \beta^*)]
\]

and \( \mathbb{E}^* \Delta^h(\beta) = \Delta(\beta) \) with \( \Delta(\beta) \) defined in (30). By the triangle inequality, for any \( r > 0 \) we have

\[
\sup_{\beta \in \Theta_2(r)} \| \Delta^h(\beta) \|_2 \leq \sup_{\beta \in \Theta_2(r)} \| \Delta^h(\beta) - \mathbb{E}^* \Delta^h(\beta) \|_2 + \sup_{\beta \in \Theta_2(r)} \| \Delta(\beta) \|_2, \tag{44}
\]

where \( \Theta_2(r) = \{ \beta \in \mathbb{R}^d : \| \beta - \beta^* \|_\Sigma \leq r \} \).

The last term \( \sup_{\beta \in \Theta_2(r)} \| \Delta(\beta) \|_2 \) in (44), which only depends on the data \( \mathcal{D}_n = \{(y_i, x_i)\}_{i=1}^n \), has been dealt with in the proof of Theorem 2. Hence, it remains to bound the random fluctuation \( \Delta^h(\beta) - \mathbb{E}^* \Delta^h(\beta) = S^{-1/2}[R^h_n(\beta) - R^h_0(\beta^*)] \) over \( \beta \in \Theta_2(r) \), given \( \mathcal{D}_n \). As before, we use a change of variable \( \nu = S^{-1/2}(\beta - \beta^*) \) and obtain

\[
\sup_{\beta \in \Theta_2(r)} \| \Delta^h(\beta) - \mathbb{E}^* \Delta^h(\beta) \|_2 = \sup_{\beta \in \Theta_2(r)} \| S^{-1/2}[R^h_n(\beta) - R^h_0(\beta^*)] \|_2
\]

\[
\leq \ell^{-1/2} \sup_{\beta \in \Theta_2(r), u \in \mathbb{B}^2(1)} \langle R^h_n(\beta) - R^h_0(\beta^*) , \Sigma^{-1/2} u \rangle
\]

\[
= \ell^{-1/2} r^{-1} \sup_{u, v \in \mathbb{B}^2(r)} \langle \sum_{i=1}^{n} e_i(z_i, u) - (\xi_0, v), v \rangle, \tag{45}
\]

where \( \Delta^h_0(u, v) = n^{-1/2} \sum_{i=1}^n e_i(z_i, u) - (\xi_0, v) \). Let \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) be the function classes defined in (34), and let \( \mathcal{F} = \mathcal{F}_1 \cap \mathcal{F}_2 \) be the pointwise product between \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \). If \( f_0 : z \mapsto I(z \leq 0) \). With this notation, we have \( \sup_{u, v \in \mathbb{B}^2(r)} \Delta^h_0(u, v) = \sup_{f \in \mathcal{F}} n^{-1/2} \sum_{i=1}^n e_i(f(\bar{z}_i)) \). Then \( \mathcal{R}^* \) denotes the conditional expectation given \( \mathcal{D}_n \). By Theorem 13 in Boucheron et al. (2005) and the bound \( \sup_{1 \leq i \leq n} f(\bar{z}_i) \leq \max_{1 \leq i \leq n} \| z_i \|_2 \), we obtain that, with \( Z := \mathbb{E}^*[\sup_{f \in \mathcal{F}} (1/n) \sum_{i=1}^n e_i(f(\bar{z}_i))] \) denoting the conditional Rademacher average,

\[
\{ \mathbb{E}(Z - \mathbb{E}Z) \}^{1/2k} \leq 2 \sqrt{\mathbb{E}Z \cdot kkr \frac{M_{n,k}}{n} + 2kkr \frac{M_{n,k}}{n}} \leq \mathbb{E}Z + 3kkr \frac{M_{n,k}}{n}, \text{ valid for any } k \geq 1,
\]

where \( \mathbb{E}Z = \mathbb{E}^* \mathbb{E}Z \) and \( \mathbb{E}Z = \mathbb{E} \mathbb{E}Z \). Therefore, for any \( n \geq C_5 L^2_0 \ell^{-1}(d + t) \), we have

\[
\mathbb{P}^*[\mathcal{G}_1(t) \cap \mathcal{G}_2(t) \cap \mathcal{G}_3(t)] \geq 1 - 2e^{-t},
\]

and hence

\[
\mathbb{P}(\mathcal{E}(t)) = \mathbb{P}(\mathcal{G}_1(t) \cap \mathcal{G}_2(t) \cap \mathcal{G}_3(t)) \geq 1 - 3e^{-t},
\]

which concludes the proof of Theorem 5.
where \( \kappa = \sqrt{e} / (2 \sqrt{e} - 2) < 1.271 \) and \( M_{n,k} := (\mathbb{E} \max_{1 \leq i \leq n} \|z_i\|_2^{2k})^{1/2k} \). By (45), Markov’s inequality and the bound \( Z \leq (Z - \mathbb{E}Z)_+ + \mathbb{E}Z \), we obtain that
\[
\sup_{\beta \in \Theta_c(r)} \|\Lambda^\beta(\beta) - \mathbb{E}^* \Lambda^\beta(\beta)\|_2 = O_p(r^{-1}Z) \quad \text{and} \quad Z = O_p(\mathbb{E}Z + r M_{n,1}/n).
\]
(46)

For \( \mathbb{E}Z \), by a similar argument to (38) and (39), we get
\[
\mathbb{E}Z \leq r^{3/2} \sqrt{\log(C_2 d/r) \frac{d}{n}} + r(d + \log n)^{1/2} \log(C_2 d/r) \frac{d}{n}.
\]
(47)

With the above preparations, we are ready to prove the claim. Together, Theorems 1–4 imply that under the scaling \( n \geq d + \log n \), there exists some event \( \mathcal{E}_n \), satisfying \( \mathbb{P}(\mathcal{E}_n) \geq 1 - 4n^{-1} \), on which \( \|\bar{\beta} - \beta^*\|_\Sigma \leq r_n = C_3 \sqrt{(d + \log n)/n} \) and
\[
\chi_{1n} := \left\| S^{1/2} (\bar{\beta} - \beta^*) + S^{-1/2} \frac{1}{n} \sum_{i=1}^n x_i[I(e_i \leq 0) - \tau] \right\|_2 
\leq \sup_{\beta \in \Theta_2(r_n)} \|\Lambda(\beta)\|_2 \leq \frac{(d + \log n)^{1/4}(d \log n)^{1/2}}{n^{3/4}} + \frac{(d + \log n)^{1/2} d \log n}{n}.
\]
Moreover, with \( \mathbb{P}^* \)-probability at least \( 1 - n^{-1} \) conditioned on \( \mathcal{E}_n \), \( \|\bar{\beta} - \beta^*\|_\Sigma \leq r_n \) so that
\[
\left\| S^{1/2} (\bar{\beta} - \beta^*) + S^{-1/2} \frac{1}{n} \sum_{i=1}^n w_i x_i[I(e_i \leq 0) - \tau] \right\|_2 \leq \sup_{\beta \in \Theta_2(r_n)} \|\Lambda^\beta(\beta)\|_2.
\]
By (44), (46), (47) and (39), \( \chi_{2n} := \chi_{2n}(\mathcal{D}_n) := \mathbb{E}^* (\sup_{\beta \in \Theta_2(r_n)} \|\Lambda^\beta(\beta)\|_2) \) satisfies \( \chi_{2n} = O_p(\Delta_{n,d}) \).
Let \( \mathbf{r}_n = S^{1/2} (\bar{\beta} - \bar{\beta}) - S^{-1/2} \frac{1}{n} \sum_{i=1}^n e_i x_i[I(e_i \leq 0)] \). Then, with \( \mathbb{P}^* \)-probability at least \( 1 - n^{-1} \) conditioned on \( \mathcal{E}_n \), \( \|\mathbf{r}_n\|_2 \leq \chi_{1n} + \sup_{\beta \in \Theta_2(r_n)} \|\Lambda^\beta(\beta)\|_2 \) with \( \sup_{\beta \in \Theta_2(r_n)} \|\Lambda^\beta(\beta)\|_2 = O_p(\chi_{2n}) \) and \( \chi_{1n} + \chi_{2n} = O_p(\Lambda_{n,d}) \). This establishes the claim (14).
\[ \square \]

4.7 Proof of Theorem 6

Let \( \lambda \in \mathbb{R}^d \) be an arbitrary vector defining a linear contrast of interest. Write \( \gamma_i = \langle S^{-1}\lambda, x_i \rangle \) and \( \zeta_i = I(e_i \leq 0) - \tau \) for \( i = 1, \ldots, n \), and define
\[
S_n = \frac{1}{\sqrt{n}} \sum_{i=1}^n \gamma_i \zeta_i \quad \text{and} \quad S_n^\beta = \frac{1}{\sqrt{n}} \sum_{i=1}^n e_i \gamma_i \zeta_i.
\]
To begin with, it follows from Theorem 2 that under the scaling \( n \geq d + \log n \), there exists a sequence of events \( \{\mathcal{E}_n\} \) with \( \mathbb{P}(\mathcal{E}_n) \geq 1 - 4n^{-1} \) such that, \( |n^{1/2}(\bar{\lambda}, \bar{\beta} - \beta^*)| = s_n \leq c_1 \|S^{-1/2}\lambda\|_2 \delta_{n,d} \) on \( \mathcal{E}_n \), where \( \delta_{n,d} := (d + \log n)^{1/4}(d \log n)^{1/2} + (d + \log n)^{1/2} \log(n) n^{-1/2} \). By Theorems 4 and 5, we further have \( |n^{1/2}(\bar{\lambda}, \bar{\beta} - \beta^*) - S_n^\beta| \leq |S^{-1/2}\lambda| \|n^{1/2}\mathbf{r}_n^\beta\|_2 \) with \( \mathbb{P}^* \)-probability at least \( 1 - n^{-1} \) conditioned on \( \mathcal{E}_n \). For the remainder \( \mathbf{r}_n^\beta = r_n^\beta(\{e_i, y_i, x_i\})_{i=1}^n \), using Markov’s inequality with the bounds (46) and (47), there exits some event \( \mathcal{G}_n \) with \( \mathbb{P}(\mathcal{G}_n^c) \leq (\delta_{n,d}/\delta_2)^2 \) such that, conditioned on \( \mathcal{E}_n \cap \mathcal{G}_n \),
\[
\mathbb{P}(|n^{1/2}\mathbf{r}_n^\beta|_2 \geq \delta_1) \leq \delta_1^{-1}(\delta_{n,d} + \delta_2),
\]
valid for any $\delta_1, \delta_2 > 0$. Taking $\delta_1 = \delta_{n,d}^{2/5}$ and $\delta_2 = \delta_{n,d}^{4/5}$ yields that $\Pr(G_n^c) \leq c_2 \delta_{n,d}^{2/5}$ and
\[ \Pr(\|r_n^{1/2} \|^2 \geq \delta_{n,d}^{2/5}) \leq c_3 \delta_{n,d}^{2/5}, \] conditioned on $E_n \cap G_n$.

Next we establish the closeness in distribution between $S_n$ and $S_n^b$. Note that $\gamma_i \zeta_i$ are independent random variables with mean zero and $\text{var}(\gamma_i \zeta_i) = \tau(1 - \tau)\|S^{-1}\|_{\Sigma}^2$. Thus, $\text{var}(S_n) = \tau(1 - \tau)\|S^{-1}\|_{\Sigma}^2 \geq (1 - \tau)^2 \|S^{-1}\|_{\Sigma}^2$. Moreover, under Condition 1,
\[ \mathbb{E}(\|\gamma_i \zeta_i\|^3) \leq (1 - \tau)\mathbb{E}(\|S^{-1}\|_{\Sigma}^2)^{3/2}. \]

Let $\Phi(\cdot)$ be the standard normal distribution function. By the Berry-Esseen inequality (see, e.g., Tyurin (2011)),
\[ \sup_{x \in \mathbb{R}} \Pr(S_n \leq \text{var}(S_n)^{1/2} x) - \Phi(x) \leq \frac{m_3}{2 \sqrt{\tau(1 - \tau)n}}. \] (48)

For $S_n^b$, using a conditional version of the Berry-Esseen inequality for sums of independent random variables (Tyurin, 2011), we have
\[ \sup_{x \in \mathbb{R}} \Pr(S_n^b \leq \text{var}(S_n^b)^{1/2} x) - \Phi(x) \leq \frac{(1/n) \sum_{i=1}^n \|\gamma_i \zeta_i\|^3}{2 \sqrt{n} \text{var}(S_n^b)^{3/2}}, \] (49)

where $\text{var}(S_n^b) = (1/n) \sum_{i=1}^n (\gamma_i \zeta_i)^2$. Recall that $z_i = \Sigma^{-1/2} x_i$, and let $u = \Sigma^{1/2} S^{-1} \|S^{-1}\|_{\Sigma} \in \mathbb{R}^{d-1}$ be a unit vector. For the two data-dependent quantities $\text{var}(S_n^b)$ and $(1/n) \sum_{i=1}^n |\gamma_i \zeta_i|^2$, we have
\[ |\text{var}(S_n^b)/\text{var}(S_n) - 1| = \frac{1}{\tau(1 - \tau)} \left( \frac{1}{n} \sum_{i=1}^n |\gamma_i \zeta_i|^2 - \tau(1 - \tau)^2 \right) \] (50)

and
\[ \frac{1}{n} \sum_{i=1}^n |\gamma_i \zeta_i|^3 \leq \max_{1 \leq i \leq n} |\gamma_i \zeta_i| \cdot \frac{1}{n} \sum_{i=1}^n |\zeta_i|^2 (\Sigma^{-1} \|S^{-1}\|_{\Sigma} \|S^{-1}\|_{\Sigma} \|S^{-1}\|_{\Sigma} \|S^{-1}\|_{\Sigma}) \leq \max_{1 \leq i \leq n} |\gamma_i \zeta_i| \cdot |\zeta_i|^2 \cdot \frac{1}{n} \sum_{i=1}^n |\zeta_i|^4 (u, z_i)^2. \] (51)

For independent zero-mean sub-Gaussian random variables $\gamma_i \zeta_i$, it can be shown that with probability at least $1 - e^{-x}$, $\max_{1 \leq i \leq n} |\gamma_i \zeta_i| \leq \|S^{-1}\|_{\Sigma} \sqrt{\log(n) + x}$. Furthermore, following the proof of Proposition 3, it can be similarly shown that
\[ \left| \frac{1}{n} \sum_{i=1}^n \zeta_i^2 (u, z_i)^2 - \tau(1 - \tau)^2 \right| \leq 2\tau^2 \sqrt{\frac{2x}{3n} + 2\tau^2 \frac{x^2}{n}} \] with probability at least $1 - 2e^{-x}$. Putting together the pieces, it follows from (50) that there exists an event $E'_n$, satisfying $\Pr(E'_n) \geq 1 - n^{-1}$, on which $\max_{1 \leq i \leq n} |\gamma_i \zeta_i| \leq \|S^{-1}\|_{\Sigma} (\log(n))^{1/2}$,
\[ \frac{1}{n} \sum_{i=1}^n |\gamma_i \zeta_i|^3 \leq \|S^{-1}\|_{\Sigma} (\log(n))^{1/2} \quad \text{and} \quad |\text{var}(S_n^b)/\text{var}(S_n) - 1| \leq \sqrt{\frac{\log n}{n}} \] (52)
as long as $n \geq \log n$.

For the normal distribution function, we have the following property derived from Pinsker’s inequality (see Lemma A.7 in the supplement of Spokoiny and Zhilova (2015)):
\[ \sup_{x \in \mathbb{R}} |\Phi(x/\text{var}(S_n)^{1/2}) - \Phi(x/\text{var}(S_n^b)^{1/2})| \leq \frac{1}{2} |\text{var}(S_n^b)/\text{var}(S_n) - 1| \] (53)
as long as \(|\text{var}^* (S_n^b)/\text{var}(S_n) - 1| \leq 1/2\). Moreover, for any \(a \leq b\),
\[
\Phi(b/\text{var}(S_n)^{1/2}) - \Phi(a/\text{var}(S_n)^{1/2}) \leq \frac{b-a}{\sqrt{2\pi\text{var}(S_n)^{1/2}}} \leq \frac{f_{1/2}(b-a)}{\sqrt{2\pi\tau(1-\tau)}}.
\] (54)

Combining the ingredients, we derive that for any \(x \in \mathbb{R}\),
\[
\mathbb{P}(n^{1/2}(\lambda, \tilde{\beta} - \beta^*) \leq x) \leq \mathbb{P}(S_n \leq x + c_1\|S^{-1/2}\|_2 \delta_{n,d}) + 4n^{-1}
\]
\[
\leq \mathbb{P}[\text{var}(S_n)^{1/2}G \leq x + c_1\|S^{-1/2}\|_2 \delta_{n,d}] + \frac{m_3}{2 \sqrt{\tau(1-\tau)n}} + 4n^{-1}
\]
\[
\leq \mathbb{P}[\text{var}(S_n)^{1/2}G \leq x - \|S^{-1/2}\|_2 \delta_{n,d}^2/5] + \frac{m_3}{2 \sqrt{\tau(1-\tau)n}} + 4n^{-1}
\]
\[
\leq \mathbb{P}^*[\text{var}^* (S_n^b)^{1/2}G \leq x - \|S^{-1/2}\|_2 \delta_{n,d}^2/5]
\]
\[
+ 1/2 \frac{\text{var}^* (S_n^b)}{\text{var}(S_n)} - 1 \bigg| + \frac{f_{1/2}}{x} \frac{c_1 \delta_{n,d} + \delta_{n,d}^{2/5}}{\sqrt{2\pi\tau(1-\tau)n}} + \frac{m_3}{2 \sqrt{\tau(1-\tau)n}} + 4n^{-1}
\]
\[
\leq \mathbb{P}^* (S_n^b \leq x - \|S^{-1/2}\|_2 \delta_{n,d}^2/5) + \frac{1}{2} \frac{\text{var}(S_n)^{1/2}G}{\text{var}(S_n)^{1/2}} - 1 \bigg| + \frac{f_{1/2}}{x} \frac{c_1 \delta_{n,d} + \delta_{n,d}^{2/5}}{\sqrt{2\pi\tau(1-\tau)n}} + \frac{m_3}{2 \sqrt{\tau(1-\tau)n}} + 4n^{-1},
\]
where steps (i) and (iv) follow respectively from the Berry-Esseen inequalities (48) and (49), step (ii) uses the anti-concentration inequality (54), and step (iii) is due to the Gaussian comparison inequality (53). Conditioned on \(E_n \cap \mathcal{G}_n\),
\[
\mathbb{P}^* (S_n^b \leq x - \|S^{-1/2}\|_2 \delta_{n,d}^2/5)
\]
\[
\leq \mathbb{P}^* (S_n^b \leq x - \|S^{-1/2}\|_2 \|n^{1/2}b_n\|_2) + \mathbb{P}^* (\|n^{1/2}b_n\|_2 \geq \delta_{n,d}^{2/5})
\]
\[
\leq \mathbb{P}^* (n^{1/2}(\lambda, \tilde{\beta} - \beta) \leq x) + n^{-1} + c_3 \delta_{n,d}^{2/5}.
\]

Moreover, on the event \(E_n^*\), the bounds in (52) imply
\[
\frac{1}{2} \frac{\text{var}(S_n)^{1/2}G}{\text{var}(S_n)^{1/2}} - 1 \bigg| \leq \sqrt{\frac{\log n}{n}}
\]
as long as \(n \geq \log n\). A similar argument leads to a series of reverse inequalities.

Putting together the pieces, we conclude that conditioned on the event \(E_n^* \cap E_n^* \cap \mathcal{G}_n\),
\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}(n^{1/2}(\lambda, \tilde{\beta} - \beta^*) \leq x) - \mathbb{P}^* (n^{1/2}(\lambda, \tilde{\beta} - \beta) \leq x) \right| \leq \delta_{n,d}^{2/5}.
\]
Under the scaling \(d^3(\log n)^2 = o(n), \delta_{n,d} = o(1)\) as \(n \to \infty\). Combined with the above bound, this establishes the claim (15).

\[\square\]
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# A Proofs of Propositions 1–4

## A.1 Proof of Proposition 1

By (21), every $\xi_{\beta^*} \in \partial Q_n(\beta^*)$ satisfies $\xi_{\beta^*} = \xi^* := (1/n) \sum_{i=1}^n x_i I(\varepsilon_i \leq 0) - \tau$ with probability one. Hence, it suffices to bound $\|\Sigma^{-1/2} \xi^*\|_2 = \sup_{\|u\|_2 = 1} \langle u, \Sigma^{-1/2} \xi^* \rangle$. Via a standard covering argument, for any $\varepsilon \in (0, 1)$, there exists an $\varepsilon$-net $\mathcal{N}_\varepsilon$ of the unit sphere $\mathbb{S}^{d-1}$ with $|\mathcal{N}_\varepsilon| \leq (1 + 2/\varepsilon)^d$ such
that $\|\Sigma^{-1/2} \xi^*\|_2 \leq (1 - \epsilon)^{-1} \max_{u \in \mathcal{N}_c} \langle u, \Sigma^{-1/2} \xi^* \rangle$. Along each direction $u$, define one-dimensional marginals

$$
\gamma_{u,i} = \langle u, \Sigma^{-1/2} x_i \rangle |I(e_i \leq 0) - \tau|, \quad i = 1, \ldots, n,
$$

which satisfy $\mathbb{E}(\gamma_{u,i}) = 0$ and $\text{var}(\gamma_{u,i}) = \tau(1 - \tau) / 14$. By Condition 1, $\mathbb{P}(|\langle u, \Sigma^{-1/2} x_i \rangle| \geq \nu_0 t) \leq 2e^{-t^2/2}$ for all $t \geq 0$. Hence, for $k = 1, 2, \ldots$,

$$
\mathbb{E} \gamma_{u,i}^{2k} \leq \mathbb{E}(|I(e_i \leq 0) - \tau|^2 \langle u, \Sigma^{-1/2} x_i \rangle)^{2k}
\leq \frac{1}{2} \nu_0^2 \frac{2k}{k!} \int_0^\infty \mathbb{P}(\langle u, \Sigma^{-1/2} x_i \rangle \geq \nu_0 t) e^{2k-1} dt \leq \nu_0^2 \frac{2k}{k!} (a_1 \nu_0)^{2k}
$$

for some absolute constant $a_1 > 1$. Following the proof of Theorem 2.6 in Wainwright (2019), it can be shown that $\mathbb{E}e^{\gamma_{u,i}} \leq e^{(a_1 a_2 \nu_0)^{1/2}}$ for all $\lambda \in \mathbb{R}$, where $a_2 > 1$ is also an absolute constant.

By the Hoeffding bound for sums of sub-Gaussian random variables (see, e.g., Proposition 2.5 in Wainwright (2019)), for any $\gamma \geq 0$ we have

$$
\frac{1}{n} \sum_{i=1}^n \gamma_{u,i} \leq a_1 a_2 \nu_0 \sqrt{\frac{2\gamma}{n}}
$$

with probability at least $1 - e^{-\gamma}$. Taking the union bound over all vectors $u \in \mathcal{N}_c$ yields

$$
\|\Sigma^{-1/2} \xi^*\|_2 \leq \frac{a_1 a_2 \nu_0}{1 - \epsilon} \sqrt{\frac{2\gamma}{n}}
$$

with probability greater than $1 - e^{\log(1 + 2/\epsilon)d + e^{-\gamma}}$. Through a careful analysis, we select $a_1 = 1.09$, $a_2 = 1.3$ and $\epsilon = 0.314$ so that all the requirements are satisfied. Finally, taking $\gamma = 2d + x$ completes the proof. \hfill \square

**A.2 Proof of Proposition 2**

By (20), every $\xi_\beta = (\xi_{\beta,1}, \ldots, \xi_{\beta,d})^\top \in \partial Q_\alpha(\beta)$ can be written as

$$
\xi_{\beta,j} = -\frac{\tau}{n} \sum_{i=1}^n x_{ij} + \frac{1}{n} \sum_{i=1}^n x_{ij} I(y_i \leq \langle x_i, \beta \rangle) - \frac{1}{n} \sum_{i=1}^n x_{ij} |v_i + (1 - \tau)| I(y_i = \langle x_i, \beta \rangle),
$$

where $v_i \in [\tau - 1, \tau]$. With $\delta = \beta - \beta^*$, it follows that

$$
\langle \xi_\beta - \xi_{\beta^*}, \beta - \beta^* \rangle \geq \frac{1}{n} \sum_{i=1}^n \langle x_i, \delta \rangle [I(e_i \leq \langle x_i, \delta \rangle) - I(e_i \leq 0)]
\begin{equation}
:= U_{ij}(\delta)
\end{equation}
- \frac{1}{n} \sum_{i=1}^n \langle x_i, \delta \rangle [I(e_i = \langle x_i, \delta \rangle) + I(e_i = 0)].
\text{ (55)}
$$

Since the conditional distribution of $x$ given $x$ is continuous, with probability one, there is no vector $\delta \in \mathbb{R}^d$ and $1 \leq i \leq n$ such that $e_i = \langle x_i, \delta \rangle$. See Lemma A.1 of Ruppert and Carroll (1980). In other words, with probability one,

$$
\frac{1}{n} \sum_{i=1}^n \langle x_i, \delta \rangle [I(e_i = \langle x_i, \delta \rangle) + I(e_i = 0)] = 0 \text{ for all } \delta \in \mathbb{R}^d.
\text{ (56)}
$$

29
Turning to the first term on the right-hand side of (55), the main difficulty comes from the discontinuity of $U_n(\delta)$ as a function of $\delta$. To construct a smooth version of $U_n$, we introduce four Lipschitz continuous functions as follows. For any $a, b > 0$ and $u \in \mathbb{R}$, define

$$\varphi^+_a(u) = \begin{cases} 1 & \text{if } u > 2a \\ -1 + \frac{u}{a} & \text{if } a < u \leq 2a \\ 0 & \text{otherwise} \end{cases}, \quad \varphi^-_a(u) = \begin{cases} 1 & \text{if } u < -2a \\ -1 - \frac{u}{a} & \text{if } -2a \leq u < -a \\ 0 & \text{otherwise} \end{cases},$$

and

$$\psi^+_b(u) = \begin{cases} 1 & \text{if } u \leq b/2 \\ 2 - \frac{2u}{b} & \text{if } \frac{b}{2} < u \leq b \\ 0 & \text{otherwise} \end{cases}, \quad \psi^-_b(u) = \begin{cases} 1 & \text{if } u \geq -b/2 \\ 2 + \frac{2u}{b} & \text{if } -b \leq u < -\frac{b}{2} \\ 0 & \text{otherwise} \end{cases}.$$ 

Respectively, $\varphi^+_a$ and $\psi^+_b$ are $(1/a)$- and $(2/b)$-Lipschitz continuous; see Figure 2. Also, they satisfy the following properties: for $a, b > 0$ and $u \in \mathbb{R}$,

$$I(u \geq 2a) \leq \varphi^+_a(u) \leq I(u \geq a), \quad I(u \leq -2a) \leq \varphi^-_a(u) \leq I(u \leq -a),$$

$$I(u \leq b/2) \leq \psi^+_b(u) \leq I(u \leq b), \quad I(u \geq -b/2) \leq \psi^-_b(u) \leq I(u \geq -b),$$

$$a\varphi^+_a(u) \leq \frac{1}{2} \max\{u, 0\}, \quad a\varphi^-_a(u) \leq \frac{1}{2} \max\{-u, 0\}.$$ 

Furthermore, for each $\epsilon_i$, we define its positive and negative components as $\epsilon_{i,+} = \max\{\epsilon_i, 0\}$

![Plots of \(\varphi^-_a(u)\) and \(\psi^-_b(u)\).](image1)

![Plots of \(\varphi^+_a(u)\) and \(\psi^+_b(u)\).](image2)

Figure 2: The Lipschitz continuous functions $\varphi^+_a(u)$ and $\psi^+_b(u)$ with $a = 1$ and $b = 2$. 
and \( \varepsilon_{i,-} = \max\{-\varepsilon_i, 0\} \). For any \( r > 0 \), taking \( a = \varepsilon_{i,+} \) and \( b = 2r\|\delta\|_\Sigma \) yields

\[
U_n(\delta) = \frac{1}{n} \sum_{i=1}^{n} \{ \langle x_i, \delta \rangle I(0 < \varepsilon_i \leq \langle x_i, \delta \rangle) + \langle -x_i, \delta \rangle I(\langle x_i, \delta \rangle < \varepsilon_i \leq 0) \}
\]

\[
\geq \frac{1}{n} \sum_{i=1}^{n} \{ \varepsilon_{i,+}\varphi_{\varepsilon_{i,+}}^+(\langle x_i, \delta \rangle) + \varepsilon_{i,-}\varphi_{\varepsilon_{i,-}}^-(\langle x_i, \delta \rangle) \}
\]

\[
\geq \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,+}\varphi_{\varepsilon_{i,+}}^+(\langle x_i, \delta \rangle)I(\langle x_i, \delta \rangle \leq 2r\|\delta\|_\Sigma) + \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,-}\varphi_{\varepsilon_{i,-}}^-(\langle x_i, \delta \rangle)I(\langle x_i, \delta \rangle \geq -2r\|\delta\|_\Sigma)
\]

\[
\geq \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,+}\varphi_{\varepsilon_{i,+}}^+(\langle x_i, \delta \rangle)\psi_{2r\|\delta\|_\Sigma}^+(\langle x_i, \delta \rangle) + \frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i,-}\varphi_{\varepsilon_{i,-}}^-(\langle x_i, \delta \rangle)\psi_{2r\|\delta\|_\Sigma}^-(\langle x_i, \delta \rangle) .
\tag{62}
\]

To bound \( V_n(\delta) = V_n^+(\delta) + V_n^-(\delta) \) from below, we follow a two-step procedure: in step one, we derive a lower bound on the expectation \( \mathbb{E}[V_n(\delta)] \), and in step two, we show concentration of \( V_n(\delta) \) around \( \mathbb{E}[V_n(\delta)] \) uniformly over \( \delta \in \mathbb{R}^d \) with high probability.

Step 1. Along each direction \( \delta \in \mathbb{R}^d \setminus \{0\} \), define the one-dimensional marginal \( \eta_\delta = \langle x, \delta \rangle/\|\delta\|_\Sigma \) that satisfies \( \mathbb{E}(\eta_{\delta}^2) = 1 \). Using the lower bounds of \( \varphi_\delta^+ \) and \( \psi_\delta^+ \) given in (59) and (60) we obtain

\[
\mathbb{E}[V_n^+(\delta)] \geq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\varepsilon_{i,+}I(2\varepsilon_{i,+} \leq \langle x_i, \delta \rangle \leq r\|\delta\|_\Sigma)],
\]

\[
\mathbb{E}[V_n^-(\delta)] \geq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\varepsilon_{i,-}I(-r\|\delta\|_\Sigma \leq \langle x_i, \delta \rangle \leq -2\varepsilon_{i,-})].
\]

Together, with Condition 2 and the law of total expectation, we have

\[
\mathbb{E}[V_n(\delta)] \geq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[ \int_0^{\|\delta\|_\Sigma^2/2} tf_{\varepsilon_i|x}(t) \, dt \cdot I(0 \leq \langle x_i, \delta \rangle \leq r\|\delta\|_\Sigma) \right. \\
+ \int_0^{\|\delta\|_\Sigma^2/2} \mathbb{E}\left[ \int_{\|\delta\|_\Sigma^2/2}^{\|\delta\|_\Sigma^2/2} f_{\varepsilon_i|x}(t) \, dt \cdot I(-r\|\delta\|_\Sigma \leq \langle x_i, \delta \rangle \leq 0) \right]\left. \right] \\
\geq \frac{1}{4} \|\delta\|_\Sigma^2 \mathbb{E}[f_{\varepsilon_0|x}(0)\eta_{\delta}^2I(\eta_\delta \leq r)] - \frac{L_0}{24} \|\delta\|_\Sigma^2 \mathbb{E}[\eta_{\delta}^4I(\eta_\delta \leq r)] \\
\geq \left( \frac{f}{4} - \frac{L_0}{24} r\|\delta\|_\Sigma^2 \right) \|\delta\|_\Sigma^2 \mathbb{E}[\eta_{\delta}^2I(\eta_\delta \leq r)].
\tag{63}
\]

Under Condition 1, \( \mathbb{P}(\eta_\delta/v_0 \geq t) \leq 2e^{-t^2/2} \) for all \( t \geq 0 \) and \( \delta \in \mathbb{R}^d \). Therefore,

\[
\mathbb{E}[\eta_{\delta}^2I(\eta_\delta > r)] = \int_0^\infty \int_0^\infty \mathbb{P}(\eta_{\delta}^2 > r) \, dr \, dt = 2v_0^2 \int_0^{2} \mathbb{P}(\eta_\delta/v_0 \geq t) \, dt \, dr + r^2 \mathbb{E}(\eta_\delta/v_0 > r/v_0) \\
\leq 2r^2e^{-(r/v_0)^2/2} + 4v_0^2 \int_{(r/v_0)^2/2}^{\infty} e^{-s} \, ds = (2r^2 + 4v_0^2)e^{-(r/v_0)^2/2}.
\]

Taking \( r = 4v_0^2 \) with \( v_0 \geq 1 \), it follows that \( \mathbb{E}[\eta_{\delta}^2I(\eta_\delta \leq r)] \geq 1 - \sup_{v_0 \geq 1}(32v_0^4 + 4v_0^2)e^{-8v_0^2} \geq 1 - 36e^{-8} \). Substituting this into (63) yields

\[
\mathbb{E}[V_n(\delta)] \geq (2/9 - 8e^{-8})\|\delta\|_\Sigma^2
\tag{64}
\]
for all $\delta \in \mathbb{R}^d$ satisfying $0 \leq ||\delta||_\Sigma \leq l/(6L_0d_0^2)$, where $l$ and $L_0$ are defined in Condition 2.

**Step 2.** We prove the concentration of $V_n(\delta)$ around $\mathbb{E}[V_n(\delta)]$ uniformly over $\delta$ via the peeling technique, which is widely used in empirical process theory (van de Geer, 2000). For some $\delta > 0$ to be specified, define $\Theta(\delta) = \{ \delta \in \mathbb{R}^d : ||\delta||_\Sigma \geq \delta \} = \bigcup_{\ell=1}^{\infty} \Theta_\ell(\delta)$ with

$$\Theta_\ell(\delta) = \{ \delta \in \mathbb{R}^d : 2^{\ell-1}/2 \leq ||\delta||_\Sigma \leq 2^{\ell/2}/2, \ \ell = 1, 2, \ldots \}
$$

For any $R \geq \delta$, define

$$\Delta_n(R) = f(w_1, \ldots, w_n; R) := \sup_{\delta \in ||\delta||_\Sigma \leq R} \{ \mathbb{E}V_n(\delta) - V_n(\delta) \},$$

where $w_i = (x_i, \varepsilon_i) \in \mathbb{R}^d \times \mathbb{R}$. For $\delta \in \mathbb{R}^d$, write

$$\mathcal{E}(\delta; w_i) = e_{i+}e_{i+}^-(\langle x_i, \delta \rangle)\psi_{2||\delta||_\Sigma}^+(\langle x_i, \delta \rangle) + e_{i-}e_{i-}^-(\langle x_i, \delta \rangle)\psi_{2||\delta||_\Sigma}^-(\langle x_i, \delta \rangle).$$

Note that for any $b > 0$ and $u \in \mathbb{R}$, at most one of $e_{i+}e_{i+}^+(u)\psi_{2b}^+(u)$ and $e_{i-}e_{i-}^-(u)\psi_{2b}^-(u)$ can be non-zero. When $\langle x_i, \delta \rangle \geq 0$, by (58) and (61) we have

$$0 \leq \mathcal{E}(\delta; w_i) = e_{i+}e_{i+}^+(\langle x_i, \delta \rangle)\psi_{2||\delta||_\Sigma}^+(\langle x_i, \delta \rangle)$$

$$\leq \frac{\langle x_i, \delta \rangle}{2} \times \begin{cases} 1 & \text{if } \langle x_i, \delta \rangle \leq r||\delta||_\Sigma \\ 2 - \frac{\langle x_i, \delta \rangle}{r||\delta||_\Sigma} & \text{if } r||\delta||_\Sigma < \langle x_i, \delta \rangle \leq 2r||\delta||_\Sigma \\ 0 & \text{otherwise} \end{cases}$$

Following a similar argument, the same upper bound applies to $\mathcal{E}(\delta; w_i)$ when $\langle x_i, \delta \rangle < 0$. Consequently, we have $|\mathcal{E}(\delta; w_i)| \leq Rr/2$, so that for any index $i$ and an independent copy $w_i' = (x_i', \varepsilon_i')$ of $w_i = (x_i, \varepsilon_i)$,

$$|f(w_1, \ldots, w_i, \ldots, w_n; R) - f(w_1, \ldots, w_i', \ldots, w_n; R)| \leq \frac{Rr}{n}$$

Hence, applying McDiarmid’s inequality (McDiarmid, 1989), we obtain that for any $t \geq 0$,

$$\Delta_n(R) \leq \mathbb{E}\Delta_n(R) + R\sqrt{\frac{t}{2n}}$$

with probability at least $1 - e^{-t}$. Next we evaluate $\mathbb{E}\Delta_n(R)$. Again, using (61) it can be shown that for any $a, b > 0$, the functions $u \mapsto a\phi_{2b}(u)\psi_{2b}^+(u)$ are 1-Lipschitz continuous. Thus, for any sample $w_i = (x_i, \varepsilon_i) \in \mathbb{R}^d \times \mathbb{R}$ and parameters $\delta, \delta' \in \mathbb{R}^d$, we have

$$|\mathcal{E}(\delta; w_i) - \mathcal{E}(\delta'; w_i)| \leq 2|\langle x_i, \delta \rangle - \langle x_i, \delta' \rangle|.$$

In other words, $\mathcal{E}(\delta; w_i)$ is a 2-Lipschitz continuous function in $\langle x_i, \delta \rangle$. Let $e_1, \ldots, e_n$ be independent Rademacher variables that are independent of the initial sample. By a classical symmetrization argument and the Ledoux-Talagrand contraction inequality (see, e.g., (4.20) in Ledoux and Talagrand (1991)),

$$\mathbb{E}\Delta_n(R) \leq 2\mathbb{E}\left\{ \sup_{||\delta||_\Sigma \leq R} \frac{1}{n} \sum_{i=1}^{n} e_i \mathcal{E}(\delta; w_i) \right\} \leq 4\mathbb{E}\left\{ \sup_{||\delta||_\Sigma \leq R} \frac{1}{n} \sum_{i=1}^{n} e_i \langle x_i, \delta \rangle \right\}$$

$$\leq 4R \left\| \frac{1}{n} \sum_{i=1}^{n} e_i \Sigma^{-1/2} x_i \right\|_2 \leq 4R \frac{\sqrt{d}}{n}.$$
Combining (66) and (67) yields that, with probability at least $1 - e^{-t}$,

$$\Delta_n(R) \leq Rr \sqrt{\frac{t}{2n}} + 4R \sqrt{\frac{d}{n}}. \quad (68)$$

With the above preparations, we derive that for any $t_0 > 0$,

$$\mathbb{P}\left\{ \exists \delta \in \Theta(\delta) \text{ s.t. } -V_n(\delta) + \mathbb{E}V_n(\delta) \geq \|\delta\|^2_\Sigma rt_0 + 4\|\delta\|_\Sigma \sqrt{\frac{2d}{n}} \right\}$$

\[
\leq \sum_{\ell=1}^{\infty} \mathbb{P}\left\{ \exists \delta \in \Theta_\ell(\delta) \text{ s.t. } -V_n(\delta) + \mathbb{E}V_n(\delta) \geq \frac{1}{2}(2^{\ell/2}\delta)^2 rt_0 + 4(2^{\ell/2}\delta) \sqrt{\frac{d}{n}} \right\}
\]

\[
\leq \sum_{\ell=1}^{\infty} \mathbb{P}\left\{ \Delta_n(2^{\ell/2}\delta) \geq (2^{\ell/2}\delta)r \sqrt{\frac{(2^{\ell/2}\delta)^2}{4}} + 4(2^{\ell/2}\delta) \sqrt{\frac{d}{n}} \right\}
\]

\[
\leq \sum_{\ell=1}^{\infty} e^{-2^{\ell-1}(t_0\delta)^2n/2} = \sum_{\ell=1}^{\infty} e^{-2^{\ell-1}(t_0\delta)^2n}
\]

\[
\leq \sum_{\ell=1}^{\infty} e^{-\ell(t_0\delta)^2n} = \frac{e^{-(t_0\delta)^2n}}{1 - e^{-(t_0\delta)^2n}} := P(n, t_0, \delta), \quad \text{(69)}
\]

where step (i) uses the union bound along with the decomposition $\Theta(\delta) = \bigcup_{\ell=1}^{\infty} \Theta_\ell(\delta)$, step (ii) follows from the definition of $\Delta_n(\cdot)$ in (65), step (iii) uses the concentration inequality (68) with $R = 2^{\ell/2}\delta$ for each $\ell \geq 1$, and step (iv) uses the elementary inequality that $2^{\ell-1} \geq \ell$.

Putting (55), (56), (62), (64) and (69) (with $r = 4\nu_0^2$) together, we conclude that with probability at least $1 - P(n, t_0, \delta)$,

$$\langle \xi_\beta - \xi_{\beta^*}, \beta - \beta^* \rangle \geq \frac{1}{8}(2/9 - 8e^{-8})L - 4\nu_0^2t_0)\|\delta\|_\Sigma^2 - 4\|\delta\|_\Sigma \sqrt{\frac{2d}{n}} \quad \text{(70)}$$

uniformly over $\delta = \beta - \beta^*$ satisfying $\delta \leq \|\delta\|_\Sigma \leq L/(6L_0\nu_0^2)$. In particular, we take $t_0 = (2/9 - 8e^{-8} - 1/8)L/(4\nu_0^2)$ and recall that $\nu_0 \geq 1$ from Condition 1, then the right-hand side of (70) is bounded from below by

$$\frac{1}{8}L\|\delta\|_\Sigma^2 - 4\nu_0^2\|\delta\|_\Sigma \sqrt{\frac{2d}{n}}.$$

By the convexity of $Q_n$, $\langle \xi_\beta - \xi_{\beta^*}, \beta - \beta^* \rangle$ is always non-negative. Therefore, for any $t \geq 0$, we may assume

$$\|\beta - \beta^*\|_\Sigma \geq \delta := \frac{(32\nu_0^2/\ell)}{\sqrt{\frac{2(d + t)}{n}}};$$

otherwise, (22) holds trivially. The above choices of $(t_0, \delta)$ guarantee that $P(n, t_0, \delta) \leq e^{-t}/2$ in (69).

Putting together the pieces, we conclude that with probability at least $1 - e^{-t}/2$,

$$\langle \xi_\beta - \xi_{\beta^*}, \beta - \beta^* \rangle \geq \frac{1}{8}L\|\beta - \beta^*\|_\Sigma^2 - 4\nu_0^2\|\beta - \beta^*\|_\Sigma \sqrt{\frac{2(d + t)}{n}}$$

for all $\beta$ satisfying $0 \leq \|\beta - \beta^*\|_\Sigma \leq L/(6L_0\nu_0^2)$. This completes the proof. \qed
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A.3 Proof of Proposition 3

By (21) and (23), every subgradient \( \xi^0 = (\xi_1^0, \ldots, \xi_d^0) \in \partial Q_n(\beta^*) \) coincides with \((1/n) \sum_{i=1}^n w_i \xi_i x_i\) with probability one. Thus, without loss of generality, we assume \( \xi^0 = (1/n) \sum_{i=1}^n w_i \xi_i x_i \). Note that \( \varpi^* \xi^0 = (1/n) \sum_{i=1}^n \xi_i x_i \). Using a standard covering argument again, for any \( \epsilon \in (0, 1) \), there exists an \( \epsilon \)-net \( \mathcal{N}_\epsilon \subseteq \mathbb{S}^{d-1} \) with \( |\mathcal{N}_\epsilon| \leq (1 + 2/e)^d \) such that

\[
||\Sigma^{-1/2}(\xi^0 - \varpi^* \xi^0)||_2 \leq \frac{1}{1 - \epsilon} \max_{u \in \mathcal{N}_\epsilon} \frac{1}{n} \sum_{i=1}^n e_i \xi_i (u, z_i),
\]

where \( e_i \) are independent Rademacher random variables. For any \( u \in \mathcal{N}_\epsilon \) and \( y \geq 0 \), by Hoeffding’s inequality we have

\[
\mathbb{P} \left( \frac{1}{n} \sum_{i=1}^n e_i \xi_i (u, z_i) \geq \left( 2 y \sum_{i=1}^n \xi_i^2 (u, z_i) \right)^{1/2} \right) \leq e^{-y}.
\]

Moreover, note that \( \xi_i \) are bounded random variables that satisfy \( \mathbb{E}(\xi_i^2 | x_i) = \tau (1 - \tau) \leq 1/4 \), \( \mathbb{E}(\xi_i | x_i) \leq 1/12 \) and \( |\xi_i| \leq 1 \). Following the calculations as in the proof of Proposition 1, for every \( u \in \mathcal{N}_\epsilon \) we have

\[
\mathbb{E}(\xi_i^2 (u, z_i)^2 k \leq k! \frac{4}{2} (2\tau)_{k-2}, \quad k = 2, 3, \ldots.
\]

Using Bernstein’s inequality, we obtain

\[
\mathbb{P} \left( \frac{1}{n} \sum_{i=1}^n \xi_i^2 (u, z_i)^2 \geq \frac{1}{4} + 2 \tau \frac{3}{2} n + 8 \tau \frac{d + t}{n} \right) \leq e^{-x}, \quad \text{valid for any } x > 0.
\]

Finally, we set \( \epsilon = 2/(e^2 - 1) \) so that \((1 + 2/e)^d = e^{2d} \). Taking the union bound twice over all \( u \in \mathcal{N}_\epsilon \) with \( x = y = 2(d + t) \) yields

\[
\max_{u \in \mathcal{N}_\epsilon} \frac{2}{n} \sum_{i=1}^n \xi_i^2 (u, z_i)^2 \leq \frac{1}{2} + 8 \tau \frac{d + t}{3n} + 8 \tau \frac{d + t}{n}
\]

with probability at least \( 1 - e^{-2} \), and with \( \mathbb{P}^\ast \)-probability at least \( 1 - e^{-2t} \) conditioned on the event that (71) holds,

\[
||\Sigma^{-1/2}(\xi^0 - \varpi^* \xi^0)||_2 \leq 2 \frac{d + t}{n}
\]

provided that \( n \geq C \nu_0^2 (d + t) \) for some universal constant \( C > 0 \). Putting together the pieces completes the proof of (24).

A.4 Proof of Proposition 4

We keep the notation used in the proof of Proposition 2, and follow a similar argument. To begin with, note that every \( \xi^0_{\beta} = (\xi_{\beta, 1}^0, \ldots, \xi_{\beta, d}^0) \in \partial Q_n(\beta) \) can be written as

\[
\xi_{\beta, j}^0 = \frac{1}{n} \sum_{i=1}^n w_i x_i (y_i \leq \langle x_i, \beta \rangle) - \tau - \frac{1}{n} \sum_{i=1}^n w_i x_i (y_i + (1 - \tau)) (y_i = \langle x_i, \beta \rangle),
\]

where \( \tau \) is a constant. Using Bernstein’s inequality, we obtain

\[
\mathbb{E}(\xi_{\beta, j}^0) = 0
\]

and

\[
\mathbb{E}(\xi_{\beta, j}^0 | x_j) = \tau
\]

with probability at least \( 1 - e^{-2} \), and with \( \mathbb{P}^\ast \)-probability at least \( 1 - e^{-2t} \) conditioned on the event that (71) holds,
where \( v_i \in [\tau - 1, \tau] \). As before, the bound \( \langle \tilde{e}_\delta - \tilde{e}_{\delta^*} - \beta - \beta^* \rangle \geq U_n^0(\delta) \) holds with probability one, where

\[
U_n^0(\delta) := \frac{1}{n} \sum_{i=1}^n w_i(x_i, \delta) |I(e_i \leq (x_i, \delta)) - I(e_i \leq 0)| \quad \text{for} \quad \delta = \beta - \beta^*.
\]

Again, introducing Lipschitz continuous functions \( \varphi_\alpha^+(u) \) and \( \psi_\beta^+(u) \) as in (57) and (58), we obtain

\[
U_n^0(\delta) \geq \frac{1}{n} \sum_{i=1}^n w_i e_{i, +} \varphi_{e_{i, +}}^+((x_i, \delta)) \psi_{2\|\delta\|_{2^*}}^+((x_i, \delta)) + \frac{1}{n} \sum_{i=1}^n w_i e_{i, -} \varphi_{e_{i, -}}^-(x_i, \delta) \psi_{2\|\delta\|_{2^*}}^-(x_i, \delta) := V_n^0(\delta) + V_n^1(\delta),
\]

where \( V_n^0(\delta) = V_n^+(\delta) + V_n^-(\delta) \) is defined in (62) and

\[
V_n^0(\delta) = \frac{1}{n} \sum_{i=1}^n e_i e_{i, +} \varphi_{e_{i, +}}^+((x_i, \delta)) \psi_{2\|\delta\|_{2^*}}^+((x_i, \delta)) + \frac{1}{n} \sum_{i=1}^n e_i e_{i, -} \varphi_{e_{i, -}}^-(x_i, \delta) \psi_{2\|\delta\|_{2^*}}^-((x_i, \delta)).
\]

Notice that \( \mathbb{E}^+[V_n^0(\delta)] = 0 \). For any \( R \geq \delta \), define \( \Gamma_n(R) = f(e_1, \ldots, e_n; R) := \sup_{\delta \leq \|\delta\|_{2^*} \leq R} -V_n^0(\delta) \).

For each index \( i \) and an independent copy \( \tilde{e}_i \) of \( e_i \), we have

\[
|f(e_1, \ldots, e_i, \ldots, e_n; R) - f(e_1, \ldots, \tilde{e}_i, \ldots, e_n; R)| \leq \frac{Rr}{n}.
\]

Applying McDiarmid’s inequality gives

\[
\Gamma_n(R) \leq \mathbb{E}^+[\Gamma_n(R)] + Rr \sqrt{\frac{t}{2n}} \quad (73)
\]

with \( \mathbb{P}^* \)-probability at least \( 1 - e^{-t} \). Using the Lipschitz continuity of \( u \mapsto e_{i, \pm} \varphi_{e_{i, \pm}}^+(u) \psi_{e_{i, \pm}}^+(u) \), and Talagrand’s contraction principle, we obtain

\[
\mathbb{E}^+[\Gamma_n(R)] \leq 2\mathbb{E}^+ \left( \sup_{\delta \leq \|\delta\|_{2^*} \leq R} \frac{1}{n} \sum_{i=1}^n e_i(x_i, \delta) \right) \leq \frac{2R}{n} \mathbb{E}^+ \left( \left\| \sum_{i=1}^n e_i z_i \right\|_2 \right)
\]

\[
\leq \frac{2R}{n} \left( \sum_{i=1}^n \|z_i\|_2^2 \right)^{1/2} = 2RM_{n,d} \sqrt{\frac{d}{n}}, \quad (74)
\]

where \( z_i \) are defined in (23) and \( M_{n,d}^2 := (1/nd) \sum_{j=1}^d \sum_{j=1}^d e_{i,j}^2 \). Together, (73) and (74) imply

\[
\Gamma_n(R) \leq 2RM_{n,d} \sqrt{\frac{d}{n}} + Rr \sqrt{\frac{t}{2n}} \quad (75)
\]

with \( \mathbb{P}^* \)-probability at least \( 1 - e^{-t} \).

Note that inequality (75) holds for every \( R \geq \delta \). Again, via the slicing technique and taking \( r = 4\sqrt{2} \), it can be shown that for any \( t_1 > 0 \), with \( \mathbb{P}^* \)-probability at least \( 1 - \frac{e^{-t_1} \delta^2 n}{1 - e^{-t_1} \delta^2 n} = 1 - P(n, t_1, \delta) \),

\[
V_n^0(\delta) \geq -2M_{n,d} \delta \|\delta\|_2 \sqrt{\frac{2d}{n}} - 4t_1 \delta^2 n \|\delta\|_2^2
\]
uniformly over $||\delta||_\Sigma \geq \delta$. For the data-dependent quantity $M_{nd}$, note that $M_{nd}^2 \leq \max_{1 \leq j \leq d} (1/n) \sum_{i=1}^n z_{ij}^2$. Under Condition 1, we have $\mathbb{E}(z_{ij}^2) = 1$, and for $k = 2, 3, \ldots,$

$$\mathbb{E}(z_{ij}^2)^k = v_0^2 2k \int_0^\infty \mathbb{P}(|z_{ij}| \geq v_0 x) x^{2k-1} dx \leq 2^{k+1} v_0^{2k} k! = \frac{k!}{2} 16 v_0^2 (2v_0^2)^{k-2}.$$

It then follows from Bernstein’s inequality that, for any $1 \leq j \leq d$ and $x \geq 0$,

$$\mathbb{P} \left( \frac{1}{n} \sum_{i=1}^n z_{ij}^2 \geq 1 + 4v_0^2 \sqrt{\frac{2x}{n}} + 2v_0^2 \frac{\log(2d)}{n} \right) \leq e^{-x}.$$

Taking $x = \log(2d) + t$ and applying the union bound, we obtain

$$M_{nd}^2 \leq 1 + 4v_0^2 \sqrt{\frac{2\log(2d) + 2t}{n}} + 2v_0^2 \frac{\log(2d) + t}{n} \quad (76)$$

with probability at least $1 - e^{-t}/2$.

Turning to $V_n(\delta)$ in (72), it follows from (69) and (70) that with probability at least $1 - P(n, t_0, \delta)$,

$$V_n(\delta) \geq \{(2/9 - 8e^{-8})f - 4v_0^2 t_0(\|\delta\|^2_\Sigma - 4||\delta||_\Sigma \sqrt{2d/n}) \} \quad (77)$$

for all $\delta$ satisfying $\|\delta\|_\Sigma \leq \frac{\bar{f}}{2(4v_0^2)}$. Let $G(t, t_0, \delta)$ be the event that (76) and (77) hold. Then $\mathbb{P}(G(t, t_0, \delta)) \geq 1 - e^{-t}/2 - P(n, t_0, \delta)$. Taking $t_0 = t_1 = (2/9 - 8e^{-8} - 1/8) \bar{f}/(8v_0^2)$ yields that with $\mathbb{P}$-probability at least $1 - P(n, t_1, \delta)$ conditioned on $G(t, t_0, \delta)$,

$$\langle \varepsilon^*_\beta - \varepsilon^*_\beta^*, \beta - \beta^* \rangle \geq \frac{1}{8} \bar{f} ||\delta||^2_\Sigma - 8v_0^2 ||\delta||_\Sigma \sqrt{2d/n}$$

uniformly over $\delta \leq \|\delta\|_\Sigma \leq \frac{\bar{f}}{2(4v_0^2)}$ as long as $n \geq Cv_0^2 ||\log(d) + t||$ for some universal constant $C > 0$. For any $t \geq 0$, we assume that

$$||\beta - \beta^*||_\Sigma \geq \delta := (64v_0^2/\bar{f}) \sqrt{\frac{2(d + t)}{n}};$$

otherwise, (25) holds trivially, and the above choices of $(t_0, t_1, \delta)$ guarantee that $P(n, t_0, \delta) = P(n, t_1, \delta) \leq e^{-t}/2$. This completes the proof. \hfill \Box

**B Additional Simulation Studies**

This section presents additional numerical results under various combinations of the design and error distributions.
### B.1 Confidence estimation

#### Independent Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pair</td>
<td>pwy</td>
</tr>
<tr>
<td>0.05</td>
<td>0.972</td>
<td>0.974</td>
</tr>
<tr>
<td>0.1</td>
<td>0.935</td>
<td>0.945</td>
</tr>
<tr>
<td>0.2</td>
<td>0.871</td>
<td>0.879</td>
</tr>
</tbody>
</table>

#### Weakly correlated Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pair</td>
<td>pwy</td>
</tr>
<tr>
<td>0.05</td>
<td>0.978</td>
<td>0.980</td>
</tr>
<tr>
<td>0.1</td>
<td>0.946</td>
<td>0.952</td>
</tr>
<tr>
<td>0.2</td>
<td>0.871</td>
<td>0.876</td>
</tr>
</tbody>
</table>

#### Equally correlated Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pair</td>
<td>pwy</td>
</tr>
<tr>
<td>0.05</td>
<td>0.980</td>
<td>0.982</td>
</tr>
<tr>
<td>0.1</td>
<td>0.947</td>
<td>0.954</td>
</tr>
<tr>
<td>0.2</td>
<td>0.871</td>
<td>0.881</td>
</tr>
</tbody>
</table>

Table 7: Average coverage probabilities and CI widths over all the coefficients under homoscedastic model (17) with $t_2$ error.

#### Independent Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pair</td>
<td>pwy</td>
</tr>
<tr>
<td>0.05</td>
<td>0.981</td>
<td>0.980</td>
</tr>
<tr>
<td>0.1</td>
<td>0.958</td>
<td>0.959</td>
</tr>
<tr>
<td>0.2</td>
<td>0.879</td>
<td>0.891</td>
</tr>
</tbody>
</table>

#### Weakly correlated Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pair</td>
<td>pwy</td>
</tr>
<tr>
<td>0.05</td>
<td>0.980</td>
<td>0.984</td>
</tr>
<tr>
<td>0.1</td>
<td>0.952</td>
<td>0.957</td>
</tr>
<tr>
<td>0.2</td>
<td>0.877</td>
<td>0.889</td>
</tr>
</tbody>
</table>

#### Equally correlated Gaussian design

<table>
<thead>
<tr>
<th>α</th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pair</td>
<td>pwy</td>
</tr>
<tr>
<td>0.05</td>
<td>0.986</td>
<td>0.990</td>
</tr>
<tr>
<td>0.1</td>
<td>0.964</td>
<td>0.970</td>
</tr>
<tr>
<td>0.2</td>
<td>0.887</td>
<td>0.898</td>
</tr>
</tbody>
</table>

Table 8: Average coverage probabilities and CI widths over all the coefficients under heteroscedastic model (18) with $t_2$ error.
Table 9: Average coverage probabilities and CI widths over all the coefficients under homoscedastic model (17) with type II mixture normal error.

<table>
<thead>
<tr>
<th></th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>pair</td>
</tr>
<tr>
<td>0.05:</td>
<td>0.966</td>
<td>0.968</td>
</tr>
<tr>
<td>0.1:</td>
<td>0.929</td>
<td>0.936</td>
</tr>
<tr>
<td>0.2:</td>
<td>0.847</td>
<td>0.857</td>
</tr>
</tbody>
</table>

Weakly correlated Gaussian design

<table>
<thead>
<tr>
<th></th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>pair</td>
</tr>
<tr>
<td>0.05:</td>
<td>0.970</td>
<td>0.972</td>
</tr>
<tr>
<td>0.1:</td>
<td>0.935</td>
<td>0.939</td>
</tr>
<tr>
<td>0.2:</td>
<td>0.852</td>
<td>0.860</td>
</tr>
</tbody>
</table>

Equally correlated Gaussian design

<table>
<thead>
<tr>
<th></th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>pair</td>
</tr>
<tr>
<td>0.05:</td>
<td>0.962</td>
<td>0.967</td>
</tr>
<tr>
<td>0.1:</td>
<td>0.932</td>
<td>0.939</td>
</tr>
<tr>
<td>0.2:</td>
<td>0.850</td>
<td>0.859</td>
</tr>
</tbody>
</table>

Table 10: Average coverage probabilities and CI widths over all the coefficients under heteroscedastic model (18) with type II mixture normal error.

<table>
<thead>
<tr>
<th></th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>pair</td>
</tr>
<tr>
<td>0.05:</td>
<td>0.977</td>
<td>0.980</td>
</tr>
<tr>
<td>0.1:</td>
<td>0.949</td>
<td>0.956</td>
</tr>
<tr>
<td>0.2:</td>
<td>0.870</td>
<td>0.879</td>
</tr>
</tbody>
</table>

Weakly correlated Gaussian design

<table>
<thead>
<tr>
<th></th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>pair</td>
</tr>
<tr>
<td>0.05:</td>
<td>0.976</td>
<td>0.980</td>
</tr>
<tr>
<td>0.1:</td>
<td>0.941</td>
<td>0.946</td>
</tr>
<tr>
<td>0.2:</td>
<td>0.869</td>
<td>0.883</td>
</tr>
</tbody>
</table>

Equally correlated Gaussian design

<table>
<thead>
<tr>
<th></th>
<th>Coverage probability</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>pair</td>
</tr>
<tr>
<td>0.05:</td>
<td>0.972</td>
<td>0.976</td>
</tr>
<tr>
<td>0.1:</td>
<td>0.937</td>
<td>0.946</td>
</tr>
<tr>
<td>0.2:</td>
<td>0.866</td>
<td>0.874</td>
</tr>
</tbody>
</table>
### B.2 Goodness-of-fit testing

#### Independent Gaussian design

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.330 0.005 0.000 0.005</td>
<td>0.945 0.490 0.535 0.600</td>
<td>0.685 0.095 0.075 0.085</td>
</tr>
<tr>
<td>0.05</td>
<td>0.465 0.015 0.035 0.020</td>
<td>0.985 0.735 0.865 0.855</td>
<td>0.790 0.330 0.330 0.320</td>
</tr>
<tr>
<td>0.1</td>
<td>0.550 0.070 0.080 0.055</td>
<td>0.990 0.845 0.945 0.930</td>
<td>0.840 0.445 0.505 0.440</td>
</tr>
</tbody>
</table>

#### Weakly correlated Gaussian design

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.320 0.000 0.000 0.005</td>
<td>0.785 0.365 0.370</td>
<td>0.835 0.350 0.375 0.405</td>
</tr>
<tr>
<td>0.05</td>
<td>0.475 0.040 0.020 0.015</td>
<td>0.900 0.645 0.595</td>
<td>0.940 0.650 0.710 0.665</td>
</tr>
<tr>
<td>0.1</td>
<td>0.565 0.065 0.050 0.040</td>
<td>0.935 0.750 0.730</td>
<td>0.975 0.770 0.815 0.805</td>
</tr>
</tbody>
</table>

#### Equally correlated Gaussian design

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.320 0.000 0.000 0.005</td>
<td>0.810 0.345 0.380</td>
<td>0.985 0.760 0.850 0.845</td>
</tr>
<tr>
<td>0.05</td>
<td>0.475 0.040 0.020 0.015</td>
<td>0.890 0.630 0.595</td>
<td>0.995 0.935 0.965 0.965</td>
</tr>
<tr>
<td>0.1</td>
<td>0.565 0.065 0.050 0.040</td>
<td>0.935 0.755 0.735</td>
<td>1.000 0.980 0.990 0.990</td>
</tr>
</tbody>
</table>

Table 11: Average type I error and power under homoscedastic model (17) with \( t_2 \) error.

#### Independent Gaussian design

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.325 0.005 0.000 0.000</td>
<td>0.935 0.770 0.810</td>
<td>0.745 0.205 0.160 0.200</td>
</tr>
<tr>
<td>0.05</td>
<td>0.475 0.020 0.010 0.005</td>
<td>0.975 0.935 0.940</td>
<td>0.840 0.480 0.425 0.395</td>
</tr>
<tr>
<td>0.1</td>
<td>0.520 0.055 0.045 0.020</td>
<td>0.990 0.965 0.960</td>
<td>0.890 0.620 0.630 0.555</td>
</tr>
</tbody>
</table>

#### Weakly correlated Gaussian design

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.315 0.000 0.000 0.000</td>
<td>0.840 0.415 0.490 0.510</td>
<td>0.905 0.470 0.475 0.535</td>
</tr>
<tr>
<td>0.05</td>
<td>0.465 0.050 0.010 0.010</td>
<td>0.910 0.685 0.705 0.685</td>
<td>0.955 0.750 0.785 0.775</td>
</tr>
<tr>
<td>0.1</td>
<td>0.550 0.095 0.030 0.025</td>
<td>0.945 0.810 0.815 0.790</td>
<td>0.975 0.845 0.900 0.865</td>
</tr>
</tbody>
</table>

#### Equally correlated Gaussian design

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.300 0.015 0.000 0.000</td>
<td>0.845 0.425 0.450 0.500</td>
<td>0.990 0.840 0.920 0.930</td>
</tr>
<tr>
<td>0.05</td>
<td>0.445 0.040 0.015 0.005</td>
<td>0.925 0.750 0.745</td>
<td>0.995 0.970 0.985 0.980</td>
</tr>
<tr>
<td>0.1</td>
<td>0.510 0.085 0.060 0.030</td>
<td>0.950 0.870 0.835</td>
<td>0.995 0.990 1.000 1.000</td>
</tr>
</tbody>
</table>

Table 12: Average type I error and power under heteroscedastic model (18) with \( t_2 \) error.
Table 13: Average type I error and power under homoscedastic model (17) with type II mixture normal error.

<table>
<thead>
<tr>
<th>α</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.290 0.005 0.015 0.015</td>
<td>0.945 0.610 0.680 0.705</td>
<td>0.695 0.150 0.175 0.180</td>
</tr>
<tr>
<td>0.05</td>
<td>0.435 0.040 0.035 0.030</td>
<td>0.990 0.800 0.895 0.900</td>
<td>0.860 0.395 0.495 0.440</td>
</tr>
<tr>
<td>0.1</td>
<td>0.505 0.095 0.090 0.055</td>
<td>1.000 0.910 0.935 0.920</td>
<td>0.890 0.595 0.645 0.595</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>α</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.345 0.005 0.005 0.005</td>
<td>0.860 0.420 0.530 0.565</td>
<td>0.905 0.455 0.530 0.525</td>
</tr>
<tr>
<td>0.05</td>
<td>0.525 0.025 0.035 0.030</td>
<td>0.945 0.695 0.760 0.725</td>
<td>0.945 0.675 0.775 0.725</td>
</tr>
<tr>
<td>0.1</td>
<td>0.600 0.075 0.110 0.085</td>
<td>0.965 0.815 0.875 0.855</td>
<td>0.960 0.810 0.860 0.830</td>
</tr>
</tbody>
</table>

Table 14: Average type I error and power under heteroscedastic model (18) with type II mixture normal error.

<table>
<thead>
<tr>
<th>α</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.320 0.010 0.005 0.005</td>
<td>0.960 0.760 0.840 0.840</td>
<td>0.815 0.300 0.250 0.260</td>
</tr>
<tr>
<td>0.05</td>
<td>0.440 0.035 0.020 0.025</td>
<td>0.990 0.915 0.965 0.955</td>
<td>0.920 0.595 0.630 0.565</td>
</tr>
<tr>
<td>0.1</td>
<td>0.495 0.085 0.060 0.045</td>
<td>0.995 0.970 0.975 0.970</td>
<td>0.950 0.755 0.755 0.725</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>α</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.350 0.010 0.000 0.000</td>
<td>0.900 0.570 0.640 0.665</td>
<td>0.925 0.545 0.625 0.655</td>
</tr>
<tr>
<td>0.05</td>
<td>0.485 0.040 0.025 0.020</td>
<td>0.950 0.790 0.850 0.835</td>
<td>0.975 0.790 0.870 0.855</td>
</tr>
<tr>
<td>0.1</td>
<td>0.590 0.095 0.060 0.045</td>
<td>0.965 0.900 0.930 0.890</td>
<td>1.000 0.870 0.925 0.910</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>α</th>
<th>Type I error under null model</th>
<th>Power under sparse model</th>
<th>Power under dense model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
<td>Wald rank mb-exp mb-Rad</td>
</tr>
<tr>
<td>0.01</td>
<td>0.300 0.005 0.000 0.000</td>
<td>0.915 0.525 0.635 0.655</td>
<td>1.000 0.920 0.970 0.970</td>
</tr>
<tr>
<td>0.05</td>
<td>0.415 0.040 0.015 0.015</td>
<td>0.955 0.805 0.855 0.835</td>
<td>1.000 0.980 0.995 0.995</td>
</tr>
<tr>
<td>0.1</td>
<td>0.525 0.085 0.055 0.040</td>
<td>0.980 0.885 0.920 0.910</td>
<td>1.000 0.995 1.000 1.000</td>
</tr>
</tbody>
</table>