
MATH180C: Introduction to 
Stochastic Processes II

Lecture A00: math.ucsd.edu/~ynemish/teaching/180cA
Lecture B00: math.ucsd.edu/~ynemish/teaching/180cB

Week 9: 

homework 7 (due Friday, May 27)

HW6 regrades are active on Gradescope until May 28, 11 PM

Friday May 27 office hour: AP&M 7321

Today: Brownian motion

Next: PK 8.1-8.2
CAPES

:
•



Brownianmotion.Definit

DI . Brownian motion with diffusion coefficient 62 is

a continuous time stochastic process (Bt )t≥o

satisfying
Ci ) 13101=0 ,

Blt ) is continuous as a function of t

Lii ) For all ◦ ≤ set < a Blt) - Bls ) is a Gaussian random

variable with mean 0 and variance / t - s )

( Iii ) The increments of B are independent : if ◦ = to < tic - - < tn

then { Blti ) - Blti . . ) } if
,
are independent ( Gaussian ) r.us .

52--1 ← standard BM



BMasaGaussianpr

Det
.

Stochastic process (✗e)t≥o is called a Gaussian process

if for any ◦ ≤ t.at , < - - - < tn

( Xt
, ,
. .
.

,
✗ tn ) is a Gaussian vector ,

or equivalently
for any C, ,

. .
-

,
Cn EIR

C, Xt
,

t Cz Xtzt - - - ten Xtn is a Gaussian r.v.

Recall that the distribution of a Gaussian vector is

uniquely defined by its mean and covariance matrix
.

Similarly ,
each Gaussian process is uniquely described by

µ
It )=E( ✗ t ) and 1- (sit ) = Cov ( Xs

,
Xt ) ≥ O

E covariance function



BMasaGaussianpr

Proposition BM is a Gaussian process with

µ / f)
= 0 and 1-G. f) = min {sit } = sat

to
Pro#

.

For any O≤ tftz < - - - < tn
,
Bt
,
'

- Btj. . are indep .

Gaussian
,
thus n n i n

Ein
Ici Bti = Ici -2 (Btj - Btj . .) = E Ici ( Btj - By;)
i- i i=i g- = , j= , i=j

is also Gaussian
.

By definition µlH=E / 13+7=0 .

Let set
.

Then 1- (sit ) = Cox / Bs ,
Bt )

= Coy ( Bs ,
Bs + (Bt - Bs ) )

= Cox ( Bs , Bs ) + Cox ( Bs , Bt - Bs )

= s +0=5 = min {Sit } Bka



Somepropertiesotpslu
Proposition .

Let (Bt )t≥o be a standard BM
.
Then

lit For any s > 0
,
the process ( Btts - Bs ,

t ≥o) is a BM

independent of ( Bu ,
◦ ≤ a ≤ s ) .

Iii ) The process f- Be ,

t ≥o ) is a BM

Ciii ) For any c > o
,
the process (CBE ,

t ≥ ◦ ) is a BM

(Iu ) The process ( ✗ e)⇐ ◦ defined by ✗
◦

= 0
,
✗+ = t BE fort > 0

is a

BM.pro#Ci)DefineXt--Bt+s-Bs
.

Then ✗0=0 and Xtz - ✗ti = Btzts - Bats

⇒ independent Gaussian increments , E(Xtz - Xt , )=o , Yarfxtz - Xt , / = titi

(Xt)t≥◦ has continuous paths ⇒ (Xt ) is a BM

(in) ✗ c- is Gaussian , for set Ms .tk Cox /SB 's ,tB±)=- min {§.tt/=s
Proof of li+m→◦Xt=0 is more technical , thus omitted . Ek



Constructionism
BM can be constructed as a limit of property
rescaled random walks

.

Let { { × }
,
!

,

be a sequence
of i. i. d. r.us

,
E({ i )=o ,

Var / { it -_ 52 < a. Denote Sm --É{ i and define
c- = I

✗I =# ( sent ] + Int - Int ] ) } int ]+ , )
•¥n Siti

• Site⇔=¥ᵗ
f- In t=i¥

theorem / DonsKer ) ( ✗F) + ≥ ◦ converges in distribution

to the standard BM


