
MATH 285: Stochastic Processes

math-old.ucsd.edu/~ynemish/teaching/285

Homework 3 is due on Friday, February 4, 11:59 PM

Today: Ergodic theorem
          

@



Probability generating function

Del 1-et Y be a random variable with values in { 0.1.2
,
. . }

.

We call the function

Xy (s ) : =

The probability generating function of Y
.

Properties :

( i ) yy ( s) is analytic on C- lit ) ; Yy
">

(a) = n ! Ely -- K ]

(2) Yy (1) =/ ; Yy (o ) = [ Y -- o ]

(3) For Is / < l
,
Y'y (s ) = ÎKS

""

LPIY -- K ] ; if EIY ] < a ,
then hill ) -_ E- [ Y ]

IL=L

a

(4) For Is KI , YI, ( s) = [ KIK
- 1) s'
"

P[Y=k ] ; in particular ,
if

1<=2

Il? / Y > 2] > 0 ,
then Yy (s ) is (strict 'y ) convex on (Oil )



Ergodic Theorem

Thm 11.3 Let (Xn ) be an irréductible récurrent Markov

chain with state space S .
1-et je S .

Define

( Mcj ) = o if Ej (Tj ) = a)
.

Let Un ( j ) : = Ê {✗n=j}
be the number of visits to state j

m = I

up to time in
.

Then for any state its

and

Prodi ( i ) H? / Un (j ) → a as n →a) = I

OtherWise Pj [ (Xn) visits j finite ly many times ] >ol



Ergodic Theorem

Dénote by Tj
"

the time of the K -th visit to statej .

( Ii ) Tj
"n'I )

« n ± p-g.vnG)
+1

(Iii )

Repeating the prod from Thm 10.2 we have thatI Pi / Tj
"

I.
→ Ej /Tj ] as K → a ] = |

By ( i ) / im Tj
" 'il

✗ → •
¥
"

n → a

= Iim

(Iv ) By the squeeze lemma
,

,

therefore

. By definition ITG ) = ÉT;] .



Ergodic Theorem

N LÈ
,

pmlij ) =

Ci ) lim-nE.lt/nlj ) ] =
n → a



Convergence theorem

theorem 7.4 et P be a transition matrix for a

finite - state
,
irréductible

,
aperiodic Markov Chain .

Then

there exists a unique stationary distribution 1T
,
F- IP

,

and for any initial probability distribution 0

Iim JP
"

= I
h → •

Theorem 12 -
t Let (Xn ) be an irredu cible aperiodic Markov

chain possessing a stationary distribution I
.

Then for

any
states i. j

Remarks 4) Thm 12.1 impies that the stationary distribution

of an irréductible aperiodic Mc is unique .

(2) In fact any irréductible MC has at most one stationary
distribution

.



Convergence theorem

Proof of Thm 12.1

• /dea : couple two Independent Mcs ,
one starting from i,

another with initial distribution I
,
wait until they collide .

(Xn) : starting from i
• • Yn

• •

|

•

"" " initial """ " § • •
! !

•

• •

• i

i • • • ! • •

• : ✗n

• • ! •

I I I I I I I I I I

I

(Zn ) :



Convergence theorem

Let ✗☐
= i. Let (Yn) be a MC with initial distribution 1T

,

transition probabilités plij ) (same as (Xn )) ,
and

independent of (Xn ) .

Jake be S and define

( i )

consider the process Wn : =

(Win) is a MC with LPIW
.

= (Kil ) ] = and

/ transition Proba" """ À" '" ' " ' ") =
• (Xn) is aperiodic ⇒ 7 ns.t.pnlkis ) > o , pnllit ) > o V-k.s.lt

⇒ Y (Kil)
,
(sit) c- 5×5 En / (Kil ) ,

(sit) ) =

⇒ (Win) is



Convergence theorem

• Î ( Kil ) : = Ilk ) île ) is the stationary distribution for (Win)

[ Î /sit ) p ( (sit ) , (Kil )) = [ Ils ) Tlt ) pls ,
k ) p (til ) = TCK ) Ill)

s , tes sites

• Corolla ry 11.1 ⇒ (Win) is

HW3.PL

• 1- = min { n > i : Wn = (b.b) } ⇒ DIT < a ] =L

Define Zn = {
✗n if "T

z n' = {
Yn if net

in if n >T ✗ n if n >T

( ii) (Zn) is a MC starting from i with transition

probabilités pcij )

| • T is the shopping time for (Win)



Convergence theorem

• By SMP ( Xian , Yan) is MC starting from ( bib)
n?O

with transition probabilities independent
of

• By Symmetry ( Yttn , Xttn ) is also a MC starting from
n ? O

( bib) with transition probabilities independent
of

• Therefore
,

has the same initial distribution

and transition probabilités as .

In particular ,

Zn is a MC starting from i with trans . prob



Convergence theorem

( iii ) IPIXN -

- j ] - IIJ ) l E

• PfZn=j ] =

• By ( ii )

• Et Yn=j ] =

• / LPIXN -

- j ]
- itlj ) / =

=

( Iv ) By ( i )


