
MATH 180A (Lecture A00)

mathweb.ucsd.edu/~ynemish/teaching/180a

Week 1:

check the course website
homework 1 (due Friday, January 20)
join Piazza

Today: Definition of probability

Next: ASV 1.2
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Probability theory

The goal of probability theory is to build mathematica
models of expérimente with random outcomes

Random Outcome = impossible to be predicted with

certainly

1654 : starting point ,
mathematica / treatment of

gambling problems ( Fermat ,
Pascal )

1933 : modern rigorous foundation of probability
theory ( Kolmogorov )



Warm -

up problem

what is the probability that there are at least

two strident in this room having birthday on

the same day ( MM / DD) ?

100 stridents
,
365 possible birthday dates

Moral :



Axions of probability
- on to Construct a mathematica model of an

experiment with random outcome ?

Def. Probability space is the triple (r .

J
, P )

,

where

• r is the

i we call it the sample space
• I is a

• P is a function that assigns to each event a real

number and satisfis the following properties :
( i )

( ii )

(iii )



Example
we call function P that satisfis properties ( i ) - ( Iii )

a
,
or simply probability .

Example I : Tossing a coin
.

D=
,

f- =
,
P(∅) = , Pcr) =

P( { H } ) = ,
P( {T } ) =

{ H } and {T } are disjoint ,

therefore
, by ( iii )

P( { H } ) + P / {TI ) =P ( { H } U {T } ) =
For any LE toit] we have a different probability
measure on I and I

.

Fair coin :

,
P( { H } ) =P / { T } ) =



Example
Example 2 : rolling a fair die

D=
,

f- =

P( { 1 } ) =P / {4) = - - - =P / { 6 } ) =

What about the events ? Jake A -- { 2. 4. 6)CI .

P( A) =

A =

13={2/3,5} : P (B) =
D=

c- { 3,6 } : P (c) =
( =

PCAUB ) =

P / Bnc ) =



Repeated expérimenta

what is the sample space if we toss the coin twice ?

The out come is a pair with

The collection of such pairs is called the Cartesian

product of { Hit } and { Hit }
,

denoted { Hit } ✗ { Hit }

{ H ,
T } ✗ {Hit } = { ( H ,

H) , (Hit ) , (T ,
H )

, (Til ) } 7
sample Space

More generally ,

for any sets si
,
Ra

,
_ . -

,

Mk

sample space if we perform expriment I with s.s.li

expertment 2 with s.s.dz
i

expriment k with s.s . la



Finite sample Space

consider a special case when #r < o
.

Then

D= for n = #R

Any event Acr is a finite union of { vi.

The Singleton sets {Wi } ,
. .

-

, { wn } are disjoint .

Therefore
,
if A = { ai . . . . .ae } for some aies ,

then

P (A) =

What if additional Ig we have that P( {w , })= . . - =P / {un}) ?



Uniforme probability measure and random sampling

1fr is finite
,
the uniforme probability measure

is defined by the following proper tg :

for each we R
,

P / {w } ) =

From (*) this impies that

for any
event A

, P (A) =

This mears that for such models cakulating probabilités
is reduced to count Ing .

Example Roll a fair dice twice
.

What is the probability
that the sum is 4? D= { ( i. j ) : / ≤ i. j' ≤ 6 } ,

A-- { (Iis) , (42) , (3,1) } ,
P (A) =



Uniforme probability measure and random sampling

Example A fair coin is tossed 3 times
.

A-- { at least two Tails }

B-- { exactly two tails }

D= { ( x , , xa.az) : ✗ it { Hit } } , #D=

A =
,
# A =

B =

,
# B =

P (A) = , P (B) =


