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1. Let $(\Omega, \mathcal{F}, P)$ be a probability space.
(a) Suppose that $A, B \in \mathcal{F}$ satisfy

$$
P(A)+P(B)>1
$$

Making no further assumptions on $A$ and $B$, prove that $A \cap B \neq \emptyset$.

Solution. First method (proof by contradiction). Assume that $A \cap B=\emptyset$. Then $P(A \cup$ $B)=P(A)+P(B)>1$, contradiction. Therefore, $A \cap B \neq 0$.
Second method.

$$
P(A \cup B)=P(A)+P(B)-P(A \cap B) \leq 1,
$$

therefore $P(A \cap B) \geq P(A)+P(B)-1>0$, and we conclude that $A \cap B \neq \emptyset$.
(b) Prove that $A$ is independent from itself if and only if $P(A) \in\{0,1\}$.

Solution. By definition, events $A$ and $B$ are independent if $P(A \cap B)=P(A) P(B)$. Take $A=B$, so that $A$ being independent of $A$ is equivalent to $P(A \cap A)=P(A) P(A)$. Since $A \cap A=A$, we have that $P(A)$ satisfies

$$
(P(A))^{2}=P(A) .
$$

The only two numbers that satisfy the above equation are numbers 0 and 1 .
2. An urn contains 2 white balls and 4 black balls. You remove the balls one by one from the urn (without replacement).
(a) What is the probability that the first two balls removed from the urn are black?

Solution. Suppose that we choose two balls from the urn, and let $A$ be the event that two balls are black. Since the balls are chosen without replacement, order does not matter, we have

$$
\begin{equation*}
P(A)=\frac{\binom{4}{2}}{\binom{6}{2}}=\frac{2}{5} \tag{1}
\end{equation*}
$$

(b) What is the probability that the last removed ball is white?

Solution. Suppose that we remove all balls from the urn, and let $B$ be the event that the last ball is white. Then

$$
\begin{equation*}
\# \Omega=6!, \quad \# B=5!\cdot 2, \quad P(B)=\frac{5!\cdot 2}{6!}=\frac{1}{3} \tag{2}
\end{equation*}
$$

3. A box contains 3 coins, two of which are fair and the third has probability $3 / 4$ of coming up heads. A coin is chosen randomly from the box and tossed 3 times.
(a) What is the probability that all 3 tosses are heads?

Solution. Define the following events:

$$
\begin{aligned}
A & =\{\text { all } 3 \text { tosses are heads }\} \\
B_{1} & =\{\text { chosen coin is fair }\} \\
B_{2} & =\{\text { chosen coin is biased }\} .
\end{aligned}
$$

Then $B_{1}$ and $B_{2}$ form a partition of the sample space with

$$
P\left(B_{1}\right)=\frac{2}{3}, \quad P\left(B_{2}\right)=\frac{1}{3},
$$

and depending on which coin was chosen from the box, we have the conditional probabilities of observing heads on all three tosses

$$
P\left(A \mid B_{1}\right)=\left(\frac{1}{2}\right)^{3}, \quad P\left(A \mid B_{2}\right)=\left(\frac{3}{4}\right)^{3} .
$$

Then we can compute $P(A)$ using the law of total probability

$$
\begin{aligned}
P(A) & =P\left(A \mid B_{1}\right) P\left(B_{1}\right)+P\left(A \mid B_{2}\right) P\left(B_{2}\right) \\
& =\frac{1}{8} \cdot \frac{2}{3}+\left(\frac{3}{4}\right)^{3} \frac{1}{3} \\
& =\frac{43}{192} .
\end{aligned}
$$

(b) Given that all three tosses are heads, what is the probability that the biased coin was chosen?

Solution. Using the Bayes' rule, we have

$$
P\left(B_{2} \mid A\right)=\frac{P\left(A \mid B_{2}\right) P\left(B_{2}\right)}{P(A)}=\frac{27}{43} .
$$

4. You roll three fair four-sided dice.
(a) Compute the probability that there will be at least one four, given that all three dice give different numbers.

Solution. Denote by $A$ the event that there will be at least one four and by $B$ the event that all three dice give different numbers. If $\Omega$ is the sample space, then $\# \Omega=4^{3}$.

$$
\begin{equation*}
P(A \mid B)=\frac{P(A \cap B)}{P(B)} \tag{3}
\end{equation*}
$$

$A \cap B$ is the event that all three numbers are different, and one of the numbers is four. Then $\#(A \cap B)=3 \cdot 3 \cdot 2$ and $\# B=4 \cdot 3 \cdot 2$. Therefore

$$
\begin{equation*}
P(A \mid B)=\frac{3 \cdot 3 \cdot 2}{4 \cdot 3 \cdot 2}=\frac{3}{4} . \tag{4}
\end{equation*}
$$

(b) Compute the (unconditional) probability that there will be at least one four. [Hint. Use complement]

## Solution.

Without conditioning on $B, P(A)=1-P\left(A^{C}\right)$, where $A^{C}$ is the event that none of the dice gives four. Therefore, $\# A^{C}=3^{3}$, and thus

$$
\begin{equation*}
P(A)=1-P\left(A^{C}\right)=1-\frac{3^{3}}{4^{3}}=\frac{64-27}{64}=\frac{37}{64} . \tag{5}
\end{equation*}
$$

Note that $P(A \mid B)>P(A)$.

