MATH 180C HOMEWORK 8

SPRING 2023

Due date: Friday 6/9/2023 11:59 PM (via Gradescope)
Note that there are Fzxercises and Problems in the textbook. Make sure you read the
homework carefully to find the assigned question.

1. Pinsky and Karlin, Ezercise 8.1.2. Let {B(t);t > 0} be a standard Brownian motion
and ¢ > 0 a constant. Show that the process defined by W (t) = cB(t/c?) is a
standard Brownian motion.

Solution. Denote X (t) := ¢B(t/c?). Consider the function g : [0, +00) — [0, +00)
given by g(x) = x/c®. Function g is a continuous bijection from [0, +00) to [0, +00),
therefore, if B is continuous, then B(g(t)) = B(t/c?) is continuous on [0, +00), and
thus ¢B(t/c?) is also continuous on [0, +00). Since P(B(t) is continuous ) = 1, we
conclude that P(X(t) is continuous ) = 1, with probability 1 the process X (t) has
continuous trajectories.

Next, fix any 0 < t; <ty <---<t, and ay,...,a, € R. Then

Z X (t;) = Z aeB(t; /)

has normal distribution (since B(t) is Gaussian). We conclude that X (¢) is a Gaussian
process with continuous sample paths.

Finally, compute the mean and the covariance function of X (¢). It is easy to see
that for any ¢t > 0

E(X(t)) = E(cB(t/c*)) = 0.
For the covariance function we have
Cov(X(s), X (t)) = Cov(cB(s/c?),cB(t/c?))
= c*Cov(B(s/c?), B(t/c?))
= ®min{s/c? t/c*}
= min{s, t}.
We see that (X(t));>0 is a Gaussian stochastic process with continuous sample

paths, mean 0 and covariance function I'(s,t) = min{s,t}. Thus, (X(¢))i>0 is a
Brownian motion.

2. Pinsky and Karlin, Ezercise 8.1.53. (a) Show that

do(x) ., .
i ¢ (317) = —zd(z),
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where .
x) = 6_%.

(b) Use the result in (a) together with the chain rule of differentiation to show that

Py 1) =y — 1) = —-0(L)

Vi Vi
satisfies the diffusion equation
dp 1 ,0%
ot~ 27 922
Solution. (a) We use direct computation
2
0(@) = <= (-a) = —a0(o).

(b) We have to verify that p(y,t|z) = %é(%) satisfies (1)) with ¢ = 1. First

we compute the partial derivative with respect to ¢
7)) =m0 + i () () (- )
1 ry—u (y —x)?
:_2t3/2¢( Vi )(1_ t )

Now compute the second derivative with respect to x
ae(e() =R (- )
Uty
t3/2 \/% )

and
(o)) = e ) ()
=M ) + i o ()
- () (- )
We see that

(o)) =55,

3. Pinsky and Karlin, Exercise 8.1.4. Consider a standard Brownian motion {B(t);t >
0} at times 0 < u < u+v < u + v + w, where u,v,w > 0.
(a) Evaluate the product moment F(B(u)B(u + v)B(u + v + w)).
(b) Evaluate the product moment E(B(u)B(u+ v)B(u+ v+ w)B(u+ v+ w + x)),
where z > 0.



MATH 180C HOMEWORK 8 3

Solution. (a) We represent B(u+v+w) as a sum of independent Gaussian random
variables

E(B(u)B(u +v)B(u + v+

B(u)B(u + v)( u+v)+(B(u+v+w)—B(u+v))))

(BB
<B(u)B u+v)B u—i—v)) +E<B(u)B(u+v)(B(u+v +w) — B(u—i—v)))
(B)(Bu+v))?).

where we used that B(u)B(u+v) and B(u+ v+ w) — B(u+v) are independent and
E(B(u+v+w)— B(u+wv)) = 0. Next we represent B(u+wv) as a sum of independent
Gaussian random variables

|
Djtijbj

(b) Now we do the same with E(B(u)B(u+ v)B(u+v+ w)B(u+ v+ w + x))

E(B(u)B(u+v)B(u+v+w)B(u+v+w+x))
(BB +0)(B
(BB +0)(B
(Bw)
(B

u+v—|—w))2)

(
(

u+v)+B(u+v+w)—B(u+v))2>

B(u)(B(u+v))") + E(B)B(u+v)(Blu+v+w) - Bu+v))°)

B(u

(B(
(B(w) + Blu+v) - B(w))") +wB(B(w)(B(u) + B(u+v) - Bw)))

((B@)") +3E((Bw)*(Blu+0v) - B@)?) +uw

= 3u® + 3uv + uw = u(3u + 3v + w).

E
E
E
E
E

4. Pinsky and Karlin, FExercise 8.1.5. Determine the covariance functions for the sto-
chastic processes
(a) U(t) = e tB(e?), for t >0
(b) V(t)=(1—=t)B(t/(1—1)), for 0 <t <1
(c) W(t) =tB(1/t), with W(0) = 0.
B(t) is standard Brownian motion.
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Solution. (a)

Cov(U(s), U(t)) = Cov(e *B(e*), e B(e))
= e T Cov(B(e*), B(e*))
_ e—(s—l—t) min{e2s, th}

— 67(s+t72min{s,t}) — ef(max{s,t}fmin{s,t}) — €7|57t\.

(b)
Cov(V(s),V(t)) = cov((1 —$)B(s/(1—s)),(1—t)B(t/(1 — t)))

— (1= 5)(1 = )Cov(B(s/(1 — s)), B{t/(1 - 1))

=(1—3s)(1 —t)min{s/(1 —s),t/(1 —1t)}

= (1 —s)(1 —t)min{s, t}/(1 — min{s,t})

= (1 — max{s,t}) min{s, ¢t} = min{s, t} — max{s,¢} min{s, ¢}
= min{s, ¢} — st.

Cov(W (s),W(t)) = Cov(sB(1/s),tB(1/t))
= stCov(B(1/s), B(1/t))
= stmin{l/s, 1/t}
= st/ max{s,t} = min{s,t}.

5. Pinsky and Karlin, Exercise 8.1.6. Consider a standard Brownian motion {B(t);t >
0} at times 0 < u < u+v < u + v + w, where u,v,w > 0.
(a) What is the probability distribution of B(u) + B(u + v)?
(b) What is the probability distribution of B(u) + B(u + v) + B(u + v + w)?
Solution. Since B(t) is a Gaussian process, B(u) + B(u + v) and B(u) + B(u +
v) + B(u + v + w) have Gaussian distribution. It is easy to see that both random
variables have zero expectation. It is enough to compute the variance of each of these
random variables.

(a)
Var(B(u) + B(u + v))
= Cov(B(u) + B(u+wv), B(u) + B(u + v))

= Cov(B(u),B(u)) + 2COV<B(U),B(U —i—v)) + Cov(B(u + ), B(u + v))
=u+2u+ (u+v) =4u+v,

thus B(u) + B(u +v) ~ N(0,4u + v).
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(b

Var( B(u) + B(u+v) + Blu+v + w)>

—_— =

= Cov(B(u) + B(u+v)+ B(u+v+w), B(u) + B(u+v) +B(u—|—’u+w)>
= Cov| B

(

+ Cov(B(u +v),B(u—|—v)> + QCOV<B(u+U),B(u+v —|—w))

(u), B(u)) + 2Cov (B(u), B(u + v)> + 2C0V<B(u), B(u+v+ w))

+Cov<B(u+v+w),B(u+v+w)>
=u+2u+2u+ (u+v) +2(u+v)+ (v +v+w) =Ju+ 4v + w,
thus B(u) + B(u+v) + B(u+ v + w) ~ N(0,9u + 4v + w).

6. Pinsky and Karlin, Problem 8.1.4. Let a, ..., a, be real constants. Argue that

Z a; B(t;)

is normally distributed with mean zero and variance

n n
Z Z ;04 min{ti, tj}

i=1 j=1

Solution. Denote Z := >  «;B(t;). Since B(t) is a Gaussian process, Z has
normal distribution. Now compute the mean and the variance of Z:

E(Z) = E(iaiB(ti)> — iaiE(B(ti)> —0,

and

Var(Z) = Var( Zj: aiB(ti)>

= Cov(i a; B(t;), i OéjB(tj)>

j=1

— i i a;a;Cov <B<tz’>7 B@j))

i=1 j=1

n n
— Z Z a;a; min{t;, ¢}

i=1 j=1



