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1. Introduction

In a graph (or directed graph) $G$, the distance $d(u, v)$ of two vertices is defined to be the length of the shortest path (or directed path) joining $u$ to $v$. The diameter $D(G)$ is then the maximum distance among all $\binom{n}{2}$ pairs of vertices. The underlying graphs of various communications networks are often required to have small diameters so that information can be transmitted efficiently in the network.

Let $M$ denote the adjacency matrix of $G$ with eigenvalues $\lambda_1, \lambda_2, \ldots$ where $|\lambda_1| \geq |\lambda_2| \geq \cdots$. Suppose $G$ is $k$-regular so that all row sums and column sums of $M$ are equal to $k$. A well-known theorem of Frobenius states that $\lambda_1 = k$. Let $\lambda$ denote $|\lambda_2|$. We will show that the diameter is small if $\lambda$ is small compared to $k$. In particular, we will derive the following upper bound:

$$D(G) \leq \lfloor \log(n - 1)/\log(k/\lambda) \rfloor. \quad (1)$$

This improves a previous bound given by Alon and Milman [2] who showed that $D(G) < 2\sqrt{2k/(k - \mu)} \log_2 n$ (by considering the expanding properties of $G$) where $\mu^2$ is the second largest eigenvalue of $M^T M$. If $G$ is a directed graph, (1) still holds provided that the eigenvectors of $M$ satisfy certain properties. We note that for undirected graphs, $M$ is symmetric and $\lambda = \mu$. However, for directed graphs, $M$ is not symmetric, in general, and only the inequality $\mu \geq \lambda$ holds. As we shall see in the next section, a graph has nice expanding properties if $\mu$ is small. When $\mu$ is large and $\lambda$ is small, the graph is not necessarily an expander. Still, it can often be shown to have a small diameter.

In the first half of the paper, we will give the proof of the diameter bounds using eigenvalues. In the second half, we will consider families of graphs whose eigenvalues can be precisely identified. These graphs have rather simple structures. Namely, a $k$-sum graph on $n$ vertices can be specified by a set of $k$ integers between 1 and $n$. A pair $\{i, j\}$ is an edge if and only if $i + j \pmod{n}$ is one of the $k$ integers. We also define directed graphs, the so-called $k$-difference graphs, where $i \rightarrow j$ is an edge if $i - j$ is one of the specified integers. We will
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demonstrate that certain choices for the $k$ integers result in small values of $\lambda$ by using the following inequality on character sums, which was recently proved by N. M. Katz [25]. Although this inequality was motivated by the construction of sum graphs, it is of potential use in many other problems.

Let $\Psi$ denote a nontrivial complex-valued multiplicative character defined on an extension field $E$ over a finite field $K$ with dimension $t$. Then for any $x \in E$ such that $E = K(x)$ we have $|\sum_{a \in K} \Psi(x + a)| \leq (t - 1)\sqrt{|K|}$.

These $k$-sum graphs and $k$-difference graphs can be shown to be good expanders with small diameters. The diameter bound is closely related to the following theorem.

For a prime $p$ in $GF(p^t) \cong GF(p)[x]/(F(x))$, every element in $GF(p^t)$ can be represented as a product of $x + i$, $i \in GF(p)$, such that the number of the $x + i$'s needed is no more than $2t + 4t \log t / (\log p - 2 \log(t - 1))$.

The paper is organized as follows. In §2, we give the proof of the diameter bound (1). In §3, we first briefly discuss constructive methods and the expanders. Then we construct the sum graphs and difference graphs. In §4 we consider the eigenvalues of sum graphs and difference graphs. These eigenvalues can be bounded from above by considering character sums. We then show these graphs are expanders with small diameters. In §5, we discuss some other extremal properties and applications of these graphs.

2. DIAMETER BOUNDS

**Theorem 1.** For a $k$-regular graph $G$ with second largest eigenvalue $\lambda$ (in absolute value), we have $D(G) \leq \lceil \log(n - 1)/\log(k/\lambda) \rceil$.

**Proof.** Let $M$ denote the adjacency matrix of a $k$-regular graph $G$ on $n$ vertices. We want to determine $D$, which is the minimum value of $m$ such that $M^m$ has all entries nonzero. Let $v^*$ denote the $n$-tuple with all entries 1. Let $u_1$, $u_2$, $\ldots$, $u_n$ denote orthonormal eigenvectors with eigenvalues $\lambda_1$, $\lambda_2$, $\ldots$, $\lambda_n$ where $u_1 = v^*/\sqrt{n}$, $\lambda_1 = k$, and $|\lambda_i| \leq \lambda$ for $i \neq 1$.

Then clearly we have $M = \sum_i \lambda_i u_i u_i^*$ where $u_i$ is an $n$ by 1 matrix and $u_i^*$ denotes the transpose of $u_i$.

$$(M^m)_{r,s} = \sum_i \lambda_i^m (u_i u_i^*)_{r,s}$$

$$\geq k^m/n - \left| \sum_{i > 1} \lambda_i^m (u_i)_r (u_i)_s \right|$$

$$\geq k^m/n - |\lambda|^m \left\{ \sum_{i > 1} |(u_i)_r|| (u_i)_s| \right\}$$

$$\geq k^m/n - |\lambda|^m \left\{ \sum_{i > 1} |(u_i)_r|^2 \right\} \left\{ \sum_{i > 1} |(u_i)_s|^2 \right\}^2$$

$$= k^m/n - |\lambda|^m \left\{ 1 - (u_i)_r^2 \right\} \left\{ 1 - (u_i)_s^2 \right\}^2$$
\[ = k^n/n - |\lambda|^n(1 - 1/n) \]

> 0

if \((k/\lambda)^n > n - 1\).

This implies \(D(G) \leq \log(n - 1)/\log(k/\lambda)\) and the proof for Theorem 1 is complete.

We remark that the diameter upperbound is tight for some graphs, such as the complete graphs.

Theorem 1 can be extended to nonregular graphs by slightly modifying the preceding proof.

**Theorem 2.** For a graph \(G\) with eigenvalues \(\lambda_1, \lambda_2, \ldots\) where \(|\lambda_1| \geq |\lambda_2| \geq \cdots\), and \(w = \min_{i} |(v_i)|\), we have \(D(G) \leq \log((1 - w^2)/w^2)/\log(|\lambda_1|/|\lambda_2|)\).

Before we proceed to the directed case, we first consider a generalized inner product for vectors in \(\mathbb{C}^n\). The product of two vectors \(u\) and \(v\) is defined as the sum of the product of \(u_i\) and the conjugate of \(v_i\). That is \(\langle u, v \rangle = \sum_i u_i \cdot \overline{v}_i\). We say \(u\) and \(v\) are orthogonal if \(\langle u, v \rangle = 0\).

**Theorem 3.** Suppose a directed graph \(G\) has outdegree \(k\) and eigenvectors of \(G\) form an orthogonal basis. Then we have \(D(G) \leq \log((n - 1)/\log(k/\lambda))\), where \(\lambda\) is the second largest eigenvalue (in absolute value) of the adjacency matrix \(M\) of \(G\).

**Proof.** The proof is quite similar to that of Theorem 1, except that \(X^*\) now denotes the conjugate transpose of a matrix \(X\). That is \((X^*)_{r,s} = (\overline{X})_{s,r}\). The rest of the calculation is straightforward and will be omitted.

We remark that the condition that the eigenvectors form an orthogonal basis is essential. The directed graph with the following adjacency matrix \(A\) has eigenvalues \(2, 0, -1,\) and \(-1\).

\[
A = \begin{bmatrix}
0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
\end{bmatrix}
\]

However the diameter of \(A\) is \(\infty\), as pointed out by Herbert S. Wilf (personal communication).

### 3. Sum and Difference Graphs as Expander Graphs

Expander graphs first came up in connection with permutation networks in the early 1970s [30]. Since then the fundamental properties of expander graphs have led to many applications in a variety of areas ranging from extremal graph theory [7, 10] to parallel sorting [1], graph pebbling [27, 33, 32], connection networks [4, 30], and computational complexity [23, 33, 39]. An expander graph \(G\) is a graph with the property that any set \(X\) of vertices, with \(|X|\) small in comparison with \(|V(G)|\), has at least \(\beta|X|\) neighbors, where \(\beta\) is
proportional to the average degree of $G$. It is not difficult to check that random regular graphs (in fact, almost all $r$-regular graphs) are expander graphs. Like many other combinatorial problems, "good" configurations are assured by probabilistic arguments (often by showing almost all are good), but constructing a "good" configuration often turns out to be a harder problem. (By an explicit construction, we mean a scheme to specify, for each $n$, or for infinitely many $n$, a "good" configuration.) There are many reasons why explicit constructions are preferable. While random graphs are easy to obtain and easy to analyze probabilistically, efficient testing algorithms are required (and typically, are not available) to ensure the graph is indeed good. In addition, it takes more memory, namely, $n^2$ entries, to write a random graph, whereas a systematic approach often has a much shorter description, e.g., such as the $k$-regular expander graphs we will discuss here which require only $k$ numbers to specify the graphs. For finding paths among vertices in many sorting or routing problems, explicit constructions are particularly crucial.

It has long been a major thrust of so-called constructive methods (in contrast to the probabilistic approach) to study various methods that yield good constructions. In the past several years major progress has been made on constructing expander graphs (although many other problems remain unresolved, as we mention in §5). Margulis [29] constructed linear-sized expander graphs with certain undetermined factors of expansion. Gabber and Galil [21] gave a family of linear expander graphs with an effective estimate on the expansion coefficients. Other constructions appeared in Schmidt [36], Alon and Milman [2], Jimbo and Maruoka [24], and Buck [12]. The Jimbo-Maruoka method uses elementary but rather complicated linear algebraic tools. The analysis of the other constructions used techniques from harmonic analysis. One important step in analyzing expander graphs is to establish the relation between the expanding properties of a $k$-regular graph and $\mu^2$, the second largest eigenvalue of $M^TM$. Tanner first proved [38] that for any set $X$ of vertices of $G$, the number of neighbors $N(X)$ satisfies

$$N(X) \geq \frac{k^2|X|}{(k^2 - \mu^2)|X|/n + \mu^2}.$$ 

Hence $\mu$ provides very good control of the expanding property (also see [2]). The smaller $\mu$ is the more "expanding" the graph is. How small can $\mu$ be as a function of $k$? Alon and Boppana (see [28]) proved that the lim inf of $\mu$ is at least $2\sqrt{k - 1}$ (as $n$ approaches infinity). On the other hand, Lubotsky, Phillips, and Sarnak [28] recently applied some results of Eichler [16] on the Ramanujan conjectures [36] and constructed expander graphs, which they called Ramanujan graphs, with $\mu \leq 2\sqrt{k - 1}$.

In this paper we will construct a new family of expander graphs. Recall that a $k$-sum graph on $n$ vertices can be specified by some set of $k$ integers between 1 and $n$. A pair $\{i, j\}$ is an edge if and only if $i + j$ (mod $n$) is one of the $k$ integers. We can also define the difference graphs where $i \rightarrow j$ is an edge if $i - j$
is one of the specified integers. We will show that the appropriate choices for
the set $S$ of the $k$ integers will ensure that $\lambda$ and $\mu$ are small. Thereby, the
common sum or difference graphs determined by $S$ are expanders with small diameter.

We will now describe the following selection of the $k$-set $S$.

Let $p$ denote a prime number. Let us form the finite field $GF(p^t)$ by adjoining
to $Z_p$ a root $w$ of an irreducible $t$th degree polynomial $F(x)$ in $Z_p[x]$. Now take an element $g$ in $GF(p^t)$ that generates $GF^*(p^t)$ and consider the
$p$ elements $w$, $w + 1$, $\ldots$, $w + p - 1$. Clearly, $w + i$ can be expressed as $g^{d_i}$
for some $d_i$, and these $d_i$, $0 \leq i \leq p - 1$, will form the set $S$. In other words,
the $d_i$'s can be viewed as the discrete logarithms with base $g$ of the $w + i$'s.

Suppose there are two distinct sets of $t$ numbers in $S$, say $d_{i_1}$, $d_{i_2}$, \ldots, $d_{i_t}$
and $d_{j_1}$, $d_{j_2}$, \ldots, $d_{j_t}$, with equal sums. In other words,

$$d_{i_1} + d_{i_2} + \cdots + d_{i_t} = d_{j_1} + d_{j_2} + \cdots + d_{j_t} = x.$$ 

By considering $g^x$, we get

$$(w + i_1)(w + i_2)\cdots(w + i_t) = (w + j_1)(w + j_2)\cdots(w + j_t).$$

We now have a nonzero polynomial of degree $< t$ that is satisfied by $w$. This
contradicts the fact that $w$ satisfies an irreducible polynomial of degree $t$.
This shows that all $t$-sums of $S$ are distinct modulo $p^t - 1$. This fact was first
observed by Bose and Chowla [10] and they proved the following theorem.

For a prime number $p$ and a fixed integer $t$, there exists a set $S$ of $p$ integers
$d_1$, $\ldots$, $d_p$ with $1 \leq d_i \leq p^t$ such that all $t$-sums (i.e., sums of $t$ numbers in
$S$, allowing repetition) are distinct.

We now consider a sum graph $G$ on $n = p^t - 1$ vertices determined by the
$p$-set $S = \{d_1, \ldots, d_p\}$. We note that although the choices of the values of
the $d_i$'s depend on the choice of the primitive element $g$, it can be easily seen that
the resulting graph is, in fact, independent of $g$ since the sum graph $G$ can be
viewed as having vertex set $GF(p^t)^*$, with an edge from $u$ to $v$ if $uv = w + i$
for some $i \in \{0, 1, \ldots, p - 1\}$.

We will show in the next section that the second largest eigenvalue of $G$
is small and thus $G$ has good expanding properties. We can also generalize
the construction of the difference graphs in the following way. For a group $H$
together with a subset $H'$ that is stable under conjugation, we define a graph
with vertex set $H$ and two elements $u$ and $v$ forming an edge if $uv^{-1}$ is in
$H'$. Let $M$ denote the adjacency matrix whose eigenvalues and eigenvectors
can then be determined (see [15]). Namely, $M$ has eigenvalues $\lambda_\rho$ for each
irreducible representation $\rho$ of $G$ given by

$$\lambda_\rho = \frac{1}{d_\rho} \sum_{h \in H'} \Psi_\rho(h)$$
where \( \Psi_\rho(h) = \text{Tr} \rho(h) \) and the \( \lambda_\rho \) occurs with multiplicity \( d_\rho^2 \) where \( d_\rho \) is the dimension of \( \rho \). The sum graph with edges \((i, j)\) for \( ij \in H' \) has eigenvalues \( \lambda_\rho \) if \( \lambda_\rho \) is real or \( \pm|\lambda_\rho| \) if \( \lambda_\rho \) is not real.

4. The eigenvalues of the \( k \)-sum and \( k \)-difference graphs

The eigenvalues of \( k \)-sum and \( k \)-difference graphs can be determined as follows. Let \( \theta \) denote an \( n \)th root of unity in the complex field \( \mathbb{C} \). The following can be easily verified by straightforward matrix manipulation.

**Lemma 1.** The difference graph on \( n \) vertices determined by a set \( S = \{a_1, a_2, \ldots, a_k\} \) has eigenvalues \( \sum_{i=1}^{k} \theta^{a_i} \) where \( \theta \) ranges over all \( n \)th roots of 1.

**Proof.** The eigenvectors are \((1, \theta, \theta^2, \ldots, \theta^{n-1})\).

We remark that the eigenvectors of the difference graph form an orthogonal basis so that Theorem 3 can be applied.

**Lemma 2.** The sum graph on \( n \) vertices determined by a set \( S = \{a_1, a_2, \ldots, a_k\} \) has eigenvalue: \( k \pm |\sum_{i=1}^{k} \theta^{a_i}| \) where \( \theta \) ranges over all \( n \)th roots of 1 with \( \theta \neq \pm 1 \) and \( \sum_{i=1}^{n} (-1)^{a_i} \) if \( n \) is even.

**Proof.** The eigenvectors are \((1, \theta, \theta^2, \ldots, \theta^{n-1}) \pm (\sum_{i=1}^{k} \theta^{a_i})/|\sum_{i=1}^{k} \theta^{a_i}| \cdot (1, \theta^{-1}, \ldots, \theta^{-(n-1)}) \) if \( \theta \neq \pm 1 \).

It remains to be shown that \( |\sum_{i=1}^{n} \theta^{a_i}| \) is small for \( \theta \neq 1 \) where the \( d_i \)'s are as specified in the preceding section.

**Theorem 4.** \( |\sum_{i=1}^{n} \theta^{d_i}| \leq (t - 1)\sqrt{p} \).

Theorem 4 is an immediate consequence of the following theorem of N. M. Katz [25].

**Theorem 5.** Let \( \Psi \) denote a nontrivial complex-valued multiplicative character defined on an extension field \( E \) over a finite field \( K \) with dimension \( t \). Then for any \( x \in E \) such that \( E = K(x) \) we have

\[
|\sum_{a \in K} \Psi(x + a)| \leq (t - 1)\sqrt{|K|}.
\]

A more general form of Theorem 5 on character sums for a finite étale algebra is proved in [25]. In the sum graphs we have \( \lambda \leq (t - 1)\sqrt{p} \). Therefore by Theorem 1 we get the following.

**Theorem 6.** Sum graphs on \( n = p^t - 1 \) vertices have degree \( p \) and diameter at most \( 2t + 4t \log t / (\log p - 2 \log(t - 1)) \) if \( \sqrt{p} > t - 1 \).

As an immediate consequence of Theorem 6, the sum graph is connected if \( \sqrt{p} > t - 1 \). This implies that the multiplicative group \( G(F(p^t))^* \) is generated by \( \{w^i, w^i + 1, \ldots, w^i + p - 1\} \) for a root \( w \) of an irreducible \( t \)th degree polynomial \( F(x) \) in \( \mathbb{Z}_p[x] \).

Another consequence of Theorem 6 is the following result.
Theorem 7. For a prime $p$, an element in $GF(p^t) \simeq GF(p)[x]/(F(x))$ can be written as
\[
\frac{(x + a_1) \cdots (x + a_{m/2})}{(x + b_1) \cdots (x + b_{m/2})}
\]
where $a_i$ and $b_i$ are in $GF(p)$ and
\[
m \leq 2t + 4t \log t/\log p - 2 \log(t - 1)
\]
provided $\sqrt{p} > t - 1$.

We remark that the estimates for the diameter of the sum graph in Theorems 6 and 7 are quite close to best possible if $p \neq 2$. In fact, the sum graph has diameter at least $2t - 1$, if $p \neq 2$. Suppose we choose $a$ in $GF(p) - \{1\} \neq \varnothing$, for $p \neq 2$, and try to go from 1 to $a$ in the sum graph. If there is a path joining 1 and $a$ of length $2r$, then
\[
a = \prod_{i=1}^{r}(x + \alpha_i)/ \prod_{i=1}^{r}(x + \beta_i)
\]
where $\alpha_i$ and $\beta_i$ are in $GF(p)$.

If there is a path joining 1 to $a$ of length $2r - 1$, we then have
\[
a = \prod_{i=1}^{r}(x + \alpha_i)/ \prod_{i=1}^{r-1}(x + \beta_i)
\]
for $\alpha_i$ and $\beta_i$ in $GF(p)$. Now if $r < t$, cross-multiplying gives an identity in $GF[x]$ of degree $r$ that is impossible. So the upper bound $2t + 1$ for $p$ sufficiently large is quite sharp.

Similarly, by considering the diameter of the difference graphs, we have the following.

Theorem 8. For a prime number $p$, any element
\[
\alpha \in GF(p^t) \simeq GF(p)[x]/(F(x))
\]
can be written as $\alpha = (x + a_1) \cdots (x + a_m)$ for some $a_i \in GF(p)$ if $m \geq 2t + 4t \log t/\log p - 2 \log(t - 1)$ and $\sqrt{p} > t - 1$.

An interesting problem is to find the exact number $r$ such that any element can be written as a product of no more than $r$ linear terms. It is easy to see that at least $t + t \log t/\log p$ terms are required since the total number of elements that can be written as a product of $m$ linear terms is at most \(\binom{p^m - 1}{m} \geq p^t - 1\). From Theorem 6 we know that such $t$ is between $2t + 4t \log t/\log p - 2 \log(t - 1)$ and $t + t \log t/\log p$. A recent result of Katz [26] gives an upper bound of $t + 2$ provided $p$ is large enough. Therefore the difference graph has diameter of at most $t + 2$.

5. Concluding Remarks

One immediate application of difference graphs is the problem of multi-loop networks. Multi-loop networks, which arise in connection with the design of
local computer networks, can be described by a directed graph as follows. The vertices of the graphs are \(0, 1, \ldots, n - 1 \pmod{n}\) and directed edges from \(i\) to \(i + a_j\) for some fixed set of \(a_j\)'s. The problem of interest is to minimize the diameter of such graphs. For the case of \(|S| = 2\), so-called double loop networks, several papers \([13, 34]\) obtained close bounds for the diameter, and recently Cheng \([13]\) obtained the complete solution. By using difference graphs, we can construct multi-loop networks of size \(n = p^t - 1\) by taking \(S\) to be \(d^t_j\)'s as mentioned in \(\S 3\). Such graphs will have diameter of at most \(t + 2\) and at least \(t + t \log t / \log p\) if \(p\) is sufficiently large.

One of the outstanding open problems in extremal graph theory is to find a graph on \(n\) vertices with maximum number \(f(n, 2t)\) of edges that does not contain a cycle on \(2t\) vertices. It is known \([9, 18]\) that \(cn^{1-1/(2t-1)} < f(n, 2t) < c'n^{1+1/t}\). For small values of \(t, t = 2, 3, 5\), finite geometries were used to construct extremal graphs with \(cn^{1+1/t}\) edges \([8, 11, 17, 37]\). The sum graphs as described in \(\S 3\) have \(cn^{1+1/t}\) edges with the property that for almost all pairs of vertices there are at most a bounded number of paths of length \(t\). This provides some evidence in support of the conjecture of P. Erdös (see \([17]\)) that \(f(n, 2t)\) behaves as \(cn^{1+1/t}\) for \(n\) sufficiently large.

Although substantial progress has been made for constructions of relatively sparse random-like graphs, the constructions for dense graphs remain very poor. The following problem in Ramsey theory is still unresolved.

Construct a graph on \(n\) vertices with the property that the largest complete subgraphs have at most \(c \log n\) vertices and the largest independent sets have at most \(c \log n\) vertices.

The best construction \([19]\) known so far guarantees only complete subgraphs and independence sets of size smaller than \(e^{c \sqrt{\log n}}\). This remains one of the major open problems in combinatorics.

Another interesting problem is to find the actual “realization” of the linear products. Namely, for a prime \(p\) and integer \(m\), we would like to find an efficient method which can generate, for a given element \(\alpha\) in \(GF(p^t)\), a representation of \(\alpha\) as the linear product of no more than \(m\) terms.
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