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Abstract

A comparison theorem for the isoperimetric profile on the universal cover of surfaces evolving by normalised Ricci flow is proven. For any initial metric, a model comparison is constructed that initially lies below the profile of the initial metric and which converges to the profile of the constant curvature metric. The comparison theorem implies that the evolving metric is bounded below by the model comparison for all time and hence converges to the constant curvature profile. This yields a curvature bound and a bound on the isoperimetric constant, leading to a direct proof that the metric converges to the constant curvature metric.

1 Introduction

The Ricci flow is the nonlinear geometric parabolic evolution equation

\[
\begin{align*}
\frac{\partial}{\partial t} g &= -2 \text{Rc}(t) \\
g(0) &= g_0
\end{align*}
\]

(1)

for a smooth family of Riemannian metrics \( g(t) \) on a smooth manifold \( M \) with Ricci curvature \( \text{Rc}(t) \) and an arbitrary smooth initial metric \( g_0 \). Here we are interested in the case of closed surfaces, that is, 2 dimensional, compact manifolds \( M \) without boundary. The results here pertain to the normalised flow, preserving the 2-dimensional volume of \( M \). After rescaling the initial metric to have volume \( 4\pi \) and applying the Gauss-Bonnet formula, the normalised flow on surfaces takes the form

\[
\frac{\partial}{\partial t} g = -2(K - \overline{K}) g
\]

(2)
where $K$ is the Gaussian curvature and $\overline{K} = \frac{1}{4\pi} \int_M K \mu_g$ is the average Gauss curvature on $M$.

The Ricci flow on surfaces is the lowest dimension, non-trivial flow, and as such exhibits special features not present in higher dimensions. This is because closed surfaces are completely classified according to genus $\lambda = 0, 1, \ldots$, and because of the closely related uniformisation theorem stating that any metric on $M$ is conformal to a metric of constant curvature. By the Gauss-Bonnet theorem, and our volume normalisation, this metric $g_\lambda$ has constant curvature $K = (1 - \lambda)$. From the analysis point of view, the techniques used to study the Ricci flow on surfaces are different to those in higher dimensions, owing to the symmetries of the curvature tensor, implying in particular that $Rc = -2Kg$ on surfaces. On the other hand, the rigidity just described means that we can obtain much stronger results for surfaces than for higher dimensions. In particular, we offer a proof of the following theorem:

**Theorem 1.1** ([Ham88][Cho91]). Given any initial metric $g_0$, there exists a unique solution to the normalised Ricci flow existing for all time $t \in [0, \infty)$ and such that $g(t) \rightarrow_{C^\infty} g_\lambda$, the metric of constant curvature $K = 1 - \lambda$ as $t \rightarrow \infty$.

This theorem is well known. The main contribution here is in the techniques used resulting in the main theorem proven here, a comparison theorem for the isoperimetric profile of a surface with metric evolving by the normalised Ricci flow. The isoperimetric profile is the least boundary area enclosing a given volume (see section 2 for a precise definition).

**Theorem 1.2** (Main Theorem 3.4). Let $(M, g(t))$ be a Ricci flow of a closed surface and $(\tilde{M}, \tilde{g}(t))$ be the lift to the universal cover. Let $\phi : (0, |\tilde{M}|) \times [0, T) \rightarrow \mathbb{R}$ be a smooth, strictly positive, strictly concave function satisfying

$$\frac{\partial \phi}{\partial t} \leq \phi'' \phi^2 - (\phi')^2 \phi + \phi'(4\pi - 2(1 - \lambda)a_0) + (1 - \lambda)\phi.$$

along with the asymptotic behaviour

$$\limsup_{a \rightarrow 0} \frac{\phi(a, t)}{\sqrt{4\pi a}} \leq 1$$

and

$$\limsup_{a \rightarrow \infty} (I(a, t) - \phi(a, t)) \geq 0.$$
If the initial inequality, \( \phi(a, 0) < I_{\tilde{g}(0)}(a) \) for all \( a \in (0, |M|) \) holds, then \( \phi(a, t) \leq I_{\tilde{g}(t)}(a) \) for all \( a, t \) with strict inequality if the inequality in (11) is strict.

By a standard bootstrapping argument, Theorem 1.1 is obtained directly as a corollary of Theorem 3.4 by suitable choices of comparison functions \( \phi \), leading to explicit curvature bounds and bounds on the isoperimetric constant as described in sections 4 and 5.

The use of the isoperimetric profile here is an extension from the 2-sphere to arbitrary surfaces of the results in [AB10], which in turn are based on the isoperimetric estimates in [Ham95a]. We begin in section 2 with a treatment of the isoperimetric profile of surfaces, deriving a viscosity equation via variational techniques which forms the heart of the comparison theorem. The comparison theorem is proven in section 3 by coupling the time-variation of the isoperimetric profile under the normalised Ricci flow with the spatial viscosity equation, yielding the parabolic version of the viscosity equation. Section 4 is devoted to constructing suitable model comparisons. The construction on the 2-sphere was given in [AB10] and is briefly described. Curiously, the most difficult case to deal with is for surfaces of genus \( \lambda > 1 \), which historically was perhaps the easiest case by applying the maximum principle and introducing a potential function [Ham88]. For initially negatively curved surfaces however, the model is quite appealing. Finally in section 5, the bootstrapping convergence argument is briefly described.
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2 The Isoperimetric Profile

2.1 Definition and Basic Properties

Definition 2.1. The isoperimetric profile, \( I_M : (0, |M|) \rightarrow \mathbb{R}_+ \) of \( M \) is defined by

\[
I_M(a) = \inf \{ |\partial \Omega| : |\Omega| = a \}
\]
where the infimum is taken over all relatively compact open sets \( \Omega \) with smooth boundary. Such \( \Omega \) are said to be admissible regions. If \( \Omega \) is an admissible region such that \( I_M(\Omega) = |\partial \Omega| \), we will call \( \Omega \) an isoperimetric region.

A basic theorem we will assume here is that for every \( a \in (0, |M|) \), there exists a corresponding isoperimetric region provided \( M \) is either compact or co-compact. The proof of this fact is a standard result of geometric measure theory. Precise references for the constrained problem are a little difficult to track down. The standard is [Fed69], while [Mor09] is perhaps a little more accessible. In the case of surfaces however, a simplified proof is given in [MHH00] using regularity techniques developed in [HM96].

It will be important for us to understand the behaviour of the isoperimetric profile near the end points \( \{0, |M|\} \). In the situation where \( M \) is compact, then the complement of an isoperimetric region is again an isoperimetric region, so the isoperimetric profile is symmetric about \( |M|/2 \) and it suffices to consider only the behaviour near 0. In the non-compact case, the behaviour near 0 is the same as for the compact case, so let us begin with this situation.

**Theorem 2.2.** Let \( M \) be a smooth Riemannian surface without boundary and such that \( \sup_M K < \infty \). Then the isoperimetric profile satisfies

\[
I(a) = \sqrt{4\pi a} - \frac{\sup_M K}{4\sqrt{\pi}} a^{3/2} + O(a^{5/2}) \quad \text{as} \quad a \to 0.
\]

**Proof.** Small geodesic balls about any point \( p \) are admissible regions. The result of [Gra73] [Theorem 3.1] gives \( |B_r(p)| = \pi r^2 \left( 1 - \frac{K(p)}{12} r^2 + O(r^4) \right) \) and \( |\partial B_r(p)| = 2\pi r \left( 1 - \frac{K(p)}{6} r^2 + O(r^4) \right). \) The upper bound follows since \( |\partial B_r(p)| \geq I(|B_r(p)|) \).

To prove the lower bound, first choose \( a_0 \) sufficiently small to ensure that \( I(a_0) \) is much smaller than the injectivity radius of \( M \). Then an isoperimetric region \( \Omega_0 \) corresponding to \( a_0 \) lies inside a geodesic ball about some point \( p \) (width is bounded above by perimeter for surfaces). Since geodesic balls are simply connected and \( K \leq K_0 = \sup_M K \), the Bol-Fiala inequality (see [Oss78]) then gives

\[
I(a_0) \geq \sqrt{4\pi a_0 - K_0 a_0^2} = \sqrt{4\pi a_0} - \frac{K_0}{4\sqrt{\pi}} a_0^{3/2} + O(a_0^2).
\]

\qed
Next, for our purposes later, we only need to study the large scale behaviour of metrics lifted from compact surfaces to their universal covers. If \( \lambda > 0 \), the the total area of the universal cover \( M \) is unbounded. Of course when \( \lambda = 0 \), \( M = S^2 \) is compact and we’ve covered this case already.

**Theorem 2.3.** Let \( M \) be a closed, genus \( \lambda \geq 1 \) surface with metric \( g \), normalised to have \( |M| = 4\pi \) and let \( \pi : \tilde{M} \to M \) be the universal cover of \( M \) equipped with the pull-back metric \( \tilde{g} = \pi^* g \). Then

\[
I_{\tilde{g}}(a) \to C \sqrt{4\pi a - (1 - \lambda)a^2}
\]

as \( a \to \infty \) for some \( C > 0 \).

**Proof.** By the uniformisation theorem, \( \tilde{g} \) is conformal to a metric of constant curvature so that

\[
\tilde{g} = \phi g_{1-\lambda}
\]

with \( g_{1-\lambda} \) the metric of constant curvature \( 1 - \lambda \) and \( \phi \) a positive function \( \phi : \tilde{M} \to \mathbb{R} \) invariant under the deck transformation group of \( \tilde{M} \). Thus \( \phi \) is uniformly bounded above and below.

The isoperimetric inequality for simply connected Riemannian surfaces of constant curvature \( 1 - \lambda \) implies that the isoperimetric profile \( I_{1-\lambda} \) of the constant curvature metric \( g_{1-\lambda} \) is given by

\[
I_{1-\lambda}(a) = \sqrt{4\pi a - (1 - \lambda)a^2}.
\]

Since \( \tilde{g} \) is conformal to \( g_{1-\lambda} \) with conformal factor \( \phi \) uniformly bounded, we have

\[
\frac{1}{C_1} |\partial \Omega|_{g_{1-\lambda}} \leq |\partial \Omega|_{\tilde{g}} \leq C_1 |\partial \Omega|_{g_{1-\lambda}},
\]

\[
\frac{1}{C_2} |\Omega|_{g_{1-\lambda}} \leq |\Omega|_{\tilde{g}} \leq C_2 |\Omega|_{g_{1-\lambda}}
\]

for constants \( C_1, C_2 > 0 \) which gives the result. \( \square \)

**Remark 2.4.** It would be preferable if we didn’t have to refer to the uniformisation theorem, as then the results of this paper provide a proof of the uniformisation theorem. In the case \( \lambda = 0 \), we have such a proof since \( M \) is compact. In the case \( \lambda = 1 \), the result of [BI95] implies that

\[
I(a) \to C \sqrt{a}
\]

as \( a \to \infty \) for \( 0 < C \leq 4\pi \) with \( C = 4\pi \) if and only if \( M \) is flat. This is precisely the required asymptotics in the theorem for \( \lambda = 1 \) surfaces obtained...
without requiring the use of the uniformisation theorem. The only problem here then is for \( \lambda > 1 \) surfaces. The volume growth of \( \tilde{M} \) is controlled by the number of generators for the fundamental group, but controlling the perimeter is rather more difficult. I am not aware of an applicable result for \( \lambda > 1 \) surfaces, though such a result would be interesting.

### 2.2 Variational Formulae and Consequences

Our techniques are based on applying the standard variational formula for isoperimetric regions, with a slight change in the second variation, obtained by applying the Gauss-Bonnet theorem. Let us briefly recall the applicable variational formulae and describe the approach used here in obtaining the second variation.

Let \( \Omega_0 \) be an isoperimetric region and \( \phi : \Omega_0 \times (-\epsilon_0, \epsilon_0) \to M \) a smooth variation of \( \Omega_0 \). For each fixed \( \epsilon \) we write \( \phi_\epsilon(x) = \phi(x, \epsilon), x \in \Omega_0 \) and \( \Omega_\epsilon = \phi_\epsilon(\Omega_0) \). Thus each \( \phi_\epsilon \) is a diffeomorphism and \( \phi_0 \) is the inclusion \( \Omega_0 \to M \). Let \( X_\epsilon = \phi_\epsilon \frac{\partial}{\partial \epsilon} \) be the variation vector field. We need only consider normal variations, i.e. variations such that \( X_\epsilon \) is parallel to \( n_\epsilon \), the unit normal along \( \partial \Omega_\epsilon \) which can be produced by \( \phi(x, \epsilon) = \exp_x(\epsilon \eta(x) n_0(x)) \) for \( x \in \partial \Omega_0 \) with \( \exp_x \) the exponential map and \( \eta : \partial \Omega_0 \to \mathbb{R} \) a smooth map. We then extend this arbitrarily to a variation on all of \( \Omega_0 \) by smoothly cutting it off in a tubular neighbourhood of \( \partial \Omega_0 \).

The first variation formulae now read

\[
\frac{\partial}{\partial \epsilon}|\partial \Omega_\epsilon| = \int_{\partial \Omega_\epsilon} \eta \kappa \tag{3}
\]

and

\[
\frac{\partial}{\partial \epsilon}|\Omega_\epsilon| = \int_{\partial \Omega_\epsilon} \eta. \tag{4}
\]

where \( \kappa \) is the geodesic curvature of \( \partial \Omega_\epsilon \). In particular, the vanishing of the first variation for all functions \( \eta \) such that \( \int_{\partial \Omega_\epsilon} \eta = 0 \) (area preserving variations) ensures that \( \kappa \) is constant.

For the second variation, we need only consider unit-speed variations \( (\eta \equiv 1) \) and so immediately conclude the second variation for area,

\[
\frac{\partial^2}{\partial \epsilon^2}|\Omega_\epsilon| = \int_{\partial \Omega_\epsilon} \kappa. \tag{6}
\]
For the second variation of boundary length, it suits our purposes to first apply the Gauss-Bonnet formula and then differentiate equation (3). Thus

\[
\frac{\partial^2}{\partial \epsilon^2} |\partial \Omega_\epsilon| = \frac{\partial}{\partial \epsilon} \int_{\partial \Omega_\epsilon} \kappa = \frac{\partial}{\partial \epsilon} \left( 2\pi \chi_{\Omega(\epsilon)} - \int_{\Omega(\epsilon)} K_M \right)
\]

where \(\chi_{\Omega_\epsilon}\) is the Euler characteristic of \(\Omega_\epsilon\) which is independent of \(\epsilon\) since each \(\phi_\epsilon\) is a diffeomorphism and \(K_M\) is the Gauss curvature of \(M\). The latter has no explicit dependence on \(\epsilon\) and so the Reynold’s Transport Theorem (or differentiating under the integral sign) yields

\[
\frac{\partial^2}{\partial \epsilon^2} |\partial \Omega_\epsilon| = -\int_{\partial \Omega_\epsilon} K_M. \tag{5}
\]

Next let us note some relatively straight forward facts following from the variational formulae.

**Definition 2.5.** A function \(f : (a,b) \to \mathbb{R}\) has weak derivatives satisfying

\[
\frac{\partial f^-}{\partial x} \leq C_1 \leq \frac{\partial f^+}{\partial x} \quad \text{and} \quad \frac{\partial^2 f}{\partial x^2} \leq C_2
\]

in the support (or sometimes Calabi) sense at \(x_0\) if \(f\) supports a smooth function \(\phi\) at \(x_0\) \((f(x_0) = \phi(x_0)\) and \(f(x) \leq x_0\) for \(x\) near \(x_0\)) such that

\[
\frac{\partial \phi}{\partial x}(x_0) = C_1 \quad \text{and} \quad \frac{\partial^2 \phi}{\partial x^2}(x_0) = C_2.
\]

**Proposition 2.6 ([BP86] (see also [Cha06])).** For each \(a_0 \in (0, |M|)\), let \(\Omega_0\) be a corresponding isoperimetric region with constant curvature \(\kappa(a_0)\) along the boundary. Then the isoperimetric profile satisfies

\[
\frac{\partial I^-}{\partial a} \leq \kappa(a_0) \leq \frac{\partial I^+}{\partial a} \quad \text{and} \quad \frac{\partial^2 I}{\partial a^2} \leq -\frac{1}{I^2} \left( \kappa(a_0)^2 I + \int_{\partial \Omega_0} K_M \right)
\]

in the support sense. Moreover, if \(K_M \geq K_0\), the function

\[
a \mapsto I(a)^2 + K_0 a^2
\]

is concave, hence \(I^2\) is locally Lipschitz and in particular \(I\) is continuous.
Remark 2.7. Since we are assuming $M$ is compact or co-compact, $K_M$ is bounded hence $I$ is continuous. Note also that since $\sqrt{\cdot}$ is smooth away from 0, by Rademacher’s theorem, $I$ is differentiable almost everywhere.

Corollary 2.8. With the notation of the proposition, if $K_0 \geq 0$ then $I$ is concave and so too is $I^2$. If the inequality is strict, then $I$ and $I^2$ are strictly concave.

The last results of this section concern the topology of isoperimetric regions. We generally don’t have a-priori control over the topology of isoperimetric regions and so we don’t know the precise form of the differential inequality for $I$ because of the integral over the unknown regions $\Omega_0$. However, there is a useful sufficient condition for obtaining control of the topology of isoperimetric regions. This result is straightforward, but is quite fundamental to us for the comparison theorem 3.4. See also [SZ99].

Lemma 2.9. Let $a_0 \in (0, |M|)$ and $\Omega_0$ a corresponding isoperimetric region. If there exists a strictly positive, strictly concave function $\phi : (0, |M|) \rightarrow \mathbb{R}$ supporting $I$ at $a_0$ ($\phi(a_0) = I(a_0)$ and $\phi(a) \leq I(a)$ for all $a \in (0, |M|)$), then $\Omega_0$ is connected. If $M$ is compact then $\Omega_0$ has connected complement.

Remark 2.10. It is worth pointing out that while the conclusion of the lemma is local, pertaining to a particular value of $a_0$ and corresponding isoperimetric region, the hypotheses are global in nature in that we need a \textit{globally defined} supporting function $\phi$ (not just in a neighbourhood of $a_0$).

Proof. First note that since $\phi > 0$ on $(0, |M|)$, $\phi \leq I$, and $I(0) = 0$, we have $\phi(0) = 0$. Thus since $\phi$ is strictly concave, $\phi$ is strictly subadditive.

Now suppose $\Omega_0$ is not connected. Then we can write $\Omega_0 = \Omega_1 \cup \Omega_2$ with $\Omega_1 \cap \Omega_2 = \emptyset$. Since $\partial \Omega_0$ is smooth we must have $\partial \Omega_0 = \partial \Omega_1 \cup \partial \Omega_2$ and $\partial \Omega_1 \cap \partial \Omega_2 = \emptyset$. Thus we have $|\Omega_0| = |\Omega_1| + |\Omega_2|$ and $|\partial \Omega_0| = |\partial \Omega_1| + |\partial \Omega_2|$, and all of these are non-zero. But then we get

$$\phi(|\Omega_1|) + \phi(|\Omega_2|) \leq |\partial \Omega_1| + |\partial \Omega_2| = |\partial \Omega_0|$$
$$= \phi(|\Omega_0|)$$
$$= \phi(|\Omega_1| + |\Omega_2|)$$
$$< \phi(|\Omega_1|) + \phi(|\Omega_2|).$$

This is a contradiction, so $\Omega_0$ is connected.

If $M$ is compact, then $M \setminus \Omega_0$ is also an isoperimetric region with $|M \setminus \Omega_0| = |M| - |\Omega_0| = |M| - a_0$ and $I(|M| - a_0) = |\partial M \setminus \Omega_0| = |\partial \Omega_0| = \sqrt{\int_M |\nabla u|^2 \, dx}$. The calculations show that $I$ is differentiable almost everywhere, and the inequality holds with equality.
Reflecting \( \phi \) about \( a = |M|/2 \) gives a function satisfying the hypothesis of the proposition at \( |M| - a_0 \). Hence \( M \setminus \Omega_0 \) is also connected.

**Corollary 2.11.** With the hypothesis of Lemma 2.9, if \( M \) is diffeomorphic to \( \mathbb{S}^2 \), then \( \Omega_0 \) is simply connected.

*Proof.* Follows from the Jordan curve theorem for \( \mathbb{S}^2 \).

**Corollary 2.12.** With the hypothesis of Lemma 2.9, if \( M \) is diffeomorphic to \( \mathbb{R}^2 \), then \( \Omega_0 \) is simply connected.

*Proof.* Since \( \mathbb{R}^2 \) is not compact, we cannot immediately conclude that \( \Omega_0 \) has connected complement as before. To achieve this result, first note that if \( M \) is \( \mathbb{R}^2 \), then \( \phi \) is a (strictly) positive concave function on \((0, \infty)\) and hence is strictly increasing. Since \( \Omega_0 \) is connected, topologically it is a disc with finitely many discs removed. Let \( \Omega_1 \) denote the interior of the external boundary of \( \Omega_0 \), i.e. \( \Omega_1 \) is equal to \( \Omega_0 \) with the “holes” filled in. Then \( \Omega_1 \) has strictly larger area than \( \Omega_0 \) and strictly smaller boundary length. But then

\[
\phi(|\Omega_0|) = I(|\Omega_0|) = |\partial \Omega_0| > |\partial \Omega_1| \geq I(|\Omega_1|) \geq \phi(|\Omega_1|)
\]

contradicting that \( \phi \) is increasing. Therefore \( \mathbb{R}^2 \setminus \Omega_0 \) is connected and now the Jordan curve theorem implies \( \Omega_0 \) is simply connected.

Let us finish by noting that in positive curvature, we have complete knowledge of the topology of isoperimetric regions.

**Corollary 2.13.** If \( M \) is diffeomorphic to either \( \mathbb{S}^2 \) or \( \mathbb{R}^2 \) (for instance if \( M \) is the universal cover of a closed surface) and \( K_0 > 0 \), then all isoperimetric regions are simply connected.

*Proof.* By Corollary 2.8, \( I \) is strictly concave so the hypotheses of Corollaries 2.11 and 2.12 are satisfied at any \( a_0 \in (0, |M|) \) by choosing \( \phi = I \) itself.

**Remark 2.14.** I don’t know if this result can be extended to \( K_0 = 0 \) since in this case \( I \) is not necessarily strictly concave.

### 2.3 A viscosity equation for the isoperimetric profile

The results in this section formalise some of the ideas used in [AB10]. We obtain a differential inequality in the viscosity sense for the isoperimetric profile of a surface. This is somewhat dual to the results in the previous section and those in [Bay04] in that we assert conditions which lower supporting functions must satisfy as opposed to the aforementioned results which assert the
existence of an upper supporting function with bounds on the derivatives. The methods however, are essentially the same and the support inequality implies the viscosity inequality. As the isoperimetric profile is defined as an extrema, viscosity equations turn out to be well suited to this situation. Indeed, viscosity equations were introduced in [CL83] to study Hamilton-Jacobi equations, also arising from optimisation problems. A central feature of viscosity equations, that forms the basis of the comparison theorem 3.4 is that they enjoy a maximum principle. See [CC95] for more on viscosity equations.

**Definition 2.15.** A lower semi-continuous function $f : (a, b) \to \mathbb{R}$ is a viscosity super-solution of the 2nd order differential equation

$$A(x, f, f', f'') = 0$$

if for every $x_0 \in (a, b)$ and every $C^2$ function $\phi$ such that $\phi(x_0) = f(x_0)$ and $\phi(x) \leq f(x)$ in a neighbourhood of $x_0$, we have $A(x_0, \phi(x_0), \phi'(x_0), \phi''(x_0)) \geq 0$. An upper semi-continuous function is a viscosity sub-solution if the same statements hold with the inequalities reversed.

For $f$ a viscosity super(sub)-solution of $A(x, f, f', f'') = 0$, we will abuse notation slightly and write $A(x, f, f', f'') \geq 0(\leq 0)$ (in the viscosity sense).

**Remark 2.16.** In the definition, the existence of a lower (upper) supporting function at a point is not required, rather we assert that if such a supporting function exists, it must satisfy the appropriate differential inequality. For instance, the absolute value function, $x \mapsto |x|$ is a viscosity sub-solution of $f' = 1$ even though no $C^1$ upper support function exists at $x = 0$.

**Theorem 2.17.** The isoperimetric profile is a viscosity super-solution of

$$-\left(I'' I^2 + (I')^2 I + \int_{\partial \Omega_0} K_M\right) = 0$$

where $\Omega_0$ is any isoperimetric region corresponding to $a_0$ ($|\Omega_0| = a_0$ and $\text{I}(a_0) = |\partial \Omega_0|$) and $K_M$ is the gauss curvature of $M$.

In particular, if $K_M \geq K_0$ is bounded below on $M$, then

$$-(I'' I^2 + (I')^2 I + K_0 I) \geq 0$$

in the viscosity sense.
Remark 2.18. The integral term in the first equation is difficult to deal with; even though the Gauss curvature $K$ is a given function on the ambient space $M$, we don’t have any a-priori knowledge of $\Omega_0$. Nevertheless, the first form will be the most useful to us when considering the Ricci flow, since the integral term will also appear in the time variation of isoperimetric regions under the Ricci flow allowing us to connect the spatial variational formulae with the time variational formulae.

Proof. The isoperimetric profile is continuous by proposition 2.6 and the remark following it.

Let $\phi$ be a smooth function defined on a neighbourhood of $a_0 \in (0,|M|)$ such that $\phi \leq I$ and $\phi(a_0) = I(a_0)$. Let $\Omega_0$ be an isoperimetric region corresponding to $a_0$. Choose a unit speed normal variation of $\partial \Omega_0$ and define

$$f(\epsilon) = |\partial \Omega_\epsilon| - \phi(|\Omega_\epsilon|).$$

Then we have

$$f(\epsilon) \geq I(|\Omega_\epsilon|) - \phi(|\Omega_\epsilon|) \geq 0$$

and

$$f(0) = |\partial \Omega_0| - \phi(|\Omega_0|) = I(|\Omega_0|) - \phi(|\Omega_0|) = 0.$$

Thus 0 is a minima of $f$ so that $\partial f / \partial \epsilon(0) = 0$ and $\partial^2 f / \partial \epsilon^2(0) \geq 0$. Now we use the first variation formula to compute

$$\frac{\partial f}{\partial \epsilon} = \int_{\partial \Omega_\epsilon} \kappa - \phi' |\partial \Omega_\epsilon|$$

which at $\epsilon = 0$ gives

$$0 = \int_{\partial \Omega_0} \kappa - \phi'(a_0) |\partial \Omega_0| = (\kappa - \phi'(a_0)) |\partial \Omega_0|$$

since $\kappa$ is constant along $\partial \Omega_0$. Thus $\kappa = \phi'(a_0)$ along $\partial \Omega_0$.

The second variation gives

$$\frac{\partial^2 f}{\partial \epsilon^2} = \frac{\partial^2}{\partial \epsilon^2} |\partial \Omega_\epsilon| - \phi''(a_0) \left( \frac{\partial}{\partial \epsilon} |\Omega_\epsilon| \right)^2 - \phi' \frac{\partial^2}{\partial \epsilon^2} |\Omega_\epsilon|$$

$$= - \int_{\partial \Omega_\epsilon} K - \phi'' |\partial \Omega_\epsilon|^2 - \phi' \int_{\partial \Omega_\epsilon} \kappa.$$

The positivity of $\frac{\partial^2 f}{\partial \epsilon^2}$ at $\epsilon = 0$ allows us to complete the proof with the inequality

$$0 \leq - \int_{\partial \Omega_0} K - \phi''(a_0) \phi^2(a_0) - (\phi')^2(a_0) \phi(a_0),$$
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recalling that \( \phi(a_0) = |\Omega_0| \) and using that \( \kappa = \phi'(a_0) \) along \( \partial \Omega_0 \) just obtained from the first variation.

## 3 A comparison theorem

### 3.1 Comparison equation under the Ricci flow

Let us now couple the spatial viscosity equation with the Ricci flow. For this we need to know the time-variation of isoperimetric regions under the Ricci flow. It is quite remarkable that this is possible at all and heavily relies on the fact that \( M \) is 2 dimensional. It would be interesting to see if similar results hold in higher dimensions, though this seems unlikely unless some topological and/or curvature restrictions are imposed.

We first need the parabolic version of viscosity equations.

**Definition 3.1.** A lower semi-continuous function \( f : (a, b) \times [0, T) \to \mathbb{R} \) is a viscosity super-solution of the 2nd order parabolic equation

\[
\frac{\partial f}{\partial t} + A(x, t, f, f', f'') = 0
\]

if for every \((x_0, t_0) \in (a, b) \times [0, T)\) and every \(C^2\) function \( \phi \) such that \( \phi(x_0, t_0) = f(x_0, t_0) \) and \( \phi(x, t) \leq f(x, t) \) for \( x \) in a neighbourhood of \( x_0 \) and \( t \leq t_0 \) near \( t_0 \), we have \( \frac{\partial \phi}{\partial t}(x_0, t_0) + A(x_0, t_0, \phi, \phi', \phi'') \geq 0 \). An upper semi-continuous function is a viscosity sub-solution if the same statements hold with the inequalities reversed.

**Theorem 3.2.** Let \( M \) be a closed surface of genus \( \lambda \), \( g(t) \) a solution of the normalised Ricci flow on \( M \) and \( \tilde{g}(t) = \pi^* g(t) \) the corresponding solution on the universal cover \( \tilde{M} \to M \). For any \( a_0 \), let \( \chi_0 \) be the Euler characteristic of \( \Omega_0 \) an isoperimetric region corresponding to \( a_0 \). Then the isoperimetric profile, \( I_{\tilde{g}(t)} \) satisfies

\[
\frac{\partial}{\partial t} I - \left[ I'' I^2 + (I')^2 I + (4\pi \chi_0 - 2(1 - \lambda) a) I' + (1 - \lambda) I \right] \geq 0
\]

in the viscosity sense.

**Proof.** For convenience sake, let us write \( |\cdot|_t = |\cdot|_{\tilde{g}(t)} \) and \( I_t = I_{\tilde{g}(t)} \). Let \( \phi \) be a \( C^2 \) function such that \( \phi(a_0, t_0) = I_{t_0}(a_0) \) and \( \phi \leq I \) for near \( a_0 \) and \( t \leq t_0 \) near \( t_0 \). We need to show that \( \phi \) must satisfy the differential inequality from the statement of the theorem.
We compute the time variation of isoperimetric regions. Given \( a_0 \), let \( \Omega_0 \subset \tilde{M} \) be an isoperimetric region in \( \tilde{M} \) with respect to the metric \( \tilde{g}(t_0) \). That is \( |\Omega_0|_{t_0} = a_0 \) and \( |\partial \Omega_0|_{t_0} = \phi(a_0, t_0) \). Since \( I_t(a) \geq \phi(a, t) \) for \( t \leq t_0 \) and \( a \) near \( a_0 \), we have

\[
|\partial \Omega_0|_t \geq \phi(|\Omega_0|, t)
\]

for \( t \leq t_0 \), and equality holds when \( t = t_0 \). Since both sides of this equation are differentiable in \( t \), it follows that under the normalised Ricci flow,

\[
\frac{\partial}{\partial t} |\partial \Omega_0|_t \leq \frac{\partial \phi}{\partial t}(a_0, t_0) + \phi'(a_0, t_0) \frac{\partial}{\partial t} |\Omega_0|_t. \tag{6}
\]

The time derivative on the left can be computed as follows: Parametrise \( \partial \Omega_0 \) by \( \gamma \):

\[
\gamma : u \in S^1 \mapsto M
\]

and write \( \gamma_u = \gamma^* \frac{\partial}{\partial u} \). Then recalling that the metric evolves by the normalised Ricci flow, \( \frac{\partial}{\partial t} \tilde{g} = -2(K - (1 - \lambda)) \tilde{g} \), we obtain

\[
\frac{\partial}{\partial t} |\partial \Omega_0|_t = \frac{\partial}{\partial t} \int_{\partial \Omega_0} \sqrt{\tilde{g}_t(\gamma_u, \gamma_u)} \, du = -\int_{\partial \Omega_0} (K_M - (1 - \lambda)) \, ds
\]

\[
= -\int_{\partial \Omega_0} K_M \, ds + (1 - \lambda) \phi(a_0, t_0),
\]

where \( ds \) is the arc-length element along \( \partial \Omega_0 \).

For the right hand side, by differentiating the determinant and use the normalised Ricci flow equation again, we have \( \frac{\partial}{\partial t} \mu_{\tilde{g}} = -2(K_M - (1 - \lambda)) \mu_{\tilde{g}} \), where \( \mu_{\tilde{g}} \) is the measure on \( \tilde{M} \) induced by the metric \( \tilde{g} \). Thus,

\[
\frac{\partial}{\partial t} |\Omega_0|_t = -2 \int_{\Omega_0} (K_M - (1 - \lambda)) \mu_{\tilde{g}(t_0)}. \tag{7}
\]

Writing \( \chi_0 = \chi(\Omega_0) \) the Euler characteristic of \( \Omega_0 \) and applying the Gauss-Bonnet theorem yields

\[
\frac{\partial}{\partial t} |\Omega_0|_t = 2(1 - \lambda) |\Omega_0| - 2 \left( 2\pi \chi_0 - \int_{\partial \Omega_0} \kappa \, ds \right) = 2(1 - \lambda)a_0 - 4\pi \chi_0 + 2\int_{\partial \Omega_0} \kappa \, ds,
\]

were \( \kappa \) is the geodesic curvature of the curve \( \partial \Omega_0 \). Thus the inequality \( \text{(6)} \) becomes

\[
-\int_{\partial \Omega_0} K_M \, ds + (1 - \lambda) \phi \leq \frac{\partial}{\partial t} \phi + \phi' \left( 2(1 - \lambda)a_0 - 4\pi \chi_0 + 2\int_{\partial \Omega_0} \kappa \, ds \right), \tag{7}
\]

Now recall that theorem 2.17 states that for each time \( t \), the isoperimetric profile \( I_t \) satisfies

\[
- \left( I'' + (I')^2 I + \int_{\partial \Omega_0} K_M \right) \geq 0
\]
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in the viscosity sense. Since at $a_0$, $\phi(-, t_0)$ is a supporting function for $I_{t_0}(-)$ we also have
\[ \phi'' \phi^2 + (\phi')^2 \phi \leq -\int_{\partial \Omega_0} K_M. \] (8)
Also, the vanishing of the first spatial variation gives $\kappa = \phi'(a_0)$ is constant along $\partial \Omega_0$ and so
\[ \int_{\partial \Omega_0} \kappa \, ds = \phi(a_0) \phi'(a_0). \] (9)
Putting together the inequalities (7) and (8) and using (9) we obtain
\[ \frac{\partial \phi}{\partial t} \geq -\int_{\partial \Omega_0} K_M \, ds + (1 - \lambda) \phi - \phi' (2(1 - \lambda)a_0 - 4\pi \chi_0 + 2\phi') \]
\[ \geq \phi'' \phi^2 + (\phi')^2 \phi + \phi' (4\pi \chi_0 - 2(1 - \lambda)a_0) - 2\phi(\phi')^2 \] (10)
which is the required inequality. □

Remark 3.3. The viscosity equation has the unfortunate term $\chi_0$ which, without any topological knowledge of isoperimetric regions is unknown and could take any possible value. By Corollary 2.13, in the particular case that $K_M > 0$, we may conclude that $\chi_0 = 1$ for all $a_0$. In general however, we need not expect any particular bound on Euler characteristic from a curvature bound alone.

Even though the topological uncertainty is a real problem, for our purposes we may avoid it entirely by appealing to the underlying concavity of the isoperimetric profile. This is exploited in the next theorem, the comparison theorem, which is the central result of this paper.

Theorem 3.4. Let $(M, g(t))$, $(\tilde{M}, \tilde{g}(t))$ be as in the previous theorem. Let $\phi : (0, |\tilde{M}|) \times [0, T) \to \mathbb{R}$ be a smooth, strictly positive, strictly concave function satisfying
\[ \frac{\partial \phi}{\partial t} \leq \phi'' \phi^2 - (\phi')^2 \phi + \phi' (4\pi - 2(1 - \lambda)a_0) + (1 - \lambda)\phi. \] (11)
along with the asymptotic behaviour
\[ \limsup_{a \to 0} \frac{\phi(a, t)}{\sqrt{4\pi a}} \leq 1 \]
and
\[ \limsup_{a \to \infty} (I(a, t) - \phi(a, t)) \geq 0 \]
If the initial inequality, \( \phi(a, 0) < I_{\tilde{g}(0)}(a) \) for all \( a \in (0, |\tilde{M}|) \) holds, then \( \phi(a, t) \leq I_{\tilde{g}(t)}(a) \) for all \( a, t \) with strict inequality if the inequality in (11) is strict.

**Remark 3.5.** The large scale asymptotic requirements and rather imprecise because we don’t have a priori control over the constant \( C \) in Theorem 2.3. This will not prove problematic for us by Proposition 3.9 below.

**Proof.** First suppose that we have strict inequality in the differential inequality and in the asymptotic inequalities. We argue by contradiction. The conditions \( \phi(a, 0) < I_{\tilde{g}(0)}(a) \) and \( \phi(a, t) < I_{\tilde{g}(t)}(a) \) for \( a \) sufficiently close to \( \{0, |\tilde{M}|\} \) imply that if the theorem is false, there is a first time \( t_0 > 0 \) and an \( a_0 \in (0, |\tilde{M}|) \) such that \( \phi(a_0, t_0) = I_{t_0}(a_0) \). Thus \( \phi(a, t) \leq I_t(a) \) for \( t \leq t_0 \) with equality at \( (a_0, t_0) \). Since \( \phi \) is strictly concave, the hypotheses of Lemma 2.9 are satisfied and so \( \Omega_0 \) is simply connected and \( \chi_0 = 1 \).

But now observe that \( \phi \) is a lower supporting function for \( I_t \) at \( a_0 \) and by theorem 3.2,

\[
\frac{\partial \phi}{\partial t} \geq \phi'' \phi^2 - (\phi')^2 \phi + \phi' (4\pi - 2(1 - \lambda)a_0) + (1 - \lambda)\phi
\]

a contradiction, hence the theorem is true when the inequalities are strict.

If any of the inequalities are not strict, define \( \phi_\epsilon = (1 - \epsilon)\phi \) for any \( \epsilon \) with \( 0 < \epsilon < 1 \). Then we have \( \phi_\epsilon < \phi \) giving strict inequality for the asymptotics. We also have

\[
\frac{\partial \phi_\epsilon}{\partial t} - (\phi''_\epsilon \phi^2 - (\phi')^2 \phi_\epsilon) - \phi'_\epsilon (4\pi - 2(1 - \lambda)a_0) - (1 - \lambda)\phi_\epsilon = (1 - \epsilon) \left( \frac{\partial \phi}{\partial t} - (1 - \epsilon)^2(\phi'' \phi^2 - (\phi')^2 \phi) - \phi' (4\pi - 2(1 - \lambda)a_0) - (1 - \lambda)\phi \right) \leq \epsilon(1 - \epsilon)(2 - \epsilon)(\phi^2 \phi'' - (\phi')^2 \phi) < 0
\]

since \( \phi'' < 0 \).

Thus \( \phi_\epsilon(a, t) < I(a, t) \) by the result for strict inequalities and the result follows by letting \( \epsilon \to 0 \).

Using the theorem, and the asymptotics of \( I \) from Theorem 2.2,

\[
I(a) = \sqrt{4\pi a} \left( 1 - \sup_M K \frac{a}{8\pi} + O(a^2) \right)
\]

as \( a \to 0 \), we may now obtain a curvature bound for \( \tilde{g}(t) \) and hence for \( g(t) \).
Corollary 3.6. With the notation of the previous theorem, \( \phi \) satisfying the hypothesis of the theorem and such that

\[
\phi(a,t) = \sqrt{4\pi a(1 - \frac{K_0(t)}{8\pi}a + O(a^2))},
\]

we have

\[
\sup_{M} K_M(t) \leq K_0(t).
\]

The isoperimetric constant of a non-compact surface is defined to be

\[
\mathcal{I} = \inf \left\{ \frac{|\partial \Omega|^2}{|\Omega|} : \Omega \text{ admissible} \right\}.
\]

For a compact surface, the (modified) isoperimetric constant is defined by

\[
\mathcal{I} = \inf \left\{ \frac{|\partial \Omega|^2}{\min(|\Omega|, |M \setminus \Omega|)} : \Omega \text{ admissible} \right\}.
\]

Recall that in the compact case, \( \mathcal{I}(|\Omega|) = \mathcal{I}(|M \setminus \Omega|) \). Therefore we have

\[
\mathcal{I} = \inf \left\{ \frac{I(a)^2}{a} : 0 < a < \frac{|M|}{2} \right\}
\]

where we take \( \infty/2 = \infty \) for the non-compact case.

Corollary 3.7. With the notation of the previous theorem and, \( \phi \) satisfying the hypothesis of the theorem we have

\[
\mathcal{I}_M(t) \geq \inf \left\{ \frac{\phi(a,t)^2}{a} : 0 < a < \frac{|M|}{2} \right\}.
\]

Remark 3.8. Note that area (2 dimensional volume) on \( \tilde{M} \) equipped with the pull-back metric \( \pi^* g \) grows like the growth of the fundamental group, but boundary length can’t be controlled so easily. For instance, the torus with arbitrarily small ratio of principal radii may be equipped with the flat metric, giving control of the isoperimetric constant on \( \tilde{M} \), but with arbitrarily small isoperimetric constant on \( M \). Thus when \( \lambda > 0 \) (so that \( \tilde{M} \) is not compact), we can’t transfer control of the isoperimetric constant on \( \tilde{M} \) to control of the isoperimetric constant on \( M \).

Let us finish this section by recording a useful result for surfaces of genus \( \lambda \geq 1 \) that shows the large scale asymptotics of \( \phi \) are superfluous.
Proposition 3.9. Let $M$ be a closed surface of genus $\geq 1$ (so that $\tilde{M}$ is not compact). Let $\phi$ be a strictly positive, strictly concave function satisfying the differential inequality (11) and the small scale asymptotics from the comparison theorem 3.4. Then if $\phi(a,0) < I_{\tilde{g}(0)}(a)$ for all $a \in (0, \infty)$, then $\phi(a,t) \leq I_{\tilde{g}(t)}(a)$ for all $a,t$.

Proof. The only thing missing from Theorem 3.4 is the large scale asymptotics. It is convenient to work with the function $v = \phi^2$. This satisfies

$$\frac{\partial v}{\partial t} \leq v^2 \Delta \ln v + (4\pi - 2(1 - \lambda)a)v' + 2(1 - \lambda)v.$$  

(12)

For any $C > 0$, define

$$u_C(a,t) = Ce^{2(1-\lambda)t}.$$  

Then $u_C$ satisfies equality in equation (12). Since $u_C$ is constant for each fixed $t$ and $I$ grows linearly as $a \to \infty$ by Theorem 2.3 we have also have $u_C(a,t) < I_{\tilde{g}(t)}(a)$ for all $a$ large enough. Now take the harmonic mean,

$$H(a,t) = \left(\frac{1}{v(a,t)} + \frac{1}{u_C(a,t)}\right)^{-1}.$$  

This has the property that for any $(a,t)$ we have

$$v(a,t) = \lim_{C \to \infty} \frac{v(a,t)u_C(a,t)}{v(a,t) + u_C(a,t)} = \lim_{C \to \infty} H(a,t).$$

Therefore to prove the result, we need to show $H$ satisfies the hypotheses of theorem 3.4 since this will give the inequality for $H$ for every $C > 0$ and so too for $v$ being the limit $C \to \infty$ of $H$.

First, since $0 < H \leq v, u_C$, the initial inequality $H < I_0$ is satisfied along with the necessary small and large scale asymptotics.

For strict concavity of $H$, we use

$$H = \frac{u_C^2v'}{u_C + v}$$

and $(u_C)' = 0$ to compute

$$H' = \frac{u_Cv'}{u_C + v} - \frac{u_Cvv'}{(u_C + v)^2} = \frac{u^2Cv'}{(u_C + v)^2}$$
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and so

\[ H'' = \frac{u''_C v''}{(u_C + v)^2} - \frac{2u''_C (v')^2}{(u_C + v)^3} < 0 \]

by strict concavity of \( v \) and positivity of \( v, u_C \). Thus \( H \) is strictly concave.

Now let us consider the differential inequality. Define

\[ L_\pm = (4\pi - 2(1 - \lambda)a) \frac{\partial}{\partial a} \pm 2(1 - \lambda). \]

The differential inequality \([12]\) then reads

\[ \left( \frac{\partial}{\partial t} - L_- \right) v \leq v^2 \Delta \ln v. \]

For any function \( f \) we have

\[ \left( \frac{\partial}{\partial t} - L_\pm \right) \frac{1}{f} = -\frac{1}{f^2} \left( \frac{\partial}{\partial t} - L_\pm \right) f. \] \( \text{(13)} \)

Applying equation \([13]\) to \( H \) with \( f = v^{-1} + u_C^{-1} \) gives

\[ \left( \frac{\partial}{\partial t} - L_- \right) H = -H^2 \left( \left( \frac{\partial}{\partial t} - L_+ \right) \frac{1}{v} + \left( \frac{\partial}{\partial t} - L_+ \right) \frac{1}{u_C} \right) \]

\[ = -H^2 \left( \left( \frac{\partial}{\partial t} - L_+ \right) \frac{1}{v} - 2(1 - \lambda) \frac{1}{u_C} \right) \]

since \( L_\pm(u_C) = 0 \).

Applying equation \([13]\) to \( v^{-1} \) we get

\[ \left( \frac{\partial}{\partial t} - L_- \right) H = \frac{H^2}{v^2} \left( \frac{\partial}{\partial t} - L_- \right) v + 2H^2 (1 - \lambda) \frac{1}{u_C} \]

\[ \leq \frac{H^2}{v^2} v^2 \Delta \ln v \]

\[ = H^2 \Delta \ln v. \]

since \( (1 - \lambda) \leq 0 \). Here the inequality is strict if \( v \) (or equivalently \( u \)) satisfies strict inequality in the differential inequality. We want to show the
right hand side is less than or equal to \( H^2 \Delta \ln H \). We compute

\[
H^2 \Delta \ln H = HH'' - (H')^2
\]

\[
= \frac{vu_C}{v + u_C} \left[ \left( \frac{u_C}{v + u_C} \right)^2 v'' - \frac{2u_C^2}{v + u_C} (v')^2 \right] - \left( \frac{u_C}{v + u_C} \right)^4 \left( v' \right)^2
\]

\[
= \frac{vu_C}{v + u_C} \left[ \left( \frac{u_C}{v + u_C} \right)^2 \left( \frac{v''}{v} - \frac{2u_C v}{(v + u_C)^2} \right) \right] - \frac{u_C^2}{v + u_C} \left( v' \right)^2
\]

\[
= H^2 \left[ \left( \frac{u_C}{v + u_C} \right) \frac{v''}{v} - \left( \frac{(v + u_C)^2 - v^2}{(v + u_C) v^2} \right) \left( (v')^2 \right) \right]
\]

\[
\geq H^2 \left[ \frac{v''}{v} - \frac{(v')^2}{v^2} \right] = H^2 \Delta \ln v
\]

where the inequality follows from the concavity of \( v \) and the positivity of \( v \) and \( u_C \).

\[\square\]

### 3.2 A connection with logarithmic porous media

For positive functions \( \phi \), the differential inequality

\[
\frac{\partial \phi}{\partial t} < \phi^2 \phi'' - \phi (\phi')^2 + (4\pi - 2(1 - \lambda) a) \phi' + (1 - \lambda) \phi
\]

is equivalent to the logarithmic porous media inequality

\[
\frac{\partial u}{\partial t} > \Delta \ln u.
\]

To see this, observe that

\[
\phi^3 \Delta \ln \phi = \phi^2 \phi'' - \phi (\phi')^2.
\]

Letting \( u = \phi^{-2} \) we have \( \Delta \ln u = -2 \Delta \ln \phi \) and so

\[
\frac{\partial u}{\partial t} = -\frac{2}{\phi^3} \frac{\partial \phi}{\partial t} > -\frac{2}{\phi^3} \left[ \phi^3 \Delta \ln \phi + (4\pi - 2(1 - \lambda) a) \phi' + (1 - \lambda) \phi \right]
\]

\[
= \Delta \ln u + (4\pi - 2(1 - \lambda) a) u' - 2(1 - \lambda) u.
\]

A change of the independent variables \((a, t)\) can now be made to get rid of the lower order terms. This point of view may prove useful since the logarithmic porous media equation has been extensively studied, but we do not use it here.
4 Model solutions

This section is devoted to exhibiting suitable comparison functions $\phi$ and curvature bounds via Corollary 3.6 for metrics evolving by the normalised Ricci flow. We will need to treat the cases $\lambda = 0, \lambda = 1, \lambda > 1$ separately. The next and final section briefly outlines how such bounds lead, via standard arguments, to the convergence results described in Theorem 1.1.

4.1 genus 0

In [AB10], we showed that the isoperimetric profile of the Rosenau solution provided a suitable comparison solution. Let us briefly recall the result. The Rosenau solution is an explicit axially symmetric solution of the normalized Ricci flow on the two-sphere. The metric is given by $\bar{g}(t) = u(x,t)(dx^2 + dy^2)$, where $(x, y) \in \mathbb{R} \times [0, 4\pi]$, and

$$u(x,t) = \frac{\sinh(e^{-2t})}{2e^{-2t}(\cosh(x) + \cosh(e^{-2t}))}.$$  

This extends to a smooth metric on the two-sphere at each time with area $4\pi$, and which evolves according to the normalized Ricci flow equation (2). A direct computation gives the isoperimetric profile,

$$\varphi(a,t) = \sqrt{4\pi} \sqrt{\frac{\sinh(2ae^{-2t}) \sinh((1-a)e^{-2t})}{\sinh(e^{-2t}) e^{-2t}}}. \quad (14)$$

By translating $t \mapsto t - t_0$ with $t_0$ chosen so that initial inequality of the isoperimetric profile holds, the comparison theorem leads to the following bounds for solutions of the normalized Ricci flow on the 2-sphere:

**Theorem 4.1.** Let $g$ be a solution of the normalised Ricci flow on $\mathbb{S}^2$. Then there exists constants $A, C > 0$ depending only on the metric at the initial time such that

$$\sup_{\mathbb{S}^2} K(t) \leq Ce^{-At}.$$  

There also exists constant $\mathcal{I}_0 > 0$, depending only on the initial metric $g_0$, such that

$$\mathcal{I}(t) > \mathcal{I}_0$$

where $\mathcal{I}(t)$ is the isoperimetric constant of $(\mathbb{S}^2, g(t))$.

The curvature bound is obtained from Corollary 3.6 and the bound on the isoperimetric constant follows from the inequality $I \geq \varphi$ and the fact that the isoperimetric constant for the Rosenau solution is increasing.
4.2 genus 1

Next, let us describe a comparison solution for the universal cover of surfaces of genus $\lambda = 1$, i.e. for $\mathbb{R}^2$.

Recall, we need to find a function satisfying the differential inequality

$$\phi_t \geq \phi^2 \phi'' - \phi(\phi')^2 + 4\pi \phi'.$$

We look for solutions with equality. First, to simply matters, let $v = \phi^2$ which satisfies the equation

$$v_t = vv'' - (v')^2 + 4\pi v' = v^2 \left(\frac{v'}{v} - \frac{4\pi}{v}\right)'.$$

Taking the Ansatz $v(a, t) = t V(a/t)$, we obtain an integrable equation, which adding in the limiting behaviour $V(0) = 0$, has the family of solutions

$$V_C(z) = \frac{1}{C} \left(4\pi - \frac{1}{C}\right) \left(1 - e^{-Cz}\right) + \frac{z}{C}.$$

That is, we have

$$v_C(a, t) = \frac{a}{C} + \frac{t}{C} \left(4\pi - \frac{1}{C}\right) \left(1 - e^{-Ca/t}\right). \quad (15)$$

We can now use $v_C$ as a comparison for $\lambda = 1$ surfaces, as in the following:

**Theorem 4.2.** Let $g(t)$ be any solution of the normalised Ricci flow on $M$ a closed, genus 1 surface and let $\tilde{g} = \pi^* g$ be the pull back metric to the universal cover $\tilde{M} = \mathbb{R}^2$. Then there exists a $C > 0$ such that the function $\phi = \sqrt{v_C}$ where $v_C$ is defined by $(15)$ satisfies $\phi(a, t) < I_{\tilde{g}}(a, t)$ for all $a \in (0, \infty)$ and $t \in [0, T)$. There for the Gauss curvature $K$ of $M$ satisfies the bound

$$\sup_{M} K \leq \frac{A}{t}$$

for a constant $A > 0$ depending only on the initial metric $g_0$.

**Proof.** We know that $v_C$ satisfies the differential inequality and it’s easy to see that $v_C$ is strictly concave, so we need to show that $v_C$ meets the other requirements for the comparison theorem in the form of Proposition 3.9. At $t = 0$, we have $v_C(a, 0) = \frac{a}{C}$ so by choosing $C$ large enough, we have the initial comparison since $I \simeq \sqrt{C_1a + C_2a^2}$ as $a \to \infty$. 
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On the small scale we have

$$\phi(a, t) = \sqrt{4\pi a} \left( 1 - \frac{C}{4} - \frac{1}{16\pi} \frac{1}{t} a + O(a^2) \right)$$

as required for the small scale asymptotics and also providing the stated curvature bound with $A = 2\pi C - 1/2$ (which is positive for $C > 1/4\pi$) by Corollary 3.6.

4.3 genus > 1

In this section, we construct the model comparison solution for the final case, $\lambda > 1$. It turns out that when $\text{sup}_{M_0} K > 0$, the construction is not so simple.

4.3.1 $K < 0$ case

First let us consider the case where $\text{sup}_{M_0} K \leq 0$, since it admits a simple, appealing comparison solution.

For any $A, C > 0$, let

$$v(a, t) = 4\pi a + B(t)a^2$$

with

$$B(t) = (\lambda - 1) - \frac{C}{1 + Ae(\lambda - 1)t}.$$  \hspace{1cm} (16)

Direct computation shows that $v_C$ is a solution of the differential equation

$$v_t = vv'' - (v')^2 + (4\pi - (1 - \lambda)a)v' + 2(1 - \lambda)v,$$

which is the required equation for $v = \phi^2$ as in the genus 1 case above.

**Theorem 4.3.** Let $g(t)$ be any solution of the normalised Ricci flow on $M$ a closed, genus $> 1$ surface and let $\tilde{g} = \pi^* g$ the pull back to $\mathbb{H}^2$ with $\pi : \mathbb{H}^2 \to M$ the universal cover. Then for $\phi = \sqrt{v}$ where $v$ is defined by (16), there exists $A, C > 0$ such that $\phi(a, t) < I_{\tilde{g}}(a, t)$ for all $a \in (0, \infty)$. Therefore, the Gauss curvature $K_M$ satisfies the bound

$$\sup_{M_t} K \leq C_1 e^{-C_2 t}$$

for positive constants $C_1, C_2$.  \hspace{1cm} 22
Proof. Since the comparison function is a quadratic with zero constant term and linear coefficient equal to $4\pi$, the small scale asymptotics are satisfied providing that $B(t) \leq -\text{const} \sup_M K$, by the asymptotics of the isoperimetric profile given in theorem 2.2. Since we require $B(t) \geq 0$, this can only be achieved in the case $\sup_M K \leq 0$ which is true by the maximum principle under the assumption $\sup_{M_0} K \leq 0$. In this case, we choose $A,C$ large enough so that the initial comparison holds. Concavity is easily checked. Proposition 3.9 completes the proof that $\phi(a,t) < I_\tilde{g}(a,t)$ for all $a \in (0, \infty)$. The curvature bound now follows directly from Corollary 3.6.

4.3.2 General case

Stationary solution. We have the equation,

$$\frac{\partial}{\partial t}v - \{vv'' - (v')^2 + [4\pi - 2(1 - \lambda)a]v' + 2(1 - \lambda)v\} \leq 0.$$ 

We can write this as

$$\frac{\partial}{\partial t}v \leq v^2 \left(\frac{v'}{v} - \frac{4\pi - 2(1 - \lambda)a}{v}\right)'.$$

Stationary solutions (with equality) to this equation that satisfy the conditions $v(0) = 0$ and $\limsup_{x \to \infty} v(x)/x^2 < \infty$ are given by

$$v_C(x) = \frac{1}{C}[4\pi + \frac{2(1 - \lambda)}{C}]\left[1 - e^{-Cx}\right] - \frac{2(1 - \lambda)}{C^2}(Cx)$$

$$= 4\pi x + \frac{1}{C}[4\pi + \frac{2(1 - \lambda)}{C}]\left[1 - Cx - e^{-Cx}\right]$$

$$= 4\pi x - \frac{1}{C}[4\pi + \frac{2(1 - \lambda)}{C}]\left(Cx\right)^2 + \frac{1}{C^2}\left[4\pi + \frac{2(1 - \lambda)}{C}\right][1 - Cx + \frac{(Cx)^2}{2} - e^{-Cx}]$$

for any $C \geq 0$. The last line is obtained from the Taylor expansion for $e^{-Cx}$. Each of the three expressions illustrates different properties of $v_C$. For instance, the first line shows that $v_C$ grows at most linearly. The second and third lines give the first and second order Taylor expansions with explicit remainders.

For later use, the first and second derivatives of $v_C$ are

$$v'_C = 4\pi + \frac{2(1 - \lambda)}{C}[1 + e^{-Cx}]$$

$$v''_C = -C[4\pi + \frac{2(1 - \lambda)}{C}]e^{-Cx}.$$
In particular, provided that
\[ C \geq C_{\text{crit}} = -\frac{1 - \lambda}{2\pi} \]
we have \([4\pi + \frac{2(1-\lambda)}{C}] \geq 0\) and so \(V_C\) is concave, strictly so when \(C > C_{\text{crit}}\).

Such functions prove useful, but are not quite sufficient for our purposes. The comparison is constructed from the function,
\[
f(x, t) = \sqrt{v_C(x)} + bx^2 \tag{21}
\]
with \(b \geq 0\).

**Lemma 4.4.** Let \(f\) be defined as in equation \((21)\) with \(C \geq C_{\text{crit}}\). Then \(f\) is concave, if and only if
\[
b \leq b_{\text{crit}} = \frac{(1 - \lambda)^2}{C[4\pi + \frac{2(1-\lambda)}{C^2}]},
\]
with strict concavity corresponding to strict inequality.

**Proof.** We have
\[
f'' = \frac{1}{2f^3} \left[ v_C v''_C - \frac{1}{2} (v'_C)^2 + b(2v_c - 2xv'_C + x^2v''_C) \right]
\]
so that \(f\) is concave if and only if
\[
b \leq \frac{\frac{1}{2}(v'_C)^2 - v_C v''_C}{(2v_c - 2xv'_C + x^2v''_C)}
\]
since \(b\) is non-negative.

First, consider the numerator. Since \(v_C \geq 0\) and \(v''_C \leq 0\) we have
\[
\frac{1}{2}(v'_C)^2 - v_C v''_C \geq \frac{1}{2}(v'_C)^2.
\]
Again using \(v''_C \leq 0\) we have
\[
v'_C(x) \geq \lim_{x \to \infty} v'_C = -\frac{2(1 - \lambda)}{C}
\]
Also \(\lim_{x \to \infty} v_C v''_C = 0\) so that in fact,
\[
\inf_x \left( \frac{1}{2}[(v'_C)^2 - v_C v''_C] \right) = \frac{2(1 - \lambda)^2}{C^2}.
\]
For the denominator, we have
\[
2v_C - 2xv_C' + x^2v_C = \frac{2}{C}[4\pi + \frac{2(1 - \lambda)}{C}][1 - e^{-C(x + (Cx)^2/2)}] \leq \frac{2}{C}[4\pi + \frac{2(1 - \lambda)}{C}]
\]
with equality at \( x = 0 \) so that
\[
\sup_x (2v_C - 2xv_C' + x^2v_C) = \frac{2}{C}[4\pi + \frac{2(1 - \lambda)}{C}].
\]
Therefore \( f \) is concave if and only if
\[
b \leq \frac{2(1 - \lambda)^2}{2C^2} = \frac{(1 - \lambda)^2}{2C + \frac{2(1 - \lambda)}{C^2}}.
\]

\( \square \)

Remark 4.5. Observe that the denominator in \( b_{\text{crit}} \) is zero for \( C = C_{\text{crit}} \), is positive for \( C > C_{\text{crit}} \) and, approaches 0 as \( C \to \infty \). Thus for \( C_0 \geq C_{\text{crit}} \), \( b_{\text{crit}}([C_{\text{crit}}, C_0]) \) is bounded below away from 0. This will prove useful later.

Let us also record the small and large scale asymptotics of \( f \) in a lemma for later reference.

Lemma 4.6. The function \( v_C \) satisfies the asymptotic behaviour
\[
v_C(x) = 4\pi x - \frac{1}{C} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \left( \frac{Cx^2}{2} \right) + \mathcal{O}((Cx)^3))
\]
as \( Cx \to 0 \). Moreover,
\[
\limsup_{x \to \infty} v_C(x) = -\frac{2(1 - \lambda)}{C^2}(Cx).
\]
Therefore, \( f \) satisfies the asymptotic behaviour
\[
f^2(x) = 4\pi x + \left( \frac{2b}{C^2} - \frac{1}{C} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \right) \left( \frac{Cx^2}{2} \right) + \mathcal{O}((Cx)^3))
\]
as \( Cx \to 0 \). Moreover
\[
\limsup_{x \to \infty} f^2 = bx^2.
\]

\( \square \)

Remark 4.7. In particular notice that the coefficient of \( x^2/2 \) (rather than \( (Cx)^2/2 \)) from the small-scale asymptotics of \( f \) is
\[
2b - 4\pi C - 2(1 - \lambda)
\]
and this can be made arbitrarily large negative by choosing \( 0 \leq b \ll 1 - \lambda \) and \( C \gg C_{\text{crit}} \).
Construction of the comparison function The comparison is built from the function \( f \) defined in equation (21) by letting \( C = C(t), b = b(t) \). If \( C(t) \searrow C_{\text{crit}} \) and \( b(t) \nearrow -(1 - \lambda) \) as \( t \to \infty \), with \( b(t) \leq b_{\text{crit}}(C(t)) \) (which choice is possible by remark 4.5), then

\[
f(x, t) = \sqrt{v_{C(t)} + b(t)x^2}
\]

(22) is a concave function with

\[
\lim_{t \to \infty} f(x, t) = \sqrt{4\pi x + (1 - \lambda)x^2}
\]

the isoperimetric profile of the metric of constant curvature \( 1 - \lambda \) (which is the curvature of the metric lifted from the surface with constant curvature and genus \( \lambda \) by the Gauss-Bonnet theorem).

By choosing \( C(0) > C_{\text{crit}} \) sufficiently large and \( 0 \leq b(0) < \max\{b_{\text{crit}}, 1 - \lambda\} \), sufficiently small, lemma 4.6 and remark 4.7 imply that for any initial metric, initial inequality is satisfied along with the asymptotic behaviour required by comparison theorem in the form of Proposition 3.9.

Thus for \( f \) to be a suitable comparison function, we need to choose \( C(t) \) and \( b(t) \) so that the differential inequality is satisfied. As before, it is more convenient to work with \( v = f^2 = v_c + bx^2 \)

**Lemma 4.8.** Let

\[
b(t) = \left( \frac{1}{b_0} + \frac{1}{1 - \lambda} \right) e^{4(1 - \lambda)t} - \frac{1}{1 - \lambda}
\]

\[
C(t) = (C_0 - C_{\text{crit}})\sqrt{\frac{1}{b_0} e^{2(1 - \lambda)t} \left( \frac{1}{b_0} + \frac{1}{1 - \lambda} \right) e^{4(1 - \lambda)t} - \frac{1}{1 - \lambda}}^{-1/2} + C_{\text{crit}}
\]

Then \( v = f^2 \) satisfies the differential inequality (17) with \( f \) defined by (22).
Proof. First, for the time derivative we have

$$\frac{\partial v}{\partial t} = \frac{dC}{dt} \frac{\partial v_C}{\partial C} + \frac{db}{dt} x^2$$

$$= - \frac{dC}{dt} \frac{1}{C^2} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \frac{(Cx)^2}{2}$$

$$- \frac{dC}{dt} \left( \frac{1}{C^2} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \right) \left( 1 - Cx + \frac{(Cx)^2}{2} - e^{-Cx} \right)$$

$$- \frac{dC}{dt} \left( \frac{1}{C^2} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \right) (Cx) \left( 1 - Cx - e^{-Cx} \right)$$

$$+ \frac{2}{C^2} \frac{db}{dt} \left( \frac{(Cx)^2}{2} \right)$$

$$\leq \frac{1}{C^2} \left( 2 \frac{db}{dt} - \frac{dC}{dt} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \right) \frac{(Cx)^2}{2}$$

$$- \frac{dC}{dt} \left( \frac{1}{C^2} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \right) \left( 1 - Cx + \frac{(Cx)^2}{2} - e^{-Cx} \right)$$

$$- \frac{dC}{dt} \left( \frac{1}{C^2} \left[ 4\pi + \frac{2(1 - \lambda)}{C} \right] \right) (Cx) \left( 1 - Cx - e^{-Cx} \right)$$

(23)

The inequality occurs in the second line after the inequality by replacing the 4 with a 2 using the fact that $C$ is decreasing and $(1 - \lambda) < 0$.

For the spatial part, we first use the fact that for two functions $g, h$ we have

$$(g+h)^2 \Delta \ln(g+h) = (g+h)(g+h)'' - (g+h)' = g^2 \Delta \ln g + h^2 \Delta \ln h + gh'' +hg'' - 2gh'$$

Thus with $g = v_C$ and $h = bx^2$ we get

$$v^2 \Delta \ln v = v_C^2 \Delta \ln v_C - 2b^2 x^2 + b(2v_C - 4xv_C' + x^2 v_C'')$$

so that

$$v^2 \Delta \ln v + L[v] = v_C^2 \Delta \ln v_C + L[v_C] + 8\pi bx - 2(b^2 + (1 - \lambda)b)x^2 + b(2v_C - 4xv_C' + x^2 v_C'')$$

$$= 8\pi bx - 2(b^2 + (1 - \lambda)b)x^2 + b(2v_C - 4xv_C' + x^2 v_C'')$$

since $v_C$ satisfies $v_C^2 \Delta \ln v_C + L[v_C] = 0$. Expand the last term in parenthesis.
in a Taylor series using equations (18), (19) and (20) to get

\[
v^2 \Delta \ln v + L[v] = \left( \frac{4b}{C} [4\pi + \frac{2(1 - \lambda)}{C}] - \frac{4(b^2 + (1 - \lambda)b)}{C^2} \right) \frac{(Cx)^2}{2} \\
+ \frac{2b}{C} [4\pi + \frac{2(1 - \lambda)}{C}] \left( 1 - Cx + \frac{(Cx)^2}{2} - e^{-Cx} \right) \\
+ \frac{4b}{C} [4\pi + \frac{2(1 - \lambda)}{C}] (Cx) (1 - Cx - e^{-Cx}) \\
+ \frac{2b}{C} [4\pi + \frac{2(1 - \lambda)}{C}] \frac{(Cx)^2}{2} (1 - e^{-Cx}) .
\]

(24)

Now we compare the terms from equation (23) with those of equation (24).

- \((Cx)^2/2\):

\[
\frac{1}{C^2} \left( 2 \frac{db}{dt} - \frac{dC}{dt} [4\pi + \frac{2(1 - \lambda)}{C}] \right) < \left( \frac{4b}{C} [4\pi + \frac{2(1 - \lambda)}{C}] - \frac{4(b^2 + (1 - \lambda)b)}{C^2} \right)
\]

- \(1 - Cx + \frac{(Cx)^2}{2} - e^{-Cx}\):

\[
- \frac{dC}{dt} \left( \frac{1}{C^2} [4\pi + \frac{2(1 - \lambda)}{C}] \right) < \frac{2b}{C} [4\pi + \frac{2(1 - \lambda)}{C}]
\]

- \(Cx (1 - Cx - e^{-Cx})\):

\[
- \frac{dC}{dt} \left( \frac{1}{C^2} [4\pi + \frac{2(1 - \lambda)}{C}] \right) < \frac{4b}{C} [4\pi + \frac{2(1 - \lambda)}{C}]
\]

- \((Cx)^2/2 (1 - e^{-Cx})\):

\[
0 < \frac{2b}{C} [4\pi + \frac{2(1 - \lambda)}{C}]
\]

All the above inequalities are satisfied if

\[
\frac{db}{dt} < -4 \left( b^2 + (1 - \lambda)b \right)
\]

(25)

\[
\frac{d}{dt} \ln C > -2b
\]

(26)
and $C \geq C_{\text{crit}}$ which ensures that $4\pi + \frac{2(1-\lambda)}{C} \geq 0$.

It is now a simple matter, left to the reader, to check that $b(t)$ as given in the statement of the lemma satisfies equality in the Bernoulli equation (25) and that equality in (26) is satisfied by

$$\tilde{C} = (C_0 - C_{\text{crit}}) \sqrt{b_0 e^{2(1-\lambda)t}} \left[ \left( \frac{1}{b_0} + \frac{1}{1 - \lambda} \right) e^{4(1-\lambda)t} - \frac{1}{1 - \lambda} \right]^{-1/2}.$$ 

Since $C(t) = \tilde{C} + C_{\text{crit}} > \tilde{C}$ and $\frac{d}{dt} \tilde{C} < 0$, we then have

$$\frac{d}{dt} \ln C = \frac{d}{dt} \tilde{C} C + C_{\text{crit}} > \frac{d}{dt} \tilde{C} \tilde{C} = -2b$$

completing the proof.

**Remark 4.9.** Observe that with $b(t), C(t)$ as given in lemma 4.8, $b(t)$ monotonically increases from $b_0$ to $-(1 - \lambda)$ and $C(t)$ monotonically decreases from $C_0$ to $C_{\text{crit}}$ so that $f = \sqrt{\psi}$ converges to the constant curvature $1 - \lambda$ isoperimetric profile.

Finally, applying corollary 3.6 we obtain

**Theorem 4.10.** Let $g(t)$ be any solution of the normalised Ricci flow on $M$ a closed, genus $> 1$ surface and let $\tilde{g} = \pi^* g$ the pull back to $\mathbb{H}^2$ with $\pi : \mathbb{H}^2 \to M$ the universal cover. Then for $\phi = \sqrt{v_{C(t)} + b(t) a^2}$ where $C(t), b(t)$ are defined as in Lemma 4.8 there exists $C_0, b_0 > 0$ such that $\phi(a, t) < I_\phi(a, t)$ for all $a \in (0, \infty)$. Therefore, the Gauss curvature $K_M$ satisfies the bound

$$\sup_M K_M(t) \leq \left( \frac{C(t)}{2} \left[ 4\pi + \frac{2(1 - \lambda)}{C(t)} \right] - b(t) \right)$$

which decays exponentially fast to $(1 - \lambda)$ as $t \to \infty$.

**Remark 4.11.** The exponential decay in the theorem follows from the fact that $b(t) \to -(1 - g)$ exponentially fast, $C(t) \to C_{\text{crit}}$ exponentially fast and hence $\left[ 4\pi + \frac{2(1 - \lambda)}{C(t)} \right] \to 0$ exponentially fast.

### 5 Convergence

In this last section, let us briefly discuss the proof of Theorem 1.1. The argument is very standard, following from bootstrapping the curvature bounds to higher derivative bounds. Here we will only outline the steps, indicating how the results here may be applied.
Proof of Theorem 1.1. First, observe that by Theorems 4.1, 4.2 and 4.3, and 4.10 and the fact that \( \pi : \tilde{M} \to M \) is a local isometry, we have uniform upper bounds \( K_M \leq K_0(t) + (1 - \lambda) \) with \( K_0(t) \) uniformly bounded and such that \( \lim_{t \to \infty} K_0(t) = 0 \). Since the Gauss curvature evolves according to \( \frac{\partial}{\partial t} K = \Delta K + K(K - (\lambda - 1)) \), by an ODE comparison we also have uniform lower bounds converging to 0 as \( t \to \infty \). Thus \( |K(t)| \) is uniformly bounded for all \( t > 0 \) and hence the solution exists for all time.

\( L^1 \) convergence of the curvature to \( 1 - \lambda \) now follows easily. By Gauss-Bonnet, \( K \leq K_0(t) + (1 - \lambda) \) and, the fact that \( |M| = 4\pi \),

\[
0 = \int_M K - (1 - \lambda) d\mu \leq - \int_{K \leq (1 - \lambda)} |K - (1 - \lambda)| d\mu + 4\pi K_0(t),
\]

which rearranges to give \( \int_{K \leq (1 - \lambda)} |K - (1 - \lambda)| d\mu \leq 4\pi K_0(t) \). Therefore we get

\[
\int_M |K - (1 - \lambda)| d\mu \leq 8\pi K_0(t)
\]

which converges to 0 as \( t \to \infty \).

Next we bound the higher derivatives of \( K \). By the bootstrapping argument described in \[Ham95b\], and from the uniform curvature bounds we obtain

\[
\left| \nabla^{(k)} K \right|^2 \leq C(k)((1 - \lambda) + t^{-k}).
\]

In the genus \( \lambda = 0 \) case, the lower bound on the isoperimetric constant affords very strong analytic control allowing us to apply Gagliardo-Nirenberg inequalities to deduce that \( K \to C^\infty (1 - \lambda) \) uniformly as \( t \to \infty \). See \[AB10\].

For higher genus surfaces, such control is in general not possible as noted in remark 3.8. Thus instead, for \( \lambda > 0 \) surfaces, we appeal for instance to \[Ham82\] to obtain \( K \to C^\infty (1 - \lambda) \) uniformly as \( t \to \infty \).

Finally, in the cases \( \lambda \neq 1 \), we have \( K_0(t) = Ce^{-at} \) which gives for any non-zero \( v \in TM \),

\[
\left| \frac{\partial}{\partial t} \ln g(t)(v, v) \right| = 2 |K - (1 - \lambda)| \leq C^{-at}
\]

which is integrable in \( t \) on \([0, \infty)\). Smooth convergence of the metric now follows by the argument in \[Ham82\], Section 17.

For the case \( \lambda = 0 \) we only have \( K_0(t) = C/t \) which is not integrable. However, we may use the fact that \( |\nabla K_0| \leq C/t^{3/2} \) as described in \[CK04\] to again deduce smooth convergence. \( \square \)
Remark 5.1. Note that we have control of the isoperimetric constant on \( \tilde{M} \) and a curvature bound. We cannot however use these to obtain the simpler convergence proof using Gagliadro-Nirenberg inequalities since these rely on \( L^1 \) convergence of the curvature. But this is invalid for \( \lambda > 1 \) since \( \tilde{M} \) is not compact. Perhaps one might deduce \( L^1_{\text{loc}} \) convergence, but note that the above \( L^1 \) convergence argument uses Gauss-Bonnet. In the \( L^1_{\text{loc}} \) case, we would need to deal with boundary terms arising from Gauss-Bonnet and I don’t know how to control these. This is perhaps the same problem with transferring isoperimetric control from \( \tilde{M} \) to \( M \).
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