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Abstract

We analyze exponential stability concepts for families of linear delay systems. The main result states that for such families with coefficients varying in compact convex sets various characteristic exponents characterizing different concepts of stability coincide. This result is obtained using methods from the theory of discrete inclusions in Banach spaces. As a further application of this approach a new result on slowly-varying discrete inclusions is applied to the delay equation setting. This shows that just as in the standard case of time-varying systems the exponential behavior of a slowly time-varying system is determined by the limit family.

1 Introduction

In this work we are concerned with stability properties of families of time-varying linear delay equations. The motivation for the paper is to explain how abstract results in the theory of discrete inclusions in Banach spaces can be employed to obtain in a rather straightforward way results in more “concrete” situations. This approach has also been advocated by Przyłuski, see e.g. [9], [10], [11].

The motivation to study families of time-varying linear delay equations lies in the fact that they may be interpreted as a model for time-varying uncertainty in a time-invariant system. As such discrete inclusions are a very general way of describing time-varying uncertainty.

Our basic tool are the results from [13] where exponential growth of discrete inclusions on reflexive Banach spaces are studied. Infinite dimensional discrete inclusions have been studied to a great extent in [4], [5]. Robustness of stability was studied for discrete time systems in infinite dimensions in [12].

In Section 2 we introduce the class of delay systems we are considering. Their corresponding Lyapunov and Bohl exponents are introduced and the basic discretization method is presented. After this discussion of characteristic exponents we turn to the study of discrete inclusions in the following Section 3. For discrete inclusions on reflexive Banach spaces it is known that the supremal Lyapunov exponent, the supremal Bohl exponent and a further “uniform” exponential growth rate coincide. In Section 4 it is shown that similar results hold in the delay equation case. In order to prove this results we simply have to show that the setup for the delay equations can be transferred to the discrete inclusion setting.

In Section 5 we present a new result for discrete inclusions, that is concerned with slowly varying inclusions, that is time-varying inclusions that are given by (strongly) convergent sets, in analogy to the commonly employed term in the theory of time-varying systems. It is shown that the stability behavior is completely determined by the limit set. A result which extends the well known results for time-varying systems. It is explained how this result has immediate consequence for slowly-varying families of time-varying delay systems.

2 Delay Systems

In this section we introduce the class of systems we intend to study and present some basic prerequisites.

Let $X$ be a Banach space over the field $K = \mathbb{R}$ or $\mathbb{C}$, $\mathcal{L}(X)$ denotes the Banach algebra of bounded linear operators from $X$ to $X$. The norm on $X$ and the induced operator norm on $\mathcal{L}(X)$ are both denoted by $\| \cdot \|$.

A Banach space $X$ is called reflexive if the range of the natural embedding of $X$ into $X^{**}$ is $X^{**}$. A standard result is that $X$ is reflexive if the unit ball in $X$ is compact in the weak topology which is in turn equivalent to the weak compactness of the unit ball in $\mathcal{L}(X)$ (see [3] Theorem V.4.7 and Exercise VI.9.6). Recall that a net $\{ A_n \} \subset \mathcal{L}(X)$ converges weakly to $A$ iff for all $x \in X$ and $f \in X^*$ it holds that $< A_n x, f >$ converges to $< Ax, f >$. Weak convergence is denoted by $w - \lim_n A_n = A$. So the weak topology in $\mathcal{L}(X)$ is not to be confused with the topology that comes from the interpretation of $\mathcal{L}(X)$ as a Banach space and is induced by $\mathcal{L}(X)^*$ the space of bounded linear functionals on $\mathcal{L}(X)$. A set $\mathcal{M} \subset \mathcal{L}(X)$ is called weakly compact if it is compact with respect to the weak topology.

We are interested in defining a class of delay systems with distributed delay. Fix $1 < p < \infty$, $n, m \in \mathbb{N}$ and delay times $0 < h_1 < \ldots < h_m \leq h$. Let $0 \neq U_i \subset \mathbb{R}^{n \times n}$, $i = 0, \ldots, m$ be compact and convex, and $\emptyset \neq V \subset L^p([-h, 0], \mathbb{R}^{n \times n})$ be weakly compact and convex, where
\[ p^{-1} + q^{-1} = 1. \] We consider the following type of delay systems:

\[
\dot{x}(t) = A_0(t)x(t) + \sum_{i=1}^{m} A_i(t)x(t-h_i) + \int_{-h}^{0} \eta(t,\tau)x(t+\tau)d\tau, \text{ a.e.} \tag{1}
\]

\[
x(0) = r \in \mathbb{R}^n, \quad x([-h,0]) = \phi \in L^p([-h,0], \mathbb{R}^n)
\]

where \( A_i : \mathbb{R} \to U_i, \ i = 0, \ldots, m \) is measurable and \( \eta : \mathbb{R} \to V \) is strongly measurable. Denote the set

\[
\Gamma := \{(A_0(\cdot), \ldots, A_m(\cdot), \eta(\cdot)) : A_i : \mathbb{R} \to U_i, \text{ measurable }, \ i = 0, \ldots, m, \ \eta : \mathbb{R} \to V \text{ strongly measurable} \}.
\]

Then we may interpret (1) as a family of time-varying delay systems indexed by the set \( \Gamma \). In the following we will always implicitly use the natural isomorphism between \( L^p([-h,0], \mathbb{R}^n) \) and \( L^p([0,h], \mathbb{R}^n) \) given by simply shifting the interval of definition.

The solution of (1) corresponding to an initial value

\[
x(t, x_0, \phi, \gamma) = \Phi_0(t, 0)x_0 + \sum_{i=1}^{m} \int_{0}^{t} \Phi_0(t, \tau)A_i(\tau)x(\tau-h_i, x_0, \phi, \gamma)d\tau + \int_{0}^{t} \Phi_0(t, \tau)\int_{-h}^{0} \eta(\tau,s)x(s+\tau, x_0, \phi, \gamma)d\tau ds,
\]

where \( \Phi_0(t, s) \) denotes the evolution operator generated by \( \dot{x} = A_0(t)x \).

For the general theory of time-varying delay equations we refer to [6], Chapter 6 and [2], Chapter XII. Here however we refrain from considering delay equations with the continuous functions as initial conditions as our results depend heavily on the fact that the system has a representation on a reflexive Banach space. This is the next point to be discussed.

We introduce the Banach space

\[
X := \mathbb{R}^n \times L^p([0,h])
\]

Under the conditions we have mentioned it may be seen that for every choice \( \gamma \in \Gamma \) the system (1) induces an evolution system on \( X \). We omit the details. For the general theory of evolution systems see [7], [1], [8]. That is, we have a family of operators \( U(t,s) \in \mathcal{L}(X), t \geq s \geq 0 \) satisfying

\[
U_s(s, s) = I_X,
\]

\[
U_{\gamma}(t, r)U_{\gamma}(r, s) = U_{\gamma}(t, s), \quad t \geq r \geq s \geq 0,
\]

\((t,s) \mapsto U(t,s)\) is strongly continuous in each argument,

such that for any \( x \in X \) the function \( t \mapsto U_{\gamma}(t, s)x, t \geq s \) is a mild solution to (1) for the particular delay equation determined by \( \gamma \). We are interested in the exponential behavior of all solutions of the family of delay systems indexed by the set \( \Gamma \). In particular, we want to answer the question if the existence of exponential bounds of the form

\[
\|U_{\gamma}(t, s)x\| < M_{\gamma,e}\beta(t-s),
\]

implies the existence of a universal constant \( M \) such that

\[
\|U_{\gamma}(t, s)x\| < Me^{\beta(t-s)}, \quad \forall \gamma \in \Gamma.
\]

Note that for a particular choice of \( \gamma \) this conclusion would be false, see [1]. This is due to the fact that Bohl exponent and maximal Lyapunov exponent of an evolution system may differ. Let us recall the relevant definitions. Given an evolution system \( U := (U(t, s))_{t \geq s \geq 0} \) in \( \mathcal{L}(X) \) the \( (\text{upper}) \) Bohl exponent is

\[
\beta(U) := \inf \{ \beta \in \mathbb{R} ; \exists c_0 \geq 1 : t \geq s \geq 0 \Rightarrow ||U(t, s)|| \leq c_0e^{\beta(t-s)} \},
\]

where \( \inf \emptyset = \infty \). Given furthermore an initial condition \( (t_0, x_0) \in \mathbb{R}_+ \times (X \setminus \{0\}) \) the Lyapunov exponent corresponding to \( (t_0, x_0, \phi_0) \) is defined by

\[
\lambda(t_0, x_0, \phi_0) = \inf \{ \lambda \in \mathbb{R} ; \exists c_0 \geq 1 : t \geq t_0 \Rightarrow ||U(t, t_0)x_0|| \leq c_0e^{\lambda(t-t_0)||x_0||||\phi_0||} \}.
\]

Furthermore we define the supremal Lyapunov exponent by

\[
\kappa(U) := \sup \{ \lambda(t_0, x_0); (t_0, x_0) \in \mathbb{N} \times (X \setminus \{0\}) \}.
\]

It should be noted that Lyapunov and Bohl exponents do not characterize asymptotic stability. Also, in general \( \kappa(U) < \beta(U) \). For the family of time-varying delay systems we introduce the exponential growth constants

\[
\kappa(\Gamma) := \sup \{ \kappa(U_{\gamma}) ; \gamma \in \Gamma \},
\]

\[
\beta(\Gamma) := \sup \{ \beta(U_{\gamma}) ; \gamma \in \Gamma \},
\]

\[
\delta(\Gamma) := \limsup \frac{1}{t} \log \sup_{\gamma \in \Gamma} ||U_{\gamma}(t, 0)||.
\]

Let us now convert our data to a discrete-time setting. For fixed \( \gamma \in \Gamma \) an equation of the form (1) induces an operator \( A_{\gamma} \in \mathcal{L}(X) \) given by

\[
A_{\gamma} \begin{bmatrix} r \\ \phi \end{bmatrix} := U_{\gamma}(h, 0) \begin{bmatrix} r \\ \phi \end{bmatrix} = \begin{bmatrix} x(h; r, \phi, \gamma) \\ x(\cdot; r, \phi, \gamma) \end{bmatrix}.
\]

Thus we may consider the discrete inclusion

\[
x(t+1) \in \{ Az(t) ; A \in \mathcal{M} \} \quad t \in \mathbb{N}. \tag{5}
\]

where the set \( \mathcal{M} \) is now given by

\[
\mathcal{M} := \{ U_{\gamma}(h, 0) ; \gamma \in \Gamma \}\tag{6}
\]

A sequence \( \{ x(t) \}_{t \in \mathbb{N}} \) is called solution of (5) with initial condition \( x(0) = x_0 \) and for all \( t \in \mathbb{N} \) there exists an \( A(t) \in \mathcal{M} \) such that \( x(t+1) = A(t)x(t) \).

In the following section we briefly collect the facts we need from the theory of discrete inclusions in Banach spaces.
3 Discrete inclusions in Banach spaces

Let us briefly recall the basic notions of stability of importance for discrete-time time-varying systems in Banach spaces. We consider time-varying linear discrete-time systems of the form

$$x(t + 1) = A(t)x(t), \quad t \in \mathbb{N},$$

(7)

where $A(\cdot) = (A(t))_{t \in \mathbb{N}} \in \mathcal{L}(X)^{\mathbb{N}}$ is a sequence of bounded linear operators on $X$. The evolution operator associated to this system is defined by

$$\Phi_A(t, t) = I_X, \quad \Phi_A(t, s) = A(t - 1) \cdots A(s), \quad t > s.$$  

System (7) is called exponentially stable, if there are $c, \beta > 0$ such that $\|\Phi(t, s)\| \leq \epsilon e^{-\beta(t-s)}$, $s, t \in \mathbb{N}$, $t \geq s$ holds. Let $X$ be a Banach space and $\mathcal{M} \subset \mathcal{L}(X)$ be a bounded set. We consider the discrete inclusion

$$x(t + 1) \in \{Ax(t) : A \in \mathcal{M}\} \quad t \in \mathbb{N}. \tag{8}$$

The notion of solution for this kind of system is the one given at the end of Section 2. Note furthermore that in a completely analogous fashion we may introduce Lyapunov and Bohl exponents for time-varying systems by just replacing $U(t, s)$ with $\Phi(t, s)$ in (2), (3), which yields

$$\beta(\Phi) = \inf\{\beta \in \mathbb{R} : \exists c_\beta \geq 1 : t \geq s \geq 0 \Rightarrow \|\Phi(t, s)\| \leq c_\beta e^{\beta(t-s)}\}, \tag{9}$$

$$\lambda(t_0, x_0) = \inf\{\lambda \in \mathbb{R} : \exists c_\lambda \geq 1 : t \geq t_0 \Rightarrow \|\Phi(t, t_0)x_0\| \leq c_\lambda e^{\lambda(t-t_0)}\|x_0\|\}. \tag{10}$$

Furthermore we define the supremal Lyapunov exponent by

$$\kappa(\Phi) := \sup\{\lambda(t_0, x_0) : (t_0, x_0) \in \mathbb{N} \times (X \setminus \{0\})\}.$$  

and thus also for (8) the quantities defined in (4) are well defined. We denote them by $\bar{\kappa}(\mathcal{M}), \bar{\beta}(\mathcal{M}), \bar{\delta}(\mathcal{M})$ (see also [13]). Note that the following inequality is an immediate consequence of the definition.

$$\bar{\kappa}(\mathcal{M}) \leq \bar{\beta}(\mathcal{M}) \leq \bar{\delta}(\mathcal{M}). \tag{11}$$

In [13] it is in fact shown that the three quantities in (11) are in fact equal for discrete inclusions on reflexive Banach spaces using the following basic result.

**Theorem 3.1** [13] Let $X$ be a reflexive Banach space and let $\mathcal{M} \subset \mathcal{L}(X)$ be weakly compact. If for all $x_0 \in X$, $A(\cdot) \in \mathcal{M}^{\mathbb{N}}$ it holds that

$$\lim_{t \to \infty} \Phi_A(t, 0)x_0 = 0,$$

then there exists a constant $c_{\mathcal{M}} \in \mathbb{R}$ such that

$$\sup\{\|\Phi_A(t, 0)\| : t \in \mathbb{N}, A(\cdot) \in \mathcal{M}^{\mathbb{N}}\} < c_{\mathcal{M}}. \tag{12}$$

Using Theorem 3.1 we obtain the following result on growth bounds of discrete inclusions:

**Theorem 3.2** [13] Let $X$ be a reflexive Banach space and assume that $\mathcal{M} \subset \mathcal{L}(X)$ is weakly compact, then

$$\bar{\kappa}(\mathcal{M}) = \bar{\beta}(\mathcal{M}) = \bar{\delta}(\mathcal{M}). \tag{13}$$

That is a discrete inclusion given by a weakly compact set $\mathcal{M}$ has exponentially decaying trajectories iff it is exponentially stable iff it is uniformly exponentially stable.

**Corollary 3.3** Let $X$ be a reflexive Banach space and let $\mathcal{M} \subset \mathcal{L}(X)$ be weakly compact. For every $\varepsilon > 0$ there exists a constant $c_{\mathcal{M}, \varepsilon}$ such that

$$\|\Phi_A(t, s)\| \leq c_{\mathcal{M}, \varepsilon} e^{(\bar{\beta}(\mathcal{M}) + \varepsilon)(t-s)}, \tag{14}$$

for all $A(\cdot) \in \mathcal{M}^{\mathbb{N}}$ and all $t \geq s \in \mathbb{N}$.

**Corollary 3.4** Let $X$ be a reflexive Banach space and let $\mathcal{M} \subset \mathcal{L}(X)$ be weakly compact. If the discrete inclusion (5) given by $\mathcal{M}$ has a positive uniform growth rate, then there exists a trajectory with positive exponential growth rate. In particular, there exists an unbounded trajectory.

In the following section we will explore how these results translate to the delay equation problem.

4 Stability indices of delay equations

In order to use the results of the previous section note first that our base space $X = \mathbb{R}^n \times L^p([0, h])$ is clearly reflexive. Thus we need an equivalence of exponential growth rates of the discrete inclusion (5) with those of the evolution system (2). Furthermore we have to check that the set $\mathcal{M}$ defined by (6) is weakly compact.

We have the following Lemma.

**Lemma 4.1** Let $U_i \subset \mathbb{R}^{n \times n}, i = 1, \ldots, m$ be compact and $V \subset L^p([-h, 0], \mathbb{R}^{n \times n})$ be weakly compact, then $\mathcal{M}$ defined by (6) is weakly compact in $\mathcal{L}(X)$.

The idea of the proof relies on standard arguments from functional analysis and is omitted here.

**Lemma 4.2** Let $U \subset \mathbb{R}^{n \times n}$ be compact and $V \subset L^p([-h, 0], \mathbb{R}^{n \times n})$ be weakly compact, and consider the corresponding family of time-varying delay equations (1) and the discrete inclusion (5). Then

$$\bar{\kappa}(\Gamma) = \bar{\kappa}(\mathcal{M}), \quad \bar{\beta}(\Gamma) = \bar{\beta}(\mathcal{M}), \quad \bar{\delta}(\Gamma) = \bar{\delta}(\mathcal{M}).$$

To prove this we have to show that in the interior of intervals $[kh, (k+1)h]$ no growth can occur, that is not noticed at the sampling points $kh, (k+1)h$. This can be shown using the compactness of the sets $U_i$ and $V$, which yield immediate estimates for uniform growth constants. We sketch an proof
for the case \( \bar{\kappa}(\Gamma) = \bar{\kappa}(\mathcal{M}) \). It is clear that, \( \bar{\kappa}(\Gamma) \geq \bar{\kappa}(\mathcal{M}) \), as

\[
\left\| \begin{bmatrix} x(kh; r, \phi, \gamma) \\ x((k-1)h, kh); (r, \phi, \gamma) \end{bmatrix} \right\| = \\
\sqrt{\|x(kh; r, \phi, \gamma)\|^2 + \|x((k-1)h, kh); (r, \phi, \gamma)\|^2_p}
\]

\[
\leq \sqrt{2} \sup_{|k|} \max_{(r, \phi, \gamma)} \|x(t; r, \phi, \gamma)\|.
\]

To prove the converse direction fix \( x_0 \in \mathbb{R}^n, \phi_0 \in L^p([-h, 0], \mathbb{R}^n), \gamma \in \Gamma \) and let \( t_k, k \in \mathbb{N} \), \( t_k \to \infty \) be a sequence such that

\[
\lim_{k \to \infty} \frac{1}{t_k} \log \|x(t_k, r, \phi, \gamma)\| = \lambda(t_0, x_0, \phi_0),
\]

where we have suppressed the dependence on \( \gamma \). Let \( t^* \in (0, h] \) be a limit point of \( t_k \mod h \) and define \( x_0^* := x(t^*; r, \phi, \gamma), \phi_0^* = x(t^*; r, \phi, \gamma) \) and the time-varying system \( \gamma^* \) obtained by shifting all elements of \( \gamma \) by \( t^* \) to the left, that is \( A_{\gamma^*}^0(t) = A_0^0(t + t^*) \). Then it is easy to show that the Lyapunov exponent corresponding to these initial conditions with respect to the discrete time system (7) determined by \( A_{\gamma^*}(\cdot) \) coincides with \( \lambda(t_0, x_0, \phi_0) \).

Combining the two previous lemmas we obtain the main result of this paper.

**Theorem 4.3** Let \( U \subset \mathbb{R}^{n \times n} \) be compact and \( V \subset L^p([-h, 0], \mathbb{R}^{n \times n}) \) be weakly compact, and consider the corresponding family of time-varying delay equations (1). Then

\[
\bar{\kappa}(\Gamma) = \bar{\beta}(\Gamma) = \bar{\delta}(\Gamma).
\]

**Proof.** Immediate from Lemmas 4.1 and 4.2 and Theorem 3.2. \( \square \)

Now Corollaries 3.3 and 3.4 imply the following analogous statements for (2).

**Corollary 4.4** Consider the family of delay systems (1) given by \( \Gamma \). For every \( \varepsilon > 0 \) there exists a constant \( c_{t^*, \varepsilon} \) such that

\[
\|U_\varepsilon(t, s)\| \leq c_{t^*, \varepsilon} e^{(\beta(\Gamma) + \varepsilon)(t-s)},
\]

for all \( \gamma \in \Gamma \) and all \( t \geq s \in \mathbb{R} \).

**Corollary 4.5** If the family of delay systems (1) given by \( \Gamma \) has a positive uniform growth rate, then there exists a trajectory of (1) with positive exponential growth rate. In particular, there exists an unbounded trajectory.

In the following section we consider the case of additional time-varying perturbations that vanish as time goes to infinity.

## 5 Slowly-varying Discrete Inclusions and Delay Systems

Let \( X \) be a Banach space and let for every \( t \in \mathbb{N} \) the set \( \emptyset \neq \mathcal{M}(t) \subset L(X) \) be bounded. We consider the time-varying discrete inclusion

\[
x(t + 1) \in \{ Ax(t) : A \in \mathcal{M}(t) \} \quad t \in \mathbb{N}.
\]

A sequence \( \{ x(t) \}_{t \in \mathbb{N}} \) is called solution of (16) with initial condition \( x_0 \in X \) if \( x(0) = x_0 \) and for all \( t \in \mathbb{N} \) there exists an \( A(t) \in \mathcal{M}(t) \) such that \( x(t + 1) = A(t)x(t) \). Also we say that a sequence \( A(\cdot) \in \mathcal{M}(\cdot) \) if \( A(t) \in \mathcal{M}(t) \) for all \( t \in \mathbb{N} \). Here we concentrate on the case when the sets \( \mathcal{M}(t) \) converge to a set \( \mathcal{M}_\infty \), where we speak of convergence if the following holds:

For every \( \varepsilon > 0 \) there exists a \( t_\varepsilon \) such that for all \( t \geq t_\varepsilon \)

\[
\sup_{A \in \mathcal{M}(t)} d(A, \mathcal{M}_\infty) < \varepsilon.
\]

thus we consider the usual Hausdorff distance of sets. Again Lyapunov and Bohl exponents are defined as usual and the meaning of the growth rates \( \bar{\kappa} (\mathcal{M}(\cdot)), \bar{\beta} (\mathcal{M}(\cdot)), \bar{\delta} (\mathcal{M}(\cdot)) \) is given by an appropriate change of notation in (4). Then we have

**Theorem 5.1** Let \( X \) be a reflexive Banach space and let \( \mathcal{M}(\cdot) \) be uniformly bounded. Assume furthermore that for each \( t \in \mathbb{N} \) the set \( \mathcal{M}(t) \) is weakly compact. Assume that \( \lim_{t \to \infty} \mathcal{M}(t) = \mathcal{M} \), where \( \mathcal{M} \) is weakly compact, then

\[
\bar{\kappa} (\mathcal{M}(\cdot)) = \bar{\beta} (\mathcal{M}(\cdot)) = \bar{\delta} (\mathcal{M}(\cdot)) = \bar{\delta} (\mathcal{M}_\infty).
\]

**Proof.** The equality \( \bar{\kappa} (\mathcal{M}(\cdot)) = \bar{\beta} (\mathcal{M}(\cdot)) = \bar{\delta} (\mathcal{M}_\infty) \) is a direct consequence of Theorem 3.2. Let \( A(\cdot) \in \mathcal{M}(\cdot) \), then there exists by assumption a sequence \( B(\cdot) \in \mathcal{M}_\infty \) such that

\[
\lim_{t \to \infty} \| A(t) - B(t)\| = 0.
\]

Then it follows from [10, 11] that \( \bar{\beta} (\Phi_A) = \bar{\beta} (\Phi_B) \). This implies \( \bar{\beta} (\mathcal{M}(\cdot)) \leq \bar{\delta} (\mathcal{M}_\infty) \) and by symmetry the quantities are equal. By Theorem 5.1 in [13] we have furthermore, that \( \bar{\beta} (\mathcal{M}(\cdot)) = \bar{\delta} (\mathcal{M}(\cdot)) \). \( \square \)

This result implies the following result for delay systems. For maps \( t \mapsto U(t) \subset \mathbb{R}^{n \times n} \) and \( t \mapsto V(t) \subset L^p([-h, 0]) \), where \( U(t) \) and \( V(t) \) are (weakly) compact for all \( t \), we use the (norm-wise) notion of set convergence as defined above.

Assume we are given upper-semicontinuous set-valued maps \( U_i(\cdot), i = 0, \ldots, m, \) with \( U_i(t) \subset \mathbb{R}^{n \times n} \) compact, convex and an strongly upper semicontinuous \( V(\cdot) \) with weakly compact, convex values in \( L^p([-h, 0]) \). Assume furthermore that \( U_i(t), V(t) \) are uniformly bounded in \( t \). Then we may consider the delay system
\[
\dot{x}(t) = A_0(t)x(t) + \sum_{i=1}^{m} A_i(t)x(t - h_i) + \\
\int_{-h}^{0} \eta(t, \tau)x(t + \tau) d\tau ,
\]

(17)

where \( x(0) = r \in \mathbb{R}^n \) and \( x([-h, 0]) = \phi \in L^p([-h, 0], \mathbb{R}^n) \).

under the condition \( A_i(t) \in U_i(t) \) a.e. and \( A_i \) measurable, \( i = 0, \ldots, m \) and similarly \( \eta(t) \in V(t) \) a.e. and \( \eta \) strongly measurable. For this system we denote the set of admissible functions by \( \Gamma' \). The definition of \( \bar{\kappa}(\Gamma'), \bar{\beta}(\Gamma') \) and \( \bar{\delta}(\Gamma') \) is completely analogous to (4). Then we obtain the following result for time-varying delay systems.

**Proposition 5.2** Assume the maps \( U_i(\cdot), i = 0, \ldots, m \) and \( V(\cdot) \) are as above and that furthermore

\[
\lim_{t \to \infty} U_i(t) = U_i, \quad \lim_{t \to \infty} V(t) = V
\]

where \( U_i, V \) satisfy the hypotheses of Theorem 4.3, then

\[
\bar{\kappa}(\Gamma') = \bar{\beta}(\Gamma') = \bar{\delta}(\Gamma') = \bar{\beta}(\Gamma).
\]

So this result recaptures the well known result from time-varying systems that if the generators \( A(t) \) converge, then the limit of the \( \bar{A}(t) \) determines the growth behavior of the system.

### 6 Conclusion

Using results from the theory of discrete inclusions in Banach spaces it has been shown that for families of time-varying delay equations the exponential growth can be defined in various equivalent ways via exponential growth of trajectories, Bohl exponents or uniform growth bounds. With a new result for discrete inclusions it has been shown that the slowly varying inclusion case yields an analogous result to the case of slowly-varying systems. This result is also directly applicable to the case of slowly-varying families of time-varying delay equations.
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