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Abstract

Stark’s Conjectures for p-adic L-functions

by

Joseph W. Ferrara

We give a new definition of a p-adic L-function for a mixed signature character of a

real quadratic field and for a nontrivial ray class character of an imaginary quadratic

field. We then state a p-adic Stark conjecture for this p-adic L-function. We prove

our conjecture in the case when p is split in the imaginary quadratic field by relating

our construction to Katz’s p-adic L-function. We also prove our conjecture in the

real quadratic setting for one special case and give numerical evidence in one specific

example.
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Introduction

Let F be a number field and let

χ : GF −→ C×

be a continuous one dimensional representation of the absolute Galois group of F . Let

K be the fixed field of the kernel of χ. Let p be an odd prime number and fix embeddings

(for the rest of this thesis) ι∞ : Q ↪→ C and ιp : Q ↪→ Cp so we may view any algebraic

number as a complex or p-adic number.

Via the Artin map, to χ we may associate the complex Hecke L-function,

L(χ, s), defined by the series

L(χ, s) =
∑
a⊂OF

χ(a)

N as

for Re(s) > 1. The function L(χ, s) has a meromorphic continuation to the whole

complex plane. In the late 1970s, in a series of papers, Stark made precise conjectures

concerning the leading term of the Taylor series expansion at s = 0 of L(χ, s) ([28], [29],

[30]). Stark’s conjectures relate the leading term of L(χ, s) at s = 0 to the determinant

of a matrix of linear combinations of logarithms of units in K. His conjectures refine
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Dirichlet’s class number formula. Stark proved his conjectures when the field F is equal

to Q or to an imaginary quadratic field. In general the conjectures are open.

Around the same time that Stark made his conjectures, p-adic L-functions

were constructed interpolating the critical values of complex Hecke L-functions for gen-

eral number fields. This vastly generalized Kubota and Leopoldt’s work on the p-adic

Riemann zeta function. When F is a totally real field and χ : GF → C× is a totally even

character, Cassou-Nogues, and Deligne–Ribet ([5], [10]) defined a p-adic meromorphic

function

Lp(χ, s) : Zp −→ Cp

determined by the following interpolation property: for all n ∈ Z≤0, we have

Lp(χ, n) =
∏
p|p

(1− χωn−1(p) N p−n)L(χωn−1, n) (0.1)

where ω is the Teichmüller character. Siegel and Klingen ([26]) showed that the values

L(χωn−1, n) lie in the field obtained by adjoining the values of χωn−1 to Q. The equality

(0.1) takes place in Q.

Now let F be a CM field with maximal totally real subfield E. A prime p

is called ordinary for F if every prime above p in E splits in F . For such primes

p, Katz ([17],[18]) defined a p-adic L-function associated to any ray class character

χ : GF → C×. Katz’s p-adic L-function interpolates the values of complex L-functions

of algebraic Hecke characters with nonzero infinity type. To specify the interpolation

property we specialize to the case that F is imaginary quadratic. Let p be a rational

prime that is split in F . Let λ be a Hecke character of infinity type (1, 0). Then Katz
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constructed a p-adic meromorphic function

Lp(χ, t, s) : Zp × Zp −→ Cp

determined by the following interpolation property: for all k, j ∈ Z such that 1 ≤ j ≤

k − 1, we have

Lp(χ, k, j)

Ωk−1
p

= Ep(χ, k, j)
L(χλk−1, j)

Ωk−1
∞

.

In the formula above, Ep(χ, k, j) is an explicit complex number and Ωp ∈ C×p , Ω∞ ∈ C×

are p-adic and complex periods that make both sides of the above equality algebraic.

In the two cases F is totally real and F is imaginary quadratic, p-adic Stark

conjectures have been made for Lp(χ, s) and Lp(χ, t, s), and some progress has been

made on these conjectures. When F is totally real and χ is totally odd Gross ([16])

stated a conjecture for the order of vanishing of Lp(χω, s) at s = 0 and the leading

term of the Taylor series of Lp(χω, s) at s = 0. Progress has been made on the order of

vanishing, and recently the formula for the leading term was proved in [8] building off

of earlier work in [7]. When F is totally real and χ is totally even there is a conjecture

for the value Lp(χ, 1) known as the Serre-Solomon-Stark conjecture ([27], [31]). This

conjecture is open except in the cases when F = Q (when the formula is due to Leopoldt)

and when χ is trivial (where Colmez has proven a p-adic class number formula ([6]).

When F is imaginary quadratic and p is split in F , Katz stated and proved a p-adic

Stark conjecture for the value Lp(χ, 1, j) known as Katz’s p-adic Kronecker’s 2nd limit

formula ([17] and see section 4.1 of loc. cit.).

One of the original motivations for Stark’s conjectures is that when the order of
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vanishing of L(χ, s) at s = 0 is exactly one, then the conjectures shed light on Hilbert’s

12th problem about explicit class field theory. More precisely, when the order vanishing

is exactly one then Stark’s conjectures predict the existence of a unit u ∈ O×K such that

the relation

L′(ψ, 0) = −1

e

∑
σ∈Gal(K/F )

ψ(σ) log |σ(u)| (0.2)

holds for all characters of the Galois group Gal(K/F ) and such that K(u1/e) is an

abelian extension of F . Here e is the number of roots of unity in K and the absolute

value is a particular absolute value on K. When F is real quadratic, ords=0(L(χ, s)) = 1

if and only if χ is mixed signature. In this case, we choose the absolute value on K to

correspond to one of the real places of K. Then by varying ψ and exponentiating (0.2)

one can solve for the unit u from the L-values L′(ψ, 0). In this way, Stark’s conjectures

give a way to construct units in abelian extensions of F .

The goal of this thesis is to define a p-adic L-function and state a p-adic Stark

conjecture in the setting when F is a quadratic field and ords=0(L(χ, s)) = 1 (the rank

one setting). This is the case when

χ : GF −→ C×

is any nontrivial character if F is imaginary quadratic, and when χ is a mixed signature

character when F is real quadratic. When F is imaginary quadratic and p is split in F

our p-adic L-function is related to Katz’s. In the cases when F is imaginary quadratic

and p is inert, as well as when F is real quadratic and χ is mixed signature, our p-adic

L-function is new. Our p-adic Stark conjecture has a similar shape to (0.2) above with
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the complex logarithm replaced with the p-adic logarithm and the same units appearing.

One of the main issues with defining the p-adic L-function for χ when F is quadratic

and ords=0(L(χ, s)) = 1 is that the complex L-function L(χ, s) has no critical values.

Therefore the p-adic L-function of χ will not interpolate any of the special values of

L(χ, s). In order to define the p-adic L-function in spite of the fact that L(χ, s) has

no critical values we p-adically deform χ into a family of p-adic representations where

complex L-functions in the family do have critical values to interpolate.

We now explain in more detail our definition, conjectures, and results. Let

ρ = Ind
GQ
GF

: GQ −→ GL2(C)

be the induction of χ from GF to GQ. Then the q-expansion

f =
∑
a⊂OF

χ(a)qNa

is the q-expansion of a weight one modular form and ρ is the representation associated

to f . The modular form f has character ε = det ρ and level N = |dF |NF/Qm where dF

is the discriminant of F and m is the conductor of χ. Let

x2 − ap(f)x+ ε(p) = (x− α)(x− β)

be the Hecke polynomial of f at p. Then α and β are roots of unity, so f has two (possibly

equal) ordinary p-stabilizations. Let fα(z) = f(z) − βf(pz) be a p-stabilization of f .

Under the assumption that α 6= β, Belläıche and Dmitrov ([2]) have shown that the

eigencurve is smooth at the point corresponding to fα. In order to use Belläıche and

Dmitrov’s result we assume α 6= β and let V be a neighborhood of fα on the eigencurve
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such that the weight map is étale at all points of V except perhaps fα. Furthermore,

let W be weight space. Using the constructions of [1] there exists a two-variable p-adic

rigid analytic function

Lp(fα, z, σ) : V ×W −→ Cp

such that for all classical points y ∈ V , all finite order characters ψ ∈ W(Cp), and all

integers j, 1 ≤ j ≤ k − 1 where k is the weight of y,

Lp(fα, y, ψ
−1(·)〈·〉j−1)

Ω
sgn(ψ)
p,y

= Ep(fα, y, ψ, j)
L(gy, ψω

j−1, j)

Ω
sgn(ψ)
∞,y

.

Here Ep(fα, y, ψ, j) is an explicit complex number and Ω±∞,y,Ω
±
p,y are p-adic and complex

periods respectively that make both sides of the equality algebraic. Conceptually, it

makes sense to define the p-adic L-function of χ as

Lp(χ, α, s) : Zp −→ Cp

Lp(χ, α, s) = Lp(fα, x, 〈·〉s−1)

where x ∈ V is the point corresponding to fα. The problem with this definition is that

while the function Lp(fα, z, σ) is determined by the above interpolation property, the

triple of the function Lp(fα, z, σ), the p-adic periods Ω±p,y, and the complex periods Ω±∞,y

is not canonically defined. The choice of the function Lp(fα, z, σ) may be changed by an

invertible function (meaning having no zeros or poles) on V and we would then obtain

a new function with new p-adic and complex periods satisfying the same interpolation

formula. We would like to state a p-adic Stark conjecture for the function Lp(χ, α, s),

but because the function is not canonically defined it does not make sense to specify its

value at any point with a precise conjecture.
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To define a function that does not depend on any choices, we fix two finite

order Dirichlet characters η, ψ ∈ W and define the p-adic L-function of χ with the

auxiliary characters η and ψ as

Lp(χ, α, η, ψ, s) =
Lp(fα, x, η

−1(·)〈·〉s−1)

Lp(fα, x, ψ−1(·)〈·〉s−1)
.

The function Lp(χ, α, η, ψ, s) does not depend on the choices made to define Lp(fα, x, σ),

and so Lp(χ, α, η, ψ, s) is the p-adic L-function we make a Stark conjecture for.

Now assume that η and ψ have orders pm and pn respectively. Let Mm and

Mn be the fixed fields of the kernels of the representations ρ⊗ η and ρ⊗ψ respectively.

We conjecture the existence of units um ∈ O×Mm
and un ∈ O×Mn

such that

Lp(χ, α, ηω, ψω, 0) = Ep(χ, α, η, ψ, 0)

∑
σ∈Gal(Mm/F )

χη(σ) logp |σ(um)|1/α∑
σ∈Gal(Mn/F )

χψ(σ) logp |σ(un)|1/α

where Ep(χ, αη, ψ, 0) is an explicit p-adic number. The absolute value | · |1/α is a

projection that depends on the choice of p-stabilization. This projection is a key part

of the conjecture and the idea is from Greenberg and Vatsal ([14]). In [14], Greenberg

and Vatsal study Iwasawa theory for representations associated to weight one modular

forms. When the weight one modular form is the same as the ones we consider in this

thesis, the p-adic L-functions they study are very closely related to the ones we study

here.

We prove our conjecture in the case when F is imaginary and p is split in

F by comparing the p-adic L-function Lp(χ, α, ηω, ψω, s) to Katz’s p-adic L-function.

In addition, we use Katz’s p-adic L-function to prove our conjecture in the following
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additional case when F is real quadratic. Assume F real quadratic and χ is a mixed

signature character of GF . If there exists an imaginary quadratic field F ′ and a ray class

character χ′ of GF ′ such that Ind
GQ
GF

χ = Ind
GQ
GF ′

χ′ then our conjecture holds for χ. We

also give numerical evidence for our conjecture in one particular example. Unfortunately

the example we give numerical evidence for falls into the setting just described for a real

quadratic field. In the future we hope to numerically verify the conjecture in at least

one more additional case.

We finish this introduction by giving a brief outline of each of the chapters in

this thesis. In chapter 1 we review the rank one abelian Stark conjecture for quadratic

fields. In the imaginary quadratic case when Stark’s conjecture is a theorem we state

the explicit definition of the Stark units. We end chapter 1 with an informal discussion

and outline of how we will define the p-adic L-function associated to χ. In chapter

2 we give all the background needed to use the constructions of [1] to define p-adic

L-functions on the ordinary locus of the eigencurve. This includes using the language

of rigid analytic geometry to discuss overconvergent modular symbols and families of

overconvergent modular symbols. We include in chapter 2 the construction of the p-adic

L-function of an ordinary weight k ≥ 2 modular form for comparison to the situation

that we consider in weight one.

In chapter 3 we give the definition of our p-adic L-function as well as the

statement of our conjectures. We state an integral conjecture at s = 0 and at s = 1 as

well as rational conjectures at s = 0 and s = 1. In chapter 4 we prove our conjecture

when F is imaginary quadratic and p is split in F . In this chapter we give an explanation
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of Katz’s p-adic L-function drawing from many sources ([17],[9],[15],[3]). In chapter 5,

we use our result from chapter 4 to prove our conjecture for the case when F is real

quadratic described above. In chapter 6 we give numerical evidence for our conjecture

in a specific example.

Chapter 7 is an appendix. The section on rigid analytic geometry was included

for the reader not familiar with the subject. We do not do any heavy rigid analytic

geometry in this thesis, but we do use it as a language to discuss p-adic L-functions.

The appendix has all the definitions and theorems used. The section on topological

rings, modules, and the completed tensor product is included for completeness to give

definitions that do not appear in the body of the thesis. The section on Hecke characters

is included to set language and conventions since many different conventions for Hecke

characters and their names is used in the literature. Finally the section on Hecke

L-functions is included for completeness and to have for comparison to the p-adic L-

functions considered in this thesis.
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Chapter 1

The rank one abelian Stark

conjecture for quadratic fields

1.1 The archimedean conjecture

In this section we state the rank one abelian Stark conjecture for quadratic

fields and introduce notation that will be used in later sections. We state the conjecture

at s = 0 and at s = 1 since our p-adic conjecture will be stated at s = 0 and s = 1. Let

F be a quadratic extension of Q and let K be a nontrivial finite abelian extension of

F . If F is real quadratic we assume that one infinite place of F stays real in K and the

other becomes complex.

Let S be a finite set of places of F that contains the infinite places and the

places that ramify in K, and such that |S| ≥ 2. Let SK denote the places of K above

those in S. Let v denote an infinite place of K such that v(K) ⊂ R if F is real quadratic.
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We also let v denote the infinite place of F that is v|F , so v ∈ S. Let Uv,S denote the

subgroup of K× defined by

Uv,S =


{u ∈ K× : |u|w′ = 1,∀w′ such that w′|F 6= v|F } if |S| ≥ 3

{u ∈ K× : |u|w′ = |u|w′′ ,∀w′, w′′ | v′ and |u|w = 1, ∀w 6∈ SK} if S = {v, v′}.

Let e denote the number of roots of unity in K.

Conjecture 1.1.1. (Stark [30] at s = 0) There exists u ∈ Uv,S such that for all char-

acters χ of Gal(K/F ),

L′S(χ, 0) = −1

e

∑
σ∈Gal(K/F )

χ(σ) log |σ(u)|v.

Remarks 1.1.2. 1. Stark conjectured the additional conclusion that the u ∈ Uv,S

in the above conjecture is such that K(u1/e) is an abelian extension of F . For our

purposes we will not be considering this part of the conjecture, so we leave it out.

2. Stark proved the above conjecture when F is imaginary quadratic ([30]). The

conjecture is open when F is real quadratic.

3. If |S| ≥ 3, then the element u ∈ Uv,S has its absolute value specified at every

infinite place of K, so u if it exists is determined up to multiplication by a root of

unity. The element u ∈ Uv,S which the conjecture predicts is called a Stark unit

of K/F .

4. In the real quadratic case, we can always take S to be the infinite places of F

union the places of F that ramify in K. In this case, the conjectural u ∈ Uv,S is
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an actual unit in OK . Similarly in the imaginary quadratic case if at least two

primes of F ramify in K and we take S to be the infinite place of F union the

places of F that ramify in K, then the Stark unit u ∈ Uv,S is a unit in K.

5. If there exists a finite prime w in S such that χ(w) = 1, then L′S(χ, 0) = 0 for all

χ and we may take u = 1. Therefore the conjecture is somewhat trivial in this

case. When we state the conjecture at s = 1 will assume that χ(w) 6= 1 for any

w ∈ S.

Proposition 1.1.3. Keeping the notation from above assume F is real quadratic, |S| ≥

3, and let χ be a character of Gal(K/F ) that is totally even. Then L′S(χ, 0) = 0 and if

u ∈ Uv,S, then ∑
σ∈Gal(K/F )

χ(σ) log |σ(u)|v = 0.

Proof. If χ is totally even, the order vanishing at s = 0 of LS(χ, s) is at least two, so

L′S(χ, 0) = 0.

Now let u ∈ Uv,S and let w be an infinite place of K such that w|F 6= v|F .

Then w is above a complex place of K, so |u|w = 1. Let {1, δ} be the decomposition

group of w. The condition |u|w = 1 is equivalent to w(u) = w(u)−1. Since w is a ring

homomorphism w(u)−1 = w(u−1). By definition of δ, w(u) = w◦δ(u). Then δ(u) = u−1

since w is injective. That is, the condition |u|w = 1 is equivalent to δ(u) = u−1.
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On the other hand, since χ is even, χ(δ) = 1. We then have

∑
σ∈Gal(K/F )

χ(σ) log |σ(u)|v =
∑

σ∈Gal(K/F )/{1,δ}

χ(σ) log |σ(u)σδ(u)|v

=
∑

σ∈Gal(K/F )/{1,δ}

χ(σ) log |σ(u)σ(u−1)|v

= 0.

Remarks 1.1.4. 1. By the proposition, in the real quadratic case Conjecture 1.1.1

is equivalent to the statement that there exists u ∈ Uv,S such that for all mixed

signature characters χ of Gal(K/F )

L′(χ, 0) = −1

e

∑
σ∈Gal(K/F )

χ(σ) log |σ(u)|v.

2. Let χ be a character of Gal(K/F ) such that ords=0(L(χ, s)) = 1. Let dF be the

discriminant of F , f the conductor of χ, and N = |dF |NF/Qf. In this setting, the

functional equation for the primitive L-function, L(χ, s) is

L(1− s)2(2π)s−1Γ(1− s)N (1−s)/2 = W (χ)L(χ, s)2(2π)−sΓ(s)N s/2

where W (χ) is the root number of χ.

Using the functional equation we state Stark’s conjecture also at s = 1. We

make the following assumption on S: for all finite w ∈ S and all characters χ of

Gal(K/F ) such that ords=0(L(χ, s)) = 1, χ(w) 6= 1.
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Conjecture 1.1.5. (Stark at s = 1) There exists a u ∈ Uv,S such that for all characters

χ of Gal(K/F ) that are of mixed signature if F is real quadratic and are nontrivial if

F is imaginary quadratic,

LS(χ, 1) = −2π

e

W (χ)√
|dF |N f(χ)

E(χ, S)
∑

σ∈Gal(K/F )

χ(σ−1) log |σ(uK)|v

where f(χ) is the conductor of χ, dF is the discriminant of F , e is the number of roots

of unity in K, and

E(χ) =
∏
v∈S
finite

(
1− χ(v)

Nv

)
(1− χ(v))−1.

Remarks 1.1.6. By Proposition 1.1.3 and the functional equation, when |S| ≥ 3 and

S is as above, Conjectures 1.1.1 and 1.1.5 are equivalent. The term E(χ) appearing

comes from the functional equation for LS(χ, s).

Definition 1.1.7. Let K/F , S and v be as above. An element in Uv,S satisfying the

above conjecture is called a Stark unit for K/F and is denoted uK . If |S| ≥ 3, then uK

is determined up to multiplication by a root of unity. When F is imaginary quadratic

the units uK will be specified in section 1.2.

Remarks 1.1.8. It is important to note that if S is fixed, then the Stark unit uK in

the above definition depends on the choice of infinite place v of K. In the setting we

consider this will be particularly important. In our setting we have a nontrivial ray

class character

χ : GF −→ C×
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that is of mixed signature if F is real quadratic. We will then take K to be the fixed field

of the kernel of χ. Our conjecture will depend on the two-dimensional representation

ρ = Ind
GQ
GF

χ : GQ −→ GL2(C).

The representation ρ has the property that for any τ ∈ GQ − GF the character χτ

defined by

χτ (σ) = χ(τ−1στ)

also satisfies ρ = Ind
GQ
GF

χτ . The fixed field of the kernel of χτ is τ(K), and we will need

to consider the Stark unit for K/F and for τ(K)/F .

When F is imaginary quadratic, Kτ(K) is the fixed field of the kernel of ρ,

and is an abelian extension of F , so there exists a Stark unit for Kτ(K)/F .

When F is real quadratic, τ(K)K is abelian over F , but both infinite places

of F become complex in τ(K)K. Therefore the extension τ(K)K/F does not fall into

the setting of the rank one abelian Stark conjecture. For this reason, when F is real

quadratic we consider the two extensions K/F and τ(K)/F separately. If v is an infinite

place of K such that v(K) ⊂ R if F is real quadratic, then vτ := v ◦ τ−1 is an infinite

place of τ(K) such that vτ (τ(K)) ⊂ R if F is real quadratic. If uK is the Stark unit for

K determined by v, then τ(uK) is the Stark unit for τ(K) determined by vτ .

One may also fix a character χ of Gal(K/F ) and state a rank one abelian Stark

conjecture for the one L-function LS(χ, s). This Stark conjecture for L(χ, s) is still open

in the real quadratic case for most χ. We call this Stark conjecture the rational Stark

conjecture for χ.
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We keep the setting and notation as above for K/F , S, and v. Let χ be a

character of Gal(K/F ) such that ords=0(LS(χ, s)) = 1, and let k be the field obtained

by adjoining the values of χ to Q. We extend log |·|v from Uv,S to k⊗ZUv,S by k-linearity.

Let

(k ⊗Z Uv,S)χ
−1

= {u ∈ k ⊗Z Uv,S : σ(u) = χ−1(σ)u,∀σ ∈ Gal(K/F )}

(k ⊗Z Uv,S)χ = {u ∈ k ⊗Z Uv,S : σ(u) = χ(σ)u,∀σ ∈ Gal(K/F )}

be the χ−1 and χ isotypic components of k⊗Z Uv,S where Gal(K/F ) acts via its action

on Uv,S .

Conjecture 1.1.9. (Stark for χ at s = 0). There exists an element u∗χ ∈ (k⊗ZUv,S)χ
−1

such that

L′S(χ, 0) = log |u∗χ|v.

Conjecture 1.1.10. (Stark for χ at s = 1). There exists an element uχ ∈ (k⊗ZUv,S)χ

such that

LS(χ, 1) = −2πW (χ)E(χ, S)√
|dF |N f(χ)

log |uχ|v.

Remarks 1.1.11. 1. Since we are assuming ords=0(LS(χ, s)) = 1, the k-dimension

of (k ⊗Z Uv,S)χ
−1

and (k ⊗Z Uv,S)χ is one.

2. Conjecture 1.1.1 implies Conjecture 1.1.9 by taking

u∗χ = −1

e

∑
σ∈Gal(K/F )

χ(σ)⊗ σ(u) ∈ (k ⊗Z Uv,S)χ
−1

16



where u ∈ Uv,S is the unit satisfying Conjecture 1.1.1. Conjecture 1.1.5 implies

conjecture 1.1.10 by taking

uχ = −1

e

∑
σ∈Gal(K/F )

χ(σ−1)⊗ σ(u) ∈ (k ⊗Z Uv,S)χ

where u ∈ Uv,S is the unit satisfying conjecture 1.1.5.

3. The ∗ in the notation for u∗χ is to indicate that uχ is in the χ−1 component of

Uv,S and not the χ component. In some references u∗χ is denoted uχ and in some

references it is uχ−1 . Since we will be state the conjectures at s = 0 and s = 1, we

use a ∗ to denote being in the χ−1 component and the absence of a ∗ to denote

being in the χ component.

1.2 The imaginary quadratic case

In this section we define the Stark units that exist in the imaginary quadratic

case of the rank one abelian Stark conjecture. These units will be used in later sections.

We begin by introducing Robert’s units. They appear in Kronecker’s second

limit formula. A note on notation in this section is that depending on what looks better,

we may write exp(z) or ez for the exponential function.

Let L = Zω1 +Zω2 ⊂ C be a lattice in C with ordered basis so that τ = ω1/ω2

is in the upper half plane. Define the sigma and delta functions of a complex number z

and lattice L to be

σ(z, L) = z
∏
ω∈L
ω 6=0

(
1− z

ω

)
exp

(
z

ω
+

1

2

( z
ω

)2
)

17



∆(L) =

(
2πi

ω2

)12

e2πiτ
∞∏
n=1

(1− e2πinτ )24.

Let

A(L) =
ω1ω2 − ω1ω2

2πi

so A(L) the area of C/L divided by π. Further let

η1(L) = ω1

∑
n∈Z

∑
m∈Z,m 6=0

1

(mω1 + nω2)2

and

η2(L) = ω2

∑
m∈Z

∑
n∈Z,n 6=0

1

(mω1 + nω2)2

and define

η(z, L) =
ω1η2 − ω2η1

2πiA(L)
z +

ω2η1 − ω1η2

2πiA(L)
z.

Then σ(z, L) satisfies the following transformation law for all ω ∈ L

σ(z + ω,L) = ±σ(z, L) exp(η(ω,L)(z + ω/2)).

Define the fundamental theta function by

θ(z, L) = ∆(L) exp(−6η(z, L)z)σ(z, L)12.

The function θ(z, L) satisfies the transformation law θ(cz, cL) = θ(z, L) for all c ∈

C−{0}. As a function of z, θ(z, L) is not holomorphic. If L = Zτ +Z where τ is in the

upper half plane, then θ(z, L) has the product expansion

θ(z, L) = e
6

A(L)
z(z−z)

e2πiτ (eπiz − e−πiz)12
∞∏
n=1

[(1− e2πi(nτ+z))(1− e2πi(nτ−z))]12.
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We now define Robert’s units associated to an integral ideal of an imaginary

quadratic field. Let F be any imaginary quadratic field, let f be a non-trivial integral

ideal of F . Let Gf = Gal(F (f)/F ) and for a fractional ideal a coprime to f, let σa ∈ Gf

be the image of a under the Artin map.

Definition 1.2.1. Let f be a nontrivial integral ideal of F and let f be the least positive

integer in f ∩ Z. Define for σ ∈ Gf, the Robert unit associated to σ by

E(σ) = θ(1, fc−1)f

where σc = σ. The complex number E(σ) is well defined and we have the following

proposition about its algebraic properties.

Proposition 1.2.2. (page 55 in [9]) Let f be a nontrivial integral ideal of F . Then for

all σ ∈ Gf, we have

(i) E(σ) ∈ F (f).

(ii) For all σ′ ∈ Gf, σ
′(E(σ)) = E(σ′σ).

(iii) If f is divisible by two distinct primes then E(σ) is a unit in F (f). If f = qn for a

prime q of F , then E(σ) is a q-unit.

The following theorem is known as Kronecker’s second limit formula. It relates

Robert units to special values of L-function associated to the imaginary quadratic field

F .

Theorem 1.2.3. (Kronecker’s second limit formula) Let f be a nontrivial ideal of F ,

let f be the least positive integer in f ∩ Z, and let wf be the number of roots of unity in
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F congruent to 1 mod f. Furthermore, let S be the infinite place of F and the places

dividing f, and let v be the infinite place of F (f) induced by ι∞. Then for all characters

χ of Gf,

L′S(χ, 0) = − 1

12fwf

∑
σ∈Gf

log |E(σ)|v.

When Stark stated his conjectures, he recast this theorem using the following

lemma.

Lemma 1.2.4. (Lemma 9 on page 225 of [30]) Keeping the notation of the theorem,

let K ⊂ F (f) be a subfield of F (f) that is a nontrivial extension of F . Let J ⊂ Gf be the

subgroup such that Gf/J = Gal(K/F ), and define for σJ ∈ Gf/J

E(σJ) =
∏
σ′∈σJ

E(σ′) = NF (f)/K(E(σ)).

Let e be the number of roots of unity in K. Then E(σJ)e is a 12fwf power in K.

Definition 1.2.5. Let f be a nontrivial ideal of F and let K ⊂ F (f) be a nontrivial

extension of F such that Gal(K/F ) = Gf/J . Let e be the number of roots of unity in K,

f the least positive integer in f∩Z, and wf the number of roots of unity in F congruent

to 1 mod f. Define the Stark unit of the extension K/F , denoted uK to be an element

of K such that

u
12fwf

K = E(J)e

where E(J) =
∏
σ∈J E(σ). Such an element uK exists by the previous lemma and is

unique up to multiplication by a root of unity in K.
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Theorem 1.2.6. ([30]) Keeping the notation as in the previous definition, we have that

for all characters χ of Gal(K/F ),

L′S(χ, 0) = −1

e

∑
σ∈Gal(K/F )

χ(σ) log |σ(uK)|v

and K(u
1/e
K ) is an abelian extension of F .

Remarks 1.2.7. 1. This theorem implies conjecture 1.1.1 when F is imaginary

quadratic.

2. We could define a collection of Stark units, one for each σJ ∈ Gf/J as

u(σJ) =
∏
σ′∈σJ

= NF (f)/K(u(σ))

where u(σ) the Robert unit defined in F (f). Then for the correct choice of the

12fwfth roots we would have the reciprocity law

σ′(u(σ)) = u(σ′σ)

for all σ, σ′ ∈ Gal(K/F ). In this case we would define uK = u(J) and then

σ(uK) = u(σJ).

1.3 Ideas for a p-adic L-function in this case

Let F be a quadratic field and let χ be a ray class character of F such that

ords=0(L(χ, s)) = 1. As stated in the introduction the goal of this thesis is to define a

p-adic L-function associated to χ and to state a p-adic Stark conjecture. In this section
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we first explain the philosophy of how to define a p-adic L-function associated to χ. We

then outline how we will rigorously carry out the philosophy in chapter 2.

The initial difficulty in defining a p-adic L-function associated to χ is that

the complex L-function L(χ, s) has no critical values. That is, L(χ, n) = 0 for all

n ∈ Z≤0 because of the poles in the gamma factors in the functional equation for

L(χ, s). It follows then that any p-adic continuous function that is determined by an

interpolation formula involving the values of L(χ, s) at negative integers would have to

be the zero function. Any meaningful p-adic L-function associated to χ would therefore

not interpolate any of the values of L(χ, s).

The idea to define a meaningful p-adic L-function associated to χ is to use the

theory of p-adic families of automorphic forms. We will put χ into a continuous family

V of a p-adic automorphic forms where there exists a dense subset X ⊂ V of “algebraic”

automorphic forms with p-adic L-functions defined. The p-adic L-function of χ is then

defined to be the limit of the p-adic L-functions already defined for the points X in V .

A first attempt to put χ into a p-adic family of automorphic forms would

be to deform χ inside of the space of p-adic Hecke characters. When F is imaginary

quadratic and p is split in F one can deform χ into a family of p-adic Hecke characters

that contains enough algebraic Hecke characters whose complex L-function have critical

values in order to define the p-adic L-function of χ. This is what Katz does ([17],[18],

and see section 4.1 of loc. cit.). When F is real quadratic one cannot deform χ into a

family of p-adic Hecke characters where any of the algebraic Hecke characters’ complex

L-functions have critical values.
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A key idea of this thesis that allows us to deform χ into a family where complex

L-functions of members of the family have critical values is to not view χ as a Hecke

character of F , but to base change from F to Q and view χ as a modular form. Explicitly,

χ becomes the weight one modular form f whose q-expansion is given by

f =
∑
a⊂OF

χ(a)qNa.

One can explicitly see that the complex L-function of f is the same as the complex

L-function of χ, while philosophically it follows functorially. Using the theory of p-adic

families of modular forms we p-adically deform f into a family V of modular forms. If

g is a newform of weight k ∈ Z≥2 (an “algebraic” modular form), then the complex L-

function of g has critical values at the integers j with 1 ≤ j ≤ k−1 and there is a p-adic

L-function of g defined interpolating these values. We define the p-adic L-function of f

to be the limit of the p-adic L-functions of the newforms g in of weights k ∈ Z≥2 in the

family V .

Because the modular form f we are p-adically deforming into a family of mod-

ular forms is of weight one, the family of modular forms we consider will be a family of

ordinary modular forms, known as a Hida family. Even though it is not strictly neces-

sary to construct the eigencurve to talk about Hida families, we construct the ordinary

locus of the eigencurve because we are interested in the weight one point corresponding

to f . In [2], Belläıche and Dmitrov do an analysis of the geometry of the eigencurve at

weight one points and give a sufficient condition for the eigencurve to be smooth at a

given weight one point. This smoothness condition allows one to define a two-variable
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p-adic L-function whose first variable is on the eigencurve parameterizing a p-adic fam-

ily of modular forms, and whose second variable is the usual cyclotomic variable on

weight space. In order to use Belläıche and Dmitrov’s result we must introduce the

formalism originally created by Glenn Stevens and then developed by Belläıche in [1]

to construct the the eigencurve using families of overconvergent modular symbols. This

uses the language of rigid analytic geometry and the p-adic L-functions we consider are

then p-adic rigid analytic functions.

In chapter 2, after giving our conventions for modular forms in section 2.1,

we introduce weight space, the rigid analytic space which will be part of the domain

of our p-adic L-function. We then introduce general modular symbols, which are used

to define the p-adic L-function of an ordinary weight k ≥ 2 modular form. In order

to consider p-adic L-functions of p-adic modular forms of p-adic weights that are not

integers k ∈ Z≥2 we introduce overconvergent modular symbols. This in particular

will allow use to associate a p-adic L-function to an ordinary weight one modular form.

Finally at the end of chapter 2 we introduce families of overconvergent modular symbols

which we use to construct the ordinary locus of the eigencurve. This allows us to use

the result of Belläıche and Dmitrov ([2]) and the constructions of Belläıche in [1] to

construct two-variable p-adic L-functions.
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Chapter 2

Background for definition of the

p-adic L-function

2.1 Conventions for modular forms

In this section, we set some notation and conventions that will be fixed through-

out for modular forms. We also state some relevant definitions for later reference.

Fix a positive integer N such that p - N . The congruence subgroups we

consider will be Γ1(N) and Γ1(N) ∩ Γ0(p). Let Γ denote either of these groups. Our

Hecke actions will come via double coset algebras following the conventions in [13] and

[25]. Let Σ = GL2(Q)∩M2(Z) and let D(Γ,Σ) be the double coset algebra of the double

cosets of Γ in Σ. Given γ ∈ Σ, we let T (γ) ∈ D(Γ,Σ) denote the element corresponding

to the double coset ΓγΓ. We define the Hecke operators as the following elements of

D(Γ,Σ):

25



1. T` = T


1 0

0 `


 for ` - Np.

2. Up = T


1 0

0 p


 if Γ = Γ1(N) ∩ Γ0(p) and Tp = T


1 0

0 p


 if Γ = Γ1(N).

3. ι = T


1 0

0 −1




To define the diamond operators, when Γ = Γ1(N), for a ∈ (Z/NZ)×, let

x, y ∈ Z be such that ax − Ny = 1 and βd =

 x y

Npr a

 ∈ Γ0(N). Then we define

[a] ∈ D(Γ,Σ) as [a] = T (βa). When Γ = Γ1(N)∩Γ0(p) for a ∈ (Z/NZ)×, let x, y ∈ Z be

such that ax−Npy = 1 and βa =

 x y

Np a

 ∈ Γ0(Np). Then we define [a] ∈ D(Γ,Σ)

as [a] = T (βa).

Let the Hecke algebra be the algebra

H =


Z[T`, ` - Np,Up, [a], a ∈ (Z/NZ)×] ⊂ D(Γ,Σ) if Γ = Γ1(N) ∩ Γ0(p)

Z[T`, ` - N, [a], a ∈ (Z/NZ)×] ⊂ D(Γ,Σ) if Γ = Γ1(N).

If Σ′ is a subsemigroup of Σ containing the matrices needed to define H, then we also

consider H ⊂ D(Γ,Σ′).

For k ≥ 1, we let Sk(Γ,Q) denote the space of holomorphic weight k and level Γ

cusp forms with algebraic q-expansions, and let Sk(N, ε,Q) ⊂ Sk(Γ1(N),Q) be the space
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of holomorphic cuspforms of level N and nebentypus ε with algebraic q-expansions. Let

Sk(Γ,Cp) = Sk(Γ,Q)⊗Q Cp and Sk(Γ,C) = Sk(Γ,Q)⊗Q C

and similarly let

Sk(N, ε,Cp) = Sk(N, ε,Q)⊗Q Cp and Sk(N, ε,C) = Sk(N, ε,Q)⊗Q C.

It is a fact that Sk(Γ,C) is the space of holomorphic cusp forms of level Γ.

Let F be the set of holomorphic functions f on the upper half plane such that

for all c ∈ P1(Q)

lim
z→c
|f(z)| = 0.

To make sense of the limit, we view P1(Q) and the upper half place as a subsets of

P1(C). For k ≥ 1, there is a weight-k action of GL+
2 (Q) on F defined as follows: for

γ =

a b

c d

 ∈ GL+
2 (Q), f ∈ F ,

f |γ,k(z) = (cz + d)kf

(
az + b

cz + d

)
.

By definition the space of holomorphic cusp forms of weight k and level Γ is the set of

invariants of Γ with respect to the weight-k action. Let Σ+ = GL+
2 (Q) ∩M2(Z) ⊂ Σ.

Since Sk(Γ,C) is the space of holomorphic cusp forms, the action of Σ+ on F induces

an action of H on Sk(Γ,C). This action leaves the space Sk(Γ,Q) invariant defining an

action of H on Sk(Γ,Q) which we extend by linearity to an action on Sk(Γ,Cp). The

fact that H preserves Sk(Γ,Q) can be seen by the explicit description of the action of

H on q-expansions.
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For the rest of this thesis, we adopt the notation Γ0 = Γ1(N) ∩ Γ0(p).

Definition 2.1.1. A Hecke eigenform (or just eigenform) of level N and character

ε is an element f ∈ Sk(N, ε,Cp) which is an eigenvector for all the elements of H. A

normalized eigenform is a Hecke eigenform f ∈ Sk(N, ε,Cp) such that the leading

term of the q-expansion of f is 1. If f is a normalized eigenform, then f ∈ Sk(N, ε,Q)

and so we may also view f as an element of Sk(N, ε,C). If f ∈ Sk(N, ε,Q) is a

normalized eigenform that is new at level N , we call f a newform.

Definition 2.1.2. Let f =
∞∑
n=1

anq
n ∈ Sk(N, ε,Q) be a newform. Then the Hecke

polynomial of f at p is the polynomial x2 − apx+ ε(p)pk−1. Let α and β be the roots of

this polynomial, so

x2 − apx+ ε(p)pk−1 = (x− α)(x− β).

Then fα(z) := f(z)−βf(pz) and fβ(z) := f(z)−αf(pz) are called the p-stabilizations

of f .

We have that fα, fβ ∈ Sk(Γ0,Q) and are eigenvectors for the action of H.

The T` eigenvalues of fα (respectively fβ) are the same as for f when ` 6= p, and the

Up-eigenvalue of fα (respectively fβ) is α (respectively β).

Definition 2.1.3. Let Sordk (N, ε,Cp) (respectively Sordk (Γ0,Cp)) denote the maximal in-

variant subspace of Sk(N, ε,Cp) (respectively Sk(Γ0,Cp)) with respect to the action of Tp

(respectively Up) such that the characteristic polynomial of Tp (respectively Up) restricted

to this subspace has roots which are p-adic units. We call the subspace Sordk (N, ε,Cp) (re-

spectively Sordk (Γ0,Cp) the ordinary subspace of Sk(N, ε,Cp) (respectively Sk(Γ0,Cp).
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A cuspform f ∈ Sk(N, ε,Cp) (respectively Sk(Γ0,Cp)) is called p-ordinary if f is an

element of the subspace Sordk (N, ε,Cp) (respectively Sordk (Γ0,Cp)).

We remark that if f ∈ Sordk (N, ε,Cp) is a newform and k ≥ 2, then there is

a unique p-ordinary p-stabilization of f because the p-adic valuation of α + β = ap(f)

is 0 while the p-adic valuation of αβ = ε(p)pk−1 is k − 1 ≥ 1. On the other hand, if

f ∈ S1(N, ε,Cp) is a weight one newform, then there are two (possibly equal) p-ordinary

p-stabilizations of f . This is because when f is a weight one newform, there is an odd

irreducible Galois representation

ρf : GQ −→ GL2(Q)

with finite image such that for all primes ` - N , ρf is unramified at ` and the charac-

teristic polynomial of a Frobenius element at ` is the Hecke polynomial of f at `:

x2 − a`(f)x+ ε(`).

In particular, when ` = p we see that the roots of the Hecke polynomial, α and β are

roots of unity because the image of a Frobenius at p has finite order. Therefore both of

the p-stabilizations fα and fβ have Up-eigenvalue of p-adic unit.

Definition 2.1.4. Let f ∈ Sk(Npr,C) for k ≥ 1 have q-expansion

f =

∞∑
n=1

anq
n

and let ψ : (Z/MZ)× → C× be a primitive Dirichlet character. Then the complex

L-function of f twisted by ψ is defined by

L(f, ψ, s) =

∞∑
n=1

ψ(n)an
ns

, Re(s) >
k + 1

2
.
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Here ψ(n) is defined to be 0 if (n,M) > 1. L(f, ψ, s) has an analytic continuation to

all of C and satisfies a functional equation. If the character ψ is trivial, then we omit

ψ from the notation and write L(f, s).

If f ∈ Sk(N, ε,Q) is a newform, then L(f, ψ, s) has an Euler product repre-

sentation as

L(f, ψ, s) =
∏
`|N

1

1− ψ(`)a``−s

∏
`-N

1

1− ψ(`)a``−s + ψ2ε(`)`k−1−2s

where the two products are over primes ` | N and ` - N respectively. Furthermore, the

L-function of the p-stabilization of f , fα(z) = f(z)− βf(pz) satisfies the relation

L(fα, ψ, s) = (1− ψ(p)βp−s)L(f, ψ, s).

2.2 Weight space

In this section we set our conventions for weight space.

Let W = Homcont(Z×p ,Gm) denote weight space. As a rigid analytic space, W

is the disjoint union of p− 1 open unit disks. For any topological Zp-algebra R we have

W(R) = Homcont(Z×p , R×). Let R denote the Qp-algebra of rigid analytic functions on

W.

Let D(0, r) denote the open unit disk of radius r around 0 in Cp. If we fix a

topological generator γ of 1 + pZp then we identify W(Cp) with p− 1 copies of D(0, 1)

as follows: First, the decomposition Z×p = µp−1 × 1 + pZp gives a decomposition

W(Cp) = Hom(µp−1,C×p )×Homcont(1 + pZp,C×p )
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κ 7−→ (κ|µp−1 , κ|1+pZp).

Then we have a bijection

Homcont(1 + pZp,C×p ) −→ D(0, 1)

κ 7−→ κ(γ)− 1

with inverse given by

D(0, 1) −→ Homcont(1 + pZp,C×p )

w 7−→ χw : z 7→ (1 + w)logγ〈z〉.

Here logγ(·) := logp(·)/ logp(γ) and

(1 +X)α =
∞∑
n=0

(
α

n

)
Xn.

The sum converges in our case since α ∈ Zp and |X| < 1. Let

ω : (Z/pZ)× ∼= µp−1 ↪→ Cp

be the Teichmüller character. The p−1 open unit disks parameterizingW(Cp) are given

by powers of ω. Let ωm for 0 ≤ m ≤ p−2 be a power of ω. For m with 0 ≤ m ≤ p−2, let

Wm ⊂ W denote the subset of W consisting of characters whose restriction to (Z/pZ)×

is equal to ωm. Then we have a parameterization of all the elements of Wm(Cp):

D(0, 1) −→ W

w 7−→ χm,w : Z×p → C×p

z 7→ ωm(z)(1 + w)logγ〈z〉

.

This identifies W(Cp) with the disjoint union of p− 1 open unit disks on Cp.

31



For any topological Zp-algebra R,

Wm(R) = {κ ∈ W(R) : κ|µp−1 = ωm}.

Here we use the Zp-algebra structure on R to view µp−1 ⊂ R.

We give an explicit description of certain admissible open subsets of the Qp-

points of Wm. For any κ ∈ Wm(Qp) and any r ≥ 1, let W (κ, 1/pr) denote the closed

disk of radius 1/pr in Wm around κ. Then

W (κ, 1/pr)(Cp) = {κ′ ∈ Wm(Cp) : |κ′(γ)− κ(γ)| ≤ 1/pr},

and W (κ, 1/pr) is an an admissible open subset of Wm. The ring of Qp-rigid analytic

functions on W (κ, 1/pr) is the Qp-algebra

R =

{ ∞∑
n=0

an(w − (κ(γ)− 1))n ∈ Qp[[w − (κ(γ)− 1)]] : |anprn| → 0 as n→∞

}

and W (κ, 1/pr) = SpR ⊂ W. We remark that R is isomorphic to the Tate algebra

Qp〈T 〉 =

{ ∞∑
n=0

anT
n ∈ Qp[[T ]] : |an| → 0 as n→∞

}

via the map

Qp〈T 〉 −→ R

T 7−→ (x− (κ(γ)− 1)/pr
.

The sets W (κ, 1/pr) form a basis of admissible open neighborhoods of κ in Wm.

2.3 Modular symbols

In this section we define modular symbols valued in general modules following

[20]. Let 40 = Div0(P1(Q)) be the set of degree zero divisors on P1(Q) and we view
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40 as a GL2(Q)-module via the usual action of linear fractional transformations. Let

Γ ⊂ SL2(Z) be a congruence subgroup and let V be a right Γ module. We define a right

action of Γ on Hom(40, V ) via the rule

(ϕ|γ)(D) = ϕ(γD)|γ

for ϕ ∈ Hom(40, V ), γ ∈ Γ, and D ∈ 40.

Definition 2.3.1. The set of V -valued modular symbols on Γ, denoted SymbΓ(V ),

is the set of all ϕ ∈ Hom(40, V ) that are invariant under the action of Γ.

In the cases we consider, V has an action of a submonoid of GL2(Q) which

defines an action of H on SymbΓ(V ) through a double coset algebra. When 2 acts

invertible on V and ι acts on SymbΓ(V ), we get a decomposition of SymbΓ(V ) into the

sum of the 1 and −1 eigenspaces of ι, denoted

Symb+
Γ (V ),Symb−Γ (V ) ⊂ SymbΓ(V ).

If ϕ ∈ SymbΓ(V ), then we write ϕ± for the projection of ϕ onto Symb±Γ (V ).

2.4 The p-adic L-function of an ordinary weight k ≥ 2 mod-

ular form

In this section, we review how to use modular symbols to define the p-adic

L-function of a weight k ≥ 2 p-ordinary newform. For the rest of this thesis we let

Γ = Γ1(N) and recall that Γ0 = Γ1(N) ∩ Γ0(p). Let R be a commutative ring, and
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for k ∈ Z≥0, let Vk(R) = Symk(R2) be the R-module of homogeneous polynomials of

degree k in two variables X and Y with coefficients in R. We have an action of GL2(R)

on Vk(R) as follows: for γ =

a b

c d

 ∈ GL2(R) and P ∈ Vk(R), define

(P |γ)(X,Y ) = P ((X,Y )γ∗) = P (dX − cY,−bX + aY )

where γ∗ =

 d −b

−c a

.

Given a modular form f ∈ Sk+2(N, ε,C) (or Sk+2(Γ0,C) respectively) we define

the standard modular symbol associated to f , denoted ψf , to be the function

ψf : 40 −→ Vk(C)

ψf ({b} − {a}) = 2πi

∫ b

a
f(z)(zX + Y )kdz.

A calculation shows that ψf ∈ SymbΓ(Vk(C)) (respectively SymbΓ0
(Vk(C))). The action

of GL2(C) on Vk(C) allows us to define an action of H on SymbΓ(Vk(C)) (respectively

SymbΓ0
(Vk(C))) and with these actions, the maps

Sk+2(N, ε,C) −→ SymbΓ(Vk(C)) and Sk+2(Γ0,C) −→ SymbΓ0
(Vk(C))

f 7−→ ψf f 7−→ ψf

are Hecke equivariant.

If we now assume that f is a normalized eigenform on Γ (or Γ0), and let K(f)

be the field obtained by adjoining the Hecke eigenvalues of f to Q, then Shimura ([24])

showed that there exist complex periods Ω±f ∈ C× such that ψ±f /Ω
±
f ∈ SymbΓ(Vk(K(f)).

He showed furthermore, that the Hecke eigenspaces in Symb±Γ (Vk(K(f)) (respectively
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Symb±Γ0
(Vk(K(f))) with the same eigenvalues as f are 1-dimensional over K(f). There-

fore the complex periods Ω±f are well defined up to K(f)×.

This algebraicity result of Shimura allows one to view the modular symbol

associated to f p-adically in order to define the p-adic L-function of f . Now assume f

is p-ordinary and let fα be the ordinary p-stabilization of f . Let

ϕ±fα = ψ±fα/Ω
±
fα
∈ SymbΓ0

(Vk(K(fα))).

Via ιp, we may view ϕ±fα as an element of SymbΓ0
(Vk(Cp))).

Mazur-Tate and Teitelbaum ([19]) proved that the function µ±fα defined by the

rule

µ±fα(a+ pmZp) = α−mϕ±fα

({
a

pm

}
− {∞}

)
|X=0,Y=1

is a Cp valued measure on Z×p . Given a finite order character ψ ∈ W(Cp), we then define

the p-adic L-function of fα twisted by ψ to be the analytic function of s ∈ Zp given by

Lp(fα, ψ, s) =

∫
Z×p
ψ−1(t)〈t〉s−1dµ

sgn(ψ)
fα

(t).

We record here the interpolation property of Lp(fα, ψ, s) for future reference.

Theorem 2.4.1. ([19]) Let fα be the ordinary p-stabilization of a p-ordinary newform

of level N and weight k+2 ≥ 2. Let ψ ∈ W(Cp) be a finite order character of conductor

pm. Then Lp(fα, ψ, s) is a p-adic analytic function on Zp with the interpolation property

that for all integers j with 0 < j < k + 2,

Lp(fα, ψ, j) =
1

αm

(
1− ψ−1ω1−j(p)

αp1−j

)
pm(j−1)(j − 1)!τ(ψ−1ω1−j)

(2πi)j−1

L(fα, ψω
j−1, j)

Ω
sgn(ψ)
fα

.

Here τ(ψ−1ω1−j) is the Gauss sum associated to ψ−1ω1−j.
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Remarks 2.4.2. If f is a non-ordinary Hecke eigenform with Hecke polynomial

x2 − ap(f)x+ ε(p)pk+1 = (x− α)(x− β)

then one may define the p-adic L-function of either p-stabilization fα or fβ of f in the

same way as above but a little more care is needed because the distribution µfα (or µfβ )

is not a measure. For the critical p-stabilization fβ when f is p-ordinary, even more

care is needed. See [21] and [1] for more information about these cases.

When f is a weight 1 modular form there is no modular symbol associated

to f and so the above constructions do not work. We next introduce overconvergent

modular symbols, which allow one to make a definition of a p-adic L-function of either

p-stabilization of a weight one modular form.

2.5 Overconvergent modular symbols

In this section we introduce overconvergent modular symbols following the

notation and conventions of [1] and [20].

For each r ∈ |C×p | = pQ, let

B[Zp, r] = {z ∈ Cp : ∃a ∈ Zp, |z − a| ≤ r}.

B[Zp, r] is the set of Cp-points of the Qp-rigid analytic space which is the union of the

closed unit balls of radius r around each point in Zp. Let A[r] be the Qp-algebra of

rigid analytic functions on B[Zp, r]. An element f ∈ A[r] is the following data: for each
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a ∈ Zp, a formal expansion

f(z) =
∞∑
n=0

an(a)(z − a)n ∈ Qp[[z − a]]

which converges on the closed ball centered at a with radius r, such that the collection

of power series expansions agree on B[Zp, r] as a varies. The sup norm on A[r] makes

A[r] a Qp-Banach space. Explicitly the norm is given for f ∈ A[r] by

‖f‖r = sup
z∈B[Zp,r]

|f(z)|.

We remark that if r ≥ 1, then B[Zp, r] is the closed disc in Cp of radius r around 0 and

so

A[r] =

{
f(z) =

∞∑
n=0

anz
n ∈ Qp[[z]] : |an|rn → 0

}
.

Let D[r] = HomQp(A[r],Qp) be the continuous Qp-dual of A[r]. The space D[r] is a

Qp-Banach space with norm given by

‖µ‖r = sup
f∈A[r],f 6=0

|µ(f)|
‖f‖r

for µ ∈ D[r]. For r1 > r2, restriction of functions gives a map A[r1]→ A[r2]. This map

is injective, has dense image, and is compact. The dual map D[r2] → D[r1] is injective

and compact. For any real number r ≥ 0 define

A†[r] = lim−→
s>r

A[s] and D†[r] = lim←−
s>r

D[s].

We give A†[r] the inductive limit topology and D†[r] the projective limit topology. For

the remainder of this thesis, we write A = A†[0] and D = D†[0]. We remark that D is
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the Qp-linear dual to A, and that A may be identified with the set of locally analytic

functions on Zp and D the set of locally analytic distributions.

We next explain how to associate a p-adic L-function to a distribution µ ∈ D.

By integrating, we may view µ as a function onW(Cp). We associate p−1 power series

in Cp[[w]] to µ. These power series represent the p-adic Mellin transform of µ. Let ωi

be a power of the Teichmüller character. Using the notation from section 2.2, define for

w ∈ D(0, 1) and γ a toppological generator of 1 + pZp,

Pγ(µ, ωi, w) := µ(χi,w) =

∫
Z×p
χi,w(z)dµ(z).

We have

Pγ(µ, ωi, w) =

∫
Z×p
χi,w(z)dµ(z)

=

∫
Z×p
ωi(z)(1 + w)logγ〈z〉dµ(z)

=

p−1∑
a=1

ωi(a)

∫
1+pZp

(1 + w)logγ(z)dµ(z)

=

p−1∑
a=1

ωi(a)

∫
1+pZp

∞∑
n=0

(
logγ z

n

)
wndµ(z)

=

∞∑
n=0

(
p−1∑
a=1

ωi(a)

∫
1+pZp

(
logγ z

n

)
dµ(z)

)
wn

so Pγ(µ, ωi, w) ∈ Cp[[w]]. Furthermore, since
(

logγ z
n

)
∈ Zp for z ∈ 1 +pZp and the above

series converges for any w ∈ B(0, 1), Pγ(µ, ωi, w) is a Qp-rigid analytic function on Wi.

Recall that R is the ring of rigid analytic functions onW. Because Pγ(µ, ωi, w)

is a Qp-rigid analytic function onWi integration defines a map from D to R. We denote

this map by L:

L : D −→ R
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L(µ) :W(Cp) −→ Cp

L(µ)(χ) =

∫
Z×p
χ(z)dµ(z)

for µ ∈ D. Note that the element L(µ) ∈ R does not depend on the choice of γ, but to

represent L(µ) with the power series Pγ(µ, ωi, w) requires the choice of γ.

We now define overconvergent modular symbols. Define

Σ0(p) =


a b

c d

 ∈M2(Zp) : p - a, p | c and ad− bc 6= 0

 .

For any integer k ∈ Z, we define a weight k action of Σ0(p) on A[r] for r < p as follows.

For γ =

a b

c d

 ∈ Σ0(p), f ∈ A[r], let

(γ ·k f)(z) = (a+ cz)kf

(
b+ dz

a+ cz

)
.

This induces an action of Σ0(p) on D[r] on the right via

(µ|kγ)(f) = µ(γ ·k f)

for µ ∈ D[r]. These actions induce actions of Σ0(p) on A and D. When we consider A

and D with their weight k actions, we write k in the subscript, Ak, Dk.

Next we define the weight κ action for elements κ ∈ W(Qp). Here we are

following the exposition in [11]. Let Wm ⊂ Wm be the subset of characters κ such

that |κ(γ) − 1| ≤ 1/p for any topological generator γ of 1 + pZp. That is, Wm is the

closed disk of radius 1/p around 0 in Wm. We will define a weight κ action for any

κ ∈Wm(Qp).
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To begin, let κ ∈W0(Qp) and define

Fκ(z) =

∞∑
n=0

(
logγ(1 + z)

n

)
(κ(γ)− 1)n = (1 + (κ(γ)− 1))logγ(1+z)

where as before, γ is any topological generator of 1 + pZp. Note that the definition

of Fκ(z) does not depend on the choice of γ. We have ([11]) that Fκ(z) converges on

D(0, p−1/(p−1)) and for all x ∈ 1 + pZp, Fκ(x− 1) = κ(x).

Now for a weight κ ∈ Wm(Qp), write κ = ωmκ0 so κ0 ∈ W0(Qp). Let α ∈

Σ0(p), α =

a b

c d

. Define

Fκ,α(z) := ω(a)mFκ0

(
a+ cz

ω(a)
− 1

)
.

Then ([11]) Fκ,α(z) converges for z ∈ B(0, p
p−2
p−1 ) and for x ∈ Zp,

Fκ,α(x) = κ(a+ cx).

Finally, given κ ∈ Wm(Qp), f ∈ A[r], and α ∈ Σ0(p) we define the weight-κ

action on A[r] for r < p
p−2
p−1 as

(α ·κ f)(z) = Fκ,α(z)f

(
b+ dz

a+ cz

)
.

By the convergence properties of Fκ,α(z), α ·κ f ∈ A[r]. Dually we get an action on D[r]

where for µ ∈ D[r],

(µ|κα)(f) = µ(α ·κ f).

These actions induce weight κ actions on D and A. As before, when we want to empha-

size the weight κ action we write Aκ or Dκ. The spaces of modular symbols of interest

are SymbΓ0
(Dκ). These space are Hecke modules via the action of Σ0(p) on Dκ.
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Definition 2.5.1. Let κ ∈Wm(Qp). The space of overconvergent modular symbols

of weight κ is defined to be SymbΓ0
(Dκ).

Let ϕ ∈ SymbΓ0
(Dκ) be an overconvergent modular symbol of weight κ. We

define the p-adic L-function of ϕ by composing the following two maps: first evaluation

at {0}− {∞} to obtain a locally analytic distribution and then the map L from before.

Definition 2.5.2. We call the above composition the Mellin transform of ϕ and

denote it by Λκ:

Λκ : SymbΓ0
(Dκ)→ R

Λκ(ϕ)(χ) =

∫
Z×p
χ(z)d(ϕ({0} − {∞}))(z)

for ϕ ∈ SymbΓ0
(Dκ) and χ ∈ W(Cp). By definition, Λκ is a Qp-linear map.

We end this section by stating the relationship between overconvergent modu-

lar symbols of nonnegative integral weight to the spaces of modular symbols introduced

in the previous section. Let k ∈ Z≥0 and define the map

ρk : Dk −→ Vk(Qp)

ρk(µ) =

∫
Zp

(Y − zX)kdµ(z).

The integration in the definition of ρk takes place coefficient by coefficient. The map ρk

is Σ0(p)-equivarient, so induces a Hecke equivariant map

ρ∗k : SymbΓ0
(Dk) −→ SymbΓ0

(Vk(Qp)).

Let SymbΓ0
(Dk)<k+1 and SymbΓ0

(Vk(Qp))
<k+1 denote the subspaces of SymbΓ0

(Dk)

and SymbΓ0
(Vk(Qp)) where Up acts with eigenvalue that has p-adic valuation less than
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k+ 1. Stevens control theorem ([20]) states that the restriction of ρ∗k to these subspaces

is an isomorphism of Hecke modules.

Theorem 2.5.3. ([20]) For k ∈ Z≥0 the map

ρ∗k : SymbΓ0
(Dk)<k+1 −→ SymbΓ0

(Vk(Qp))
<k+1

is an isomorphism of Hecke modules.

Remarks 2.5.4. Let k ∈ Z≥0, let f be a p-stabilized newform of weight k + 2. Let

ϕ±f ∈ Symb±Γ0
(Vk(Qp)) be the modular symbol defined in the section 2.4. By Stevens

control theorem there exists unique ϕ̃±f ∈ SymbΓ0
(Dk) such that ρ∗k(ϕ̃

±
f ) = ϕ±f . We have

the following compatibility:

Λk(ϕ̃
sgn(ψ))(ψ−1〈·〉s−1) = Lp(fα, ψ, s)

for all s ∈ Zp and finite order characters ψ ∈ W(Cp).

2.6 Families of overconvergent modular symbols

In this section, we introduce families of overconvergent modular symbols over

certain open subsets of weight space and use these families to construct the ordinary

locus of the eigencurve over these open subsets of weight space following [1] and [11].

Let κ′ ∈ Wm(Qp) and let W = W (κ′, 1/pr) for some r ∈ Z≥1. Let R be the

ring of Qp-affinoid functions on W in the variable w (so we have fixed a topological

generator γ of 1 + pZp that induces w). Then

R =

{ ∞∑
n=0

an(w − (κ′(γ)− 1))n ∈ Qp[[w − (κ′(γ)− 1)]] : |anprn| → 0 as n→∞

}
.
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Given κ ∈ W (Qp) and F (w) ∈ R, we define the evaluation at κ map which we denote

by

evκ : R −→ Cp

evκ(F ) = F (κ(γ)− 1).

Define

A[r](R) := A[r]⊗̂QpR

for r ∈ pQ. The evaluation maps induce maps

evκ : A[r](R) −→ A[r]

for all r.

We define an action of Σ0(p) on A[r](R) that is compatible with the evaluation

maps and the action defined in the previous section. Note that A[1] is the Tate algebra.

Let z be the variable for A[1], so A[1] = Qp〈z〉. For r ≤ 1 the injection A[1] ↪→ A[r]

induces an inclusion

A[1](R) ↪→ A[r](R).

We then define for α =

a b

c d

 ∈ Σ0(p), 0 ≤ m ≤ p − 1 the element Kα,m(z, w) ∈

Qp[[z, w]]:

Kα,m(z, w) = ω(a)m
∞∑
n=0

(
logγ(a+cz

ω(a) )

n

)
wn = ω(a)m(1 + w)

logγ(a+cz
ω(a)

)
.

We have that ([11]) Kα,m(z, w) ∈ A[1](R) and for all κ ∈W (Qp),

evκ(Kα,m(z, w)) = Fκ,α(z).
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We use Kα,m to define an action of Σ0(p) on A[r](R) for r < p
p−2
p−1 . To do this, we view

Kα,m as an element of A[r](R) via the inclusion A[1](R) ⊂ A[r](R). We then use the

ring structure on A[r](R) to multiply Kα,m with elements of A[r](R). That is, define

for f ∈ A[r], F ∈ R, α =

a b

c d

 ∈ Σ0(p),

α · (f(z)⊗ F (w)) = Kα,m(z, w)(f

(
b+ dz

a+ cz

)
⊗ F (w)).

on simple tensors and extend this to an action on A[r](R) by linearity.

Define

D[r](R) := D[r]⊗̂QpR.

We remark that D[r](R) is not the continuous Qp-dual to A[r](R). The map

D[r](R) −→ HomQp(A[r](R),Qp)

is injective but not surjective (see the appendix of [11]). We then define an action of

Σ0(p) on D[r](R) as follows: Note that D[r] is an A[r]-module via

(g · µ)(f) = µ(gf)

where f, g ∈ A[r], µ ∈ D[r]. Then D[r](R) is an A[r](R)-module. Define for µ ⊗ F ∈

D[r](R), α =

a b

c d

 ∈ Σ0(p),

(µ⊗ F )|α = Kα,m(z, w)(µ|0α⊗ F )

where µ|0α is the weight 0 action on D[r].
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Now let D(R) = lim←−r>0
D[r](R). The actions of Σ0(p) on D[r](R) induce an

action on D(R). We have (lemma 3.2 of [1]) a natural isomorphism

D⊗̂QpR −→ D(R).

The map induced by evaluation at κ from D(R) to Dκ, will be called specialization to

weight κ and denoted by spκ:

spκ : D(R) −→ Dκ

µ⊗ F 7−→ evκ(F )µ

.

The map spκ is Σ0(p)-equivariant and induces a Hecke equivariant specialization map

which we denote by the same name

spκ : SymbΓ0
(D(R)) −→ SymbΓ0

(Dκ).

To end this section, we rephrase some results of Belläıche ([1]) about the rela-

tion between SymbΓ0
(D(R)) and SymbΓ0

(Dκ) as Hecke modules.

Definition 2.6.1. Fix a weight κ ∈ W (Qp). Let Symb±Γ0
(Dκ)o ⊂ Symb±Γ0

(Dκ) (re-

spectively Symb±Γ0
(D(R))o ⊂ Symb±Γ0

(D(R))) be the subspace where Up acts with slope

bounded by 0 in the sense of [1] section 3.2.4. Let T±κ (respectively T±W ) be the Qp-

subalgebra of EndQp(Symb±Γ0
(Dκ)o) (respectively the R-subalgebra of EndR(Symb±Γ0

(D(R))o))

generated by the image of H. We call Symb±Γ0
(Dκ)o (respectively Symb±Γ0

(D(R))o) the

ordinary subspace of Symb±Γ0
(Dκ) (respectively Symb±Γ0

(D(R))).

We have ([1] section 3.2.4) that Symb±Γ0
(D(R))o is a finite projective R-module.

Since Symb±Γ0
(D(R))o is a finite projective R-module, T±W is a finite R-algebra and so an
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affinoid algebra (see theorem 7.1.11 of the appendix). Furthermore, T±W is torsion-free

as an R-module and since R is a principal ideal domain, T±W is flat.

Theorem 2.6.2. (Belläıche’s specialization theorem (Corollary 3.12 in [1])) Let κ ∈

W (Qp). The specialization map restricted to the ordinary subspaces

spκ : Symb±Γ0
(D(R))o −→ Symb±Γ0

(Dκ)o (2.1)

is surjective.

Since spκ is an H-equivariant surjective map, it induces an H-equivariant map

spκ : T±W −→ T±κ

which we use in the following definition.

Definition 2.6.3. Let x : T±κ → Cp be a Qp-algebra homomorphism. The homo-

morphism x corresponds to a system of H-eigenvalues appearing in Symb±Γ0
(Dκ)o. Let

Symb±Γ0
(Dκ)(x) denote the corresponding generalized eigenspace and let Symb±Γ0

(Dκ)[x]

denote the eigenspace.

1. Let (T±κ )(x) be the localization of T±κ ⊗Qp Cp at the kernel of x. We have that

Symb±Γ0
(Dκ)(x) = Symb±Γ0

(Dκ)o ⊗T±κ (T±κ )(x).

2. Through the specialization map, x induces a Qp-algebra homomorphism which we

also denote by x:

x = x ◦ spκ : T±W −→ Cp.
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Let (T±W )(x) be the rigid analytic localization of T±W ⊗QpCp at the kernel of x◦spκ,

and let

Symb±Γ0
(D(R))(x) = Symb±Γ0

(D(R))o ⊗T±W
(T±W )(x).

Let R(κ) be the rigid analytic localization of R⊗Qp Cp at the kernel of evκ. We

can then localize the specialization map spκ to get a map

spκ : (T±W )(x) ⊗R(κ),κ Cp −→ (T±κ )(x).

In ([1]), Belläıche following Stevens uses these spaces of families of overconver-

gent modular symbols to construct the eigencurve. Since T±W is an affinoid algebra, we

can let C±W = SpT±W . Then C±W is the ordinary locus of the eigencurve above the open

set W of weight space. The weight map

κ± : C±W −→W

is the map of rigid analytic spaces induced by the Qp-algebra homomorphism R→ T±W .

Since T±W is a finite, flat R-module, the map κ± is finite and flat. Given a point

x ∈ C±W (Cp), we define the weight of x to be κ±(x) ∈ W (Cp). It is a fact that every

point of C±W (Cp) of weight κ is the pullback of a homomorphism x : T±κ → Cp from T±κ

to T±W .

Theorem 2.6.4. ([1]) Let x ∈ C±Wm
(Cp) be a smooth point on the eigencurve of weight

κ ∈Wm(Qp), and let e be the ramification index of (T±Wm
)(x) over R(κ). Then

1. The generalized eigenspace Symb±Γ0
(Dκ)(x) is free of rank one over the algebra

(T±κ )(x), and the eigenspace Symb±Γ0
(Dκ)[x] is dimension one over Cp.
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2. The (T±Wm
)(x)-module Symb±Γ0

(D(R))(x) is free of rank one over (T±Wm
)(x).

3. The specialization map

spκ : (T±Wm
)(x) ⊗R(κ),κ Cp −→ (T±κ )(x) (2.2)

is an isomorphism of Cp-algebras.

4. There exits a uniformizer u ∈ R(κ) and an isomorphism of R(κ)-algebras

R(κ)[t]/(t
e − u) −→ (T±Wm

)(x)

sending t to a uniformizer of (T±Wm
)(x). It then follows that

Cp[t]/(te) ∼= (T±κ )(x).

5. The tensor product of the two specialization maps from (1) and (2):

spκ := spκ ⊗ spκ : Symb±Γ0
(D(R))(x) −→ Symb±Γ0

(Dκ)(x)

is surjective.

Proof. Statement (1) is Theorem 4.7 and Corollary 4.8 of [1]. Statement (2) is Propo-

sition 4.5 of [1]. Statement (3) is corollary 4.4 of [1]. Statement (4) is Proposition 4.6

and Theorem 4.7 of [1]. Statement (5) follows from the first four assertions.

With a little commutative algebra, we can use the theorem above to get the

following slightly cleaner statement. We introduce the following notation. For a Qp-

Banach space M and a field extension K/Qp, we let MK := M⊗̂QpK.
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Proposition 2.6.5. Let x ∈ C±Wm
(Cp) be a smooth point of weight κ ∈Wm(Qp). Then

there exists a neighborhood, W = W (κ, 1/pr) of κ such that the following hold. Let R be

the ring of rigid analytic functions on W . Let T be the direct factor of T±W corresponding

to the connected component of C±Wm
that x lies in. (Note that T may be defined over a

finite extension of Qp.)

1. For all points y ∈ C±W , except perhaps x, the algebra (T±W )(y) is étale over R(κ±(y)).

2. There exists u ∈ RCp such that evκ(u) = 0 and κ is the only 0 of u on W and an

element t ∈ T such that x(t) 6= 0 as well as an isomorphism

TCp −→ RCp [X]/(Xe − u)

sending t to X.

3. The TCp-module Symb±Γ0
(D(R))o ⊗T±W

TCp is free of rank one.

4. For any point y ∈ C±W (Cp) of weight κ±(y) ∈W (Qp), the H-equivariant map

Symb±Γ0
(D(R))o ⊗T±W

TCp −→ Symb±Γ0
(Dκ±(y))(y)

sends any generator of Symb±Γ0
(D(R))o⊗T±W

TCp to a generator of Symb±Γ0
(Dκ±(y))(y).

2.7 Two-variable p-adic L-function

We now explain how to use the previous proposition to construct a two-variable

p-adic L-function. We give three constructions and explain the interrelations between

them, fleshing out what is stated in Belläıche ([1]).
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We begin by defining the Mellin transform of families of overconvergent mod-

ular symbols. Let W = W (κ′, 1/pr) = SpR for some κ′ ∈ Wm(Qp) and r ≥ 1. Let

M = Symb±Γ0
(D(R))o. We define the R-linear map

Λ : M −→ R⊗̂QpR

to be the composition of evaluation at {0} − {∞} and the map L from before:

Λ : M
{0}−{∞}−−−−−−→ R⊗̂D idR⊗L−−−−→ R⊗̂R.

Therefore Λ gives a map from M to rigid analytic functions on W ×W. By construction

we then have the commutative diagram

M R⊗̂R

Symb±Γ0
(Dκ)o R.

Λ

spκ

Λκ

evκ

(2.3)

Hence for Φ ∈ M , the function Λ(Φ) interpolates the functions Λκ(spκ(Φ)) as κ varies

over W (Qp).

We now put ourselves in the situation of the previous proposition and we extend

scalars to Cp. Let x ∈ C±Wm
(Cp) be of weight κ′ ∈ Wm(Qp). Let W = W (κ′, 1/pr) =

SpR and T be as in the proposition. Let ε ∈ T±W,Cp be such that

TCp = εT±W,Cp .

Then

Symb±Γ0
(D(R))o ⊗T±W

TCp = εSymb±Γ0
(D(R))oCp ⊂ Symb±Γ0

(D(R))oCp ,
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so we let

M = Symb±Γ0
(D(R))o ⊗T±W

TCp = εSymb±Γ0
(D(R))oCp .

We next give our first construction of a two-variable p-adic L-function. We

use this construction when the weight map κ± : C±W →W is étale.

The module M is a rank one TCp-module, so let Φ be a generator of M as a

TCp-module. Then let

Λ(Φ, ·, ·) : W ×W −→ Cp

be the two-variable rigid analytic function that is the image of Φ in R⊗̂R under Λ. By

the commutative diagram (3), we have for all σ ∈ W and κ ∈W (Qp),

Λ(Φ, κ, σ) = Λκ(spκ(Φ), σ).

We explain why in the non-étale case this is not the correct p-adic L-function. If the

weight map κ± : C±W → W has ramification index e > 1 at x, then for each weight

κ ∈ W with κ 6= κ′ there are e points y ∈ C±W such that κ±(y) = κ. The element

spκ(Φ) ∈ Symb±Γ0
(Dκ)o is not in the eigenspace corresponding to y. We remark that,

while spκ(Φ) is not in the eigenspace corresponding to y we do have the commutative

diagram for each y ∈ C±W of weight κ ∈W (Qp):

M Symb±Γ0
(Dκ)oCp Symb±Γ0

(Dκ)(y)

Symb±Γ0
(D(R))(y)

spκ

spκ

(2.4)

which does send the generator Φ of M at a TCp-module to a generator of Symb±Γ0
(Dκ)(y)
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as a (T±κ )(y)-module. We want the p-adic L-function to interpolate the p-adic L-functions

of the image of Φ in Symb±Γ0
(Dκ)(y) under the composition of the two maps.

We now give the second construction which works in the non-étale case and

clearly gives the same construction as above in the étale case. This construction is due

to Belläıche ([1]). Let

N = M ⊗RCp TCp

and let V = SpT . Define

ΛT := Λ⊗ IdTCp : N −→ (RCp⊗̂RCp)⊗RCp TCp
∼= TCp⊗̂RCp .

Then for Φ ∈ N , the function ΛT (Φ) ∈ TCp⊗̂RCp is a two-variable rigid analytic function

on VCp × WCp . For each y ∈ V (Cp) of weight κ ∈ W (Qp), we define a specialization

map

spy : N −→ SymbΓ0
(Dκ)oCp

as the natural map

N −→ N ⊗TCp ,y Cp.

We view N ⊗TCp ,y Cp as a subset of Symb±Γ0
(Dκ)oCp via

N ⊗TCp ,y Cp = (M ⊗RCp TCp)⊗TCp ,y Cp

= M ⊗RCp ,evκ Cp ↪→ Symb±Γ0
(Dκ)oCp .

By construction spy is H-equivariant with respect to the action of H on the first com-

ponent of N .

Lemma 2.7.1. ([1]) If Φ ∈ N and y ∈ V (Cp) of weight κ ∈W (Qp), then

ΛT (Φ)(y, σ) = Λκ(spy(Φ))(σ).
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Proof. This is lemma 4.12 of [1]

We recall that we have an element t ∈ TCp and u ∈ RCp and an isomorphism

TCp −→ RCp [X]/(Xe − u)

sending t to X. Now let φ be a generator of M as a TCp module and define (following

Belläıche)

Φ =
e−1∑
i=0

tiφ⊗ te−1−i ∈ N

Lemma 2.7.2. ([1]) Let TCp ⊗RCp TCp act on N with the first factor acting on M and

the second factor acting on TCp. Then

(t⊗ 1− 1⊗ t)Φ = 0.

Proof. This is lemma 4.13 of [1].

Proposition 2.7.3. Let y ∈ C±W (Cp) be a point of weight κ ∈W (Qp). Then

spy(Φ) ∈ Symb±Γ0
(Dκ)[y].

We note that if y 6= x, then Symb±Γ0
(Dκ)[y] = Symb±Γ0

(Dκ)(y), while if y = x and the

ramification index is e, Symb±Γ0
(Dκ)(y) is an e-dimensional vector space.

Proof. This is proposition 4.14 of [1].

We denote the p-adic L-function determined by the second construction as

ΛT (Φ) : VCp ×WCp −→ Cp.
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To compare the second construction with the first construction when the ramification

index is 1, we note that TCp
∼= RCp [X]/(Xe − u) = RCp , so

N = M ⊗RCp TCp
∼= M

and

Φ =

e−1∑
i=0

tiφ⊗ te−1−i = φ⊗ 1

so the second construction reduces to the first one when e = 1.

We now give the third construction. This construction appears as a remark in

[1]. We keep the same notation as before for T , M , and R. Let M∨ = HomRCp (M,RCp)

be the RCp-dual of M . We view M∨ as a TCp-module via the dual action. Now, TCp

is regular at x, and for all y ∈ C±W (Cp) with y 6= x, TCp is étale over RCp , so TCp is a

regular ring. Therefore TCp is Gorenstein, so M being a rank one TCp-module implies

that M∨ is also a rank one TCp-module. Fix an isomorphism

M∨ −→ TCp

and note that this amounts to choosing a generator of M∨ as a TCp-module. We have

the R-linear map Λ from before

Λ : M −→ RCp⊗̂RCp

which we view as an element of HomRCp (M,RCp⊗̂RCp). We have

HomRCp (M,RCp⊗̂RCp) = HomRCp (M,RCp)⊗RCp RCp⊗̂RCp

= M∨⊗̂RCp

∼= TCp⊗̂RCp
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allowing us to view Λ as an element of TCp⊗̂RCp . Then this is exactly a two-variable

rigid analytic function on VCp ×WCp :

Λ : VCp ×WCp −→ Cp

where for (y, σ) ∈ V (Cp)×W(Cp), Λ(y, σ) is the image of Λ under the maps

TCp⊗̂RCp
(y,σ)−−−→ TCp/(ker(y))⊗Cp RCp/(ker(σ)) −→ Cp.

We show how evaluation of Λ at (y, σ) is compatible with specialization. Let

y ∈ V (Cp) be a point of weight κ ∈ W (Qp). Let Mκ = M ⊗RCp ,κ Cp. By Belläıche’s

specialization theorem, we have that

Mκ ⊂ Symb±Γ0
(Dκ)oCp ,

and since the map M → Mκ is H-equivariant, we know that Symb±Γ0
(Dκ)oCp [y] ⊂ Mκ.

We let Mκ[y] denote the one-dimensional eigenspace corresponding to y in Mκ. Let

M∨κ = HomCp(Mκ,Cp), pκ = ker(κ), and py = ker(y) = (t− y(t)). We have a map

M∨ −→ M∨κ

ϕ 7−→ ϕ

which is

M∨ →M∨ ⊗RCp RCp/pκ

∼= HomRCp (M,RCp/pκ)

∼= HomRCp (M ⊗RCp RCp/pκ, RCp/pκ)

= HomCp(Mκ,Cp)

= M∨κ
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since M is a finite, flat RCp-module. Explicitly, if m⊗ f ∈ Mκ = M ⊗RCp RCp/pκ and

ϕ ∈M∨, then

ϕ(m⊗ f) = evκ(ϕ(m))evκ(f) ∈ Cp. (2.5)

Now M∨ ⊗RCp RCp/pκ = M∨/pκM
∨ so the above maps induce an isomorphism

M∨/pκM
∨ ∼= M∨κ .

We note that

Λκ : Symb±Γ0
(Dκ)oCp −→ RCp

and we may restrict Λκ to Mκ to view Λκ ∈ M∨κ ⊗ RCp . From (5), it is clear that

Λ ∈M∨⊗̂RCp maps to Λκ ∈M∨κ ⊗RCp . If we further quotient out by py, then we have

M∨/pyM
∨ = M∨κ /(t− y(t))M∨ = Mκ[y]∨

since quotienting M∨κ by t− y(t) is the same as taking the dual of the kernel of t− y(t).

Then the image of Λ in Mκ[y]∨ ⊗RCp is Λκ restricted to Mκ[y]. To see the connection

with specialization, we have the following commutative diagram

M∨⊗̂RCp TCp⊗̂RCp Cp ⊗ Cp

Mκ[y]∨ ⊗RCp TCp/py ⊗RCp

∼= (y, σ)

∼=

(y, σ)

and since Λ maps to Λκ in the above diagram, we get that for all σ,

Λ(y, σ) = Λκ(σ).

In the following section we use the first and second constructions given here. The third

construction is included for completeness.
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Chapter 3

Definition of a p-adic L-function

and p-adic Stark Conjectures

We begin this chapter by introducing the objects we are working with and

setting notation that will be fixed throughout. We remind the reader that we have fixed

embeddings ιp : Q ↪→ Cp and ι∞ : Q ↪→ C. Let F be a quadratic field of discriminant

dF , and let

χ : GF −→ Q×

be a nontrivial ray class character of F that is of mixed signature if F is real quadratic.

Let K be the fixed field of the kernel of χ and let f be the conductor of χ. Assume that

ι∞(K) ⊂ R if F is real quadratic. Let

ρ = Ind
GQ
GF

χ : GQ −→ GL2(Q)
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be the induction of χ and let M be the fixed field of the kernel of ρ. Let f be the weight

one modular form associated to ρ, so f has level N = NF/Q(f) · |dF | and character

ε = det ρ. The q-expansion of f is

f =
∑
a⊂OF
(a,f)=1

χ(a)qNa

and we have that

L(f, s) = L(χ, s).

Let

x2 − ap(f)x+ ε(p) = (x− α)(x− β)

be the pth Hecke polynomial of f . We note that when p splits in F , say pOF = pp, then

α = χ(p) and β = χ(p), and if p is inert, then α =
√
χ(pOF ) and β = −

√
χ(pOF ). Let

k be the field obtained by adjoining the values of χ along with α and β to Q.

We now make some assumptions that will be fixed throughout. First we assume

that p - N , which implies in particular that p does not ramify in M . We further

assume that p - [M : Q], and we assume that α 6= β. With these assumptions, we let

fα(z) = f(z)− βf(pz) be a fixed p-stabilization of f .

3.1 Definition of one and two-variable p-adic L-functions

We use the constructions from the previous section to define our p-adic L-

function. In order to do that, we start with the following result of Belläıche and Dmitrov

about the eigencurve at weight one points.
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Theorem 3.1.1. ([2]) Let g be a classical weight one newform of level M , whose Hecke

polynomial at p has distinct roots. Then the eigencurve is smooth at either p-stabilization

of g. Moreover, the eigencurve is smooth but not étale over weight space if and only

if the representation associated to g is obtained by induction from a mixed signature

character of a real quadratic field in which p splits.

By our assumption that α 6= β the above theorem implies that the eigencurve

is smooth at the point corresponding to fα. We may break our situation into four cases,

the cases when F is either imaginary or real quadratic and when p is either inert or split

in F . In the case when F is real quadratic and p is split the eigencurve is smooth but

not étale at fα. In the other three cases the eigencurve is étale at fα. For this reason,

we use the second construction of the two-variable p-adic L-function in a neighborhood

of fα. In the étale cases this construction simplifies to the conceptually simplest first

construction. We adopt the notation from the previous section except that we base

change everything to Cp so that we can drop all the subscripts. Therefore, let T = TCp ,

M ⊂ Symb±Γ0
(D(R))oCp , N , and R = RCp be as in section 2.7 where the point of interest

x is the point on the eigencurve corresponding to fα. Let φ± be a generator of M as a

T -module and let

Φ± =
e−1∑
i=0

tiφ± ⊗ te−1−i ∈ N.

We note that in the étale cases, Φ± = φ±. Let V ± = SpT , W =WCp , W = Sp(R), and

let Λ(Φ±) = ΛT (Φ±) to make all the notation uniform. We then have our two-variable
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rigid analytic function

Λ(Φ±) : V ± ×W −→ Cp.

We precisely state the interpolation formula of Λ(Φ±). For each y ∈ V of weight

k ∈ Z≥2, let gy be the p-stabilized newform corresponding to y. Let Ω±∞,gy ∈ C× be the

complex period used to define the p-adic L-function associated to gy as in section 2.4.

Let

ϕ±gy ∈ Symb±Γ0
(Dk−2)(y)

be the unique (by Theorem 2.5.3) modular symbol specializing under ρ∗k to

ψ±gy/Ω
±
∞,gy ∈ Symb±Γ0

(Vk−2(Q)).

Let

Ω±p,gy ∈ C×p

be the p-adic period such that

spy(Φ
±)/Ω±p,gy = ϕ±gy .

Remarks 3.1.2. The complex periods Ω±∞,gy may be defined as a complex number such

that

ψ±gy/Ω
±
∞,gy ∈ Symb±Γ0

(Vk−2(Q)) ⊂ Symb±Γ0
(Vk−2(C)).

Then Ω±∞,gy is determined up to multiplication by an element of Q×. Once Φ± is fixed,

Ω±p,gy is determined by the choice of ω±∞,gy . On the other hand, we could choose Φ± and

then choose the Ω±p,gy such that

spy(Φ
±)/Ω±p,gy ∈ ρ

∗−1
k (Symb±Γ0

(Vk−2(Q))).
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This would then determine the Ω±∞,gy ∈ C× that satisfy the relation

ρ∗k

(
spy(Φ

±)

Ω±p,gy

)
=

ψ±gy
Ω±∞,gy

in Symb±Γ0
(Vk−2(Q)). Therefore, once Φ± is chosen the pair of periods (Ω±p,gy ,Ω

±
∞,gy) ∈

C×p × C× may be viewed as an element of C×p × C×/Q× where we embed Q× into

C×p × C× diagonally. To summarize, once Φ± is chosen, for each y ∈ V corresponding

to a p-stabilized newform gy of weight k ∈ Z≥2, there is an element (Ω±p,gy ,Ω
±
∞,gy) ∈

C×p × C×/Q× such that

ρ∗k

(
spy(Φ

±)

Ω±p,gy

)
=

ψ±gy
Ω±∞,gy

holds in Symb±Γ0
(Vk−2(Q)) and the equation does not depend on the choice of represen-

tative in C×p × C×/Q× for (Ω±p,gy ,Ω
±
∞,gy).

Theorem 3.1.3. The two-variable rigid analytic functions Λ(Φ±) on V ×W are de-

termined by the following interpolation property. For all y ∈ V corresponding to a

p-stabilized newform gy of weight k ∈ Z≥2, and all characters ψ〈·〉j−1 ∈ W(Cp) where

ψ is a finite order character of conductor pm and 1 ≤ j ≤ k − 1,

Λ(Φsgn(ψ), y, ψ〈·〉j−1)

Ω
sgn(ψ)
p,gy

=
1

ap(gy)m

(
1− ψω1−j(p)

ap(gy)p1−j

)
pm(j−1)(j − 1)!τ(ψω1−j)

(2πi)j−1
×

×L(gy, ψ
−1ωj−1, j)

Ω
sgn(ψ)
∞,gy

.

(3.1)

This equality takes place in Q. Here τ(ψω1−j) is the Gauss sum associated to ψω1−j.

Proof. With the way everything is set up, the interpolation property follows from the
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fact that

Λ(Φsgn(ψ), y, σ)

Ω
sgn(ψ)
p,gy

=
Λk(spy(Φ

sgn(ψ)), σ)

Ω
sgn(ψ)
p,gy

= Lp(gy, ψ, j)

where Lp(gy, ψ, s) is defined using that complex periods Ω±∞,gy . The fact that the inter-

polation property determines Λ(Φ±) follows from the Weierstrass preparation theorem.

By the Weierstrass preparation theorem, for each y corresponding to a p-stabilized new-

form gy of weight k ∈ Z≥2, Λ(y, ·) : W → Cp is determined by its values of infinitely

many points on each connected component of W. By the interpolation property we

see that ψ〈·〉j−1 varies through infinitely many points on each connected component of

weight space. Similarly by the Weierstrass preparation theorem in the other variable,

if we fix σ = ψ〈·〉j−1 and consider Λ(Φsgn(ψ), ·, σ) : V → Cp, then V is connected and

there are infinitely many points y ∈ V corresponding to p-stabilized newforms of weight

k ∈ Z≥2. Therefore, Λ(Φ±) is determined by its values on these interpolation points.

At this point, we would like to define the two-variable p-adic L-function asso-

ciated to χ as

Lp(χ, α, ·, ·) : V × Zp −→ Cp

Lp(χ, α, y, s) = Λ(Φ+, y, 〈·〉s−1).

(3.2)

The p-adic L-function Lp(χ, α, y, s) is determined by the above interpolation formula.

The first variable is on the eigencurve varying through the p-adic family of modular

forms passing through fα and second variable is the usual cyclotomic variable. To get

the one variable p-adic L-function associated to χ we would plug the point x ∈ V that

corresponds to fα. It is then natural to make conjectures for the values Lp(χ, α, x, 0)
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and Lp(χ, α, x, 1) that are analogous to Conjectures 1.1.1 and 1.1.5 (or Conjectures 1.1.9

and 1.1.10), replacing the complex logarithm with the p-adic logarithm.

For the purposes of this discussion we focus on the value Lp(χ, α, x, 1). Let S

be the set of places of F containing the infinite places of F and the places of F that

ramify in K. Let uK ∈ K× be the (conjectural if F is real quadratic) Stark unit for

the extension K/F with respect to S and the place of K induced by the embedding ι∞.

The p-adic Stark conjecture to make for the value Lp(χ, α, x, 1) would be that

Lp(χ, α, x, 1) = Ep(α, x, 1)
∑

σ∈Gal(K/F )

χ(σ−1) logp |σ(uK)|β (3.3)

where Ep(α, x, 1) is an explicit p-adic number consisting of Euler like factors and a

Gauss sum, and | · |β is a projection that depends on the choice of p-stabilization and

takes the place of the complex absolute value. Compare this formula with the formula

in Conjecture 1.1.5.

The issue with making the conjecture this way is that the p-adic number

Lp(χ, α, x, 1) is not canonically defined because we made a choice for φ+. The con-

dition on the choice of φ+ is that φ+ is a generator of M as a T -module. If we choose

a different generator of M as a T -module (changing φ+ by an element of T×) that

would change the value Lp(χ, α, x, 1). Therefore as it stands now, we cannot precisely

conjecture the value Lp(χ, α, x, 1) (or Lp(χ, α, x, 0)).

This issue of the value Lp(χ, α, x, 1) not being canonically defined is a central

question of this thesis. One way to approach the question is to ask whether or not

there is a way to canonically choose the periods (Ω+
p,gy ,Ω

+
∞,gy) so that they determine a
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two-variable modular symbol φ+ which would in turn define the function Lp(χ, α, x, s)

canonically. It is possible to do this in the case when F is imaginary quadratic and

p is split in F (see section 4.7). In this case when F is imaginary quadratic and p

is split in F the two-variable p-adic L-function Lp(χ, α, y, s) does not turn out to be

canonically defined (it depends on the choice of canonical periods), but the one-variable

p-adic L-function Lp(χ, α, x, s) is. A goal for future research is to determine a way to

choose the periods canonically in the other cases when F is real quadratic and when F

is imaginary quadratic with p inert in F , so that the function Lp(χ, α, x, s) is uniquely

defined independent of any choices.

To get around these issues and make a precise conjecture we exploit the fact

that in (3.1) the function Λ(Φ±, y, σ) interpolates the values of the complex L-function

of gy twisted by p-power conductor Dirichlet characters. Let ψ ∈ W(Cp) be a finite

order character of conductor pm+1. We assume ψ has order pm, so in particular ψ is

even. We could then define generalizing (3.2) the p-adic L-function of χ twisted by ψ

to be

Lp(χ, α, ψ, y, s) = Λ(Φ+, y, ψ−1〈·〉s−1),

and state a p-adic Stark conjecture for the value Lp(χ, α, ψ, x, 1). To determine what the

p-adic Stark conjecture should be in this case we make the following observation. The

value Lp(χ, α, ψ, x, 1) is outside the range of interpolation for the function Λ(Φ+, y, σ),

but if it was in the range of interpolation it would be related to complex L-value

L(fα, ψ, 1). Recalling that we have the relation of complex L-functions L(f, s) = L(χ, s),
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then viewing ψ as a Galois character we have the relation L(f, ψ, s) = L(χψ, s). There-

fore a conjecture for the value Lp(χ, α, x, ψ, 1) should have the same shape as the con-

jecture for the value L(χψ, 1) with the complex logarithm replaced with the p-adic

logarithm. Since ψ is a Dirichlet character and ords=0(L(χ, s)) = 1 we also have that

ords=0(L(χψ, s)) = 1, so we are also in the setting of the rank one abelian Stark con-

jecture for the character χψ of GF .

Let Kψ be the fixed field of the kernel of χψ, let S be the set of places of F

containing the infinite places of F and the places of F that ramify in Kψ, let v be the

infinite place of Kψ induced by ι∞, and let uKψ be the Stark unit corresponding to

this data. Then the p-adic Stark conjecture to make for Lp(χ, α, ψ, x, 1) following (3.3)

would be

Lp(χ, α, ψ, x, 1) = Ep(α, x, ψ, 1)
∑

σ∈Gal(Kψ/F )

χψ(σ−1) logp |σ(uKψ)|β (3.4)

where Ep(α, x, ψ, 1) is an explicit p-adic number. Of course, the value Lp(χ, α, ψ, x, 1)

has the same issue of not being canonically defined as Lp(χ, α, 1), but now that we have

the flexibility of using finite order characters ψ ∈ W(Cp) we can make a function that

is canonically defined.

To make a function that is canonically defined independent of any choices we

fix two finite order characters η, ψ ∈ W(Cp) and consider the ratio of the functions

Lp(χ, α, η, y, s) and Lp(χ, α, ψ, y, s). Let η, ψ ∈ W(Cp) be two finite order characters of

the same sign ± and define the function

Lp(χ, α, η, ψ, y, s) =
Λ(Φ±, y, η−1〈·〉s−1)

Λ(Φ±, y, ψ−1〈·〉s−1)
.
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Then Lp(χ, α, η, ψ, y, s) does not depend on the choice of φ± because the indeterminacy

of the periods in the interpolation formula (3.1) cancel out. The value Lp(χ, α, η, ψ, x, 1)

is then canonically defined independent of any choices, and we conjecture this values by

taking the ratio of the right hand side of (3.4) for η and ψ. We now make this discussion

formally precise with the following definitions and conjectures in the following section.

Definition 3.1.4. Let η, ψ ∈ W(Cp) be two finite order characters with the same sign

±. Define the two-variable p-adic L-function of fα with the auxiliary characters η and

ψ as

Lp(fα, η, ψ, ·, ·) : V × Zp −→ Cp ∪ {∞}

Lp(fα, η, ψ, y, s) =
Λ(Φ±, y, η−1〈·〉s−1)

Λ(Φ±, y, ψ−1〈·〉s−1)
.

The function Lp(fα, η, ψ, y, s) does not depend on the choice of Φ±.

Definition 3.1.5. Let η, ψ ∈ W(Cp) be two finite order characters that have the same

sign. Define the p-adic L-function of χ with the auxiliary characters η and ψ as

Lp(χ, α, η, ψ, ·) : Zp −→ Cp ∪ {∞}

Lp(χ, α, η, ψ, s) = Lp(fα, η, ψ, x, s).

We note here that we can give the definition of Lp(χ, α, η, ψ, s) without making

reference to the two-variable p-adic L-function. The two-variable p-adic L-function is

introduced for two reasons. The first is that it satisfies an interpolation property, while

the one-variable function Lp(χ, α, η, ψ, s) does not. The second is that we will use the
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two-variable p-adic L-function to prove our conjectures when F is imaginary quadratic

and p is split in F .

To define Lp(χ, α, η, ψ, s) without referencing the two-variable p-adic L-function,

we consider the space

Symb±Γ0
(D−1)o

of weight negative one overconvergent modular symbols. Since the eigencurve is smooth

at the point x corresponding to fα the eigenspace

Symb±Γ0
(D−1)[x]

with the same eigenvalues as fα is one-dimensional. If ϕ±fα is a generator of this

eigenspace, then Lp(χ, α, η, ψ, s) may be defined as

Lp(χ, α, η, ψ, s) =
Λ−1(ϕ

sgn(η)
fα

, η−1〈·〉s−1)

Λ−1(ϕ
sgn(ψ)
fα

, ψ−1〈·〉s−1)
.

Since Λ(Φ+, x, σ) = Λ−1(spx(Φ+), σ) and

0 6= spx(Φ+) ∈ Symb±Γ0
(D−1)[x]

it is clear that this second definition is the same as the first definition.

3.2 p-adic Conjectures

For each n ∈ Z≥0, let Qn be the nth layer of the cyclotomic Zp extension of

Q, so

Gal(Qn/Q) = 1 + pZp/1 + pn+1Zp ∼= Z/pnZ.
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Let Γn = Gal(Qn/Q). Let Kn (respectively Mn) be the compositum of K (respectively

M) and Qn. Let ∆ = Gal(M/Q), G = Gal(K/F ), and H = Gal(M/F ). Further,

for n ≥ 0 let ∆n = Gal(Mn/Q), Gn = Gal(Kn/F ), and Hn = Gal(Mn/F ). By our

assumption that p does not ramify in M and p - [M : Q] restriction gives isomorphisms

∆n = ∆× Γn, Gn = G× Γn, Hn = H × Γn

Fix an element τ ∈ ∆−H. By the isomorphisms ∆n = ∆×Γn we view τ as the element

of ∆n that acts trivially on Qn and as τ on M .

It may be the case that Hn = Gn for all n. This happens if and only if K is

Galois over Q. When F is real quadratic, since χ is mixed signature K is never Galois

over Q. When F is imaginary quadratic a necessary condition for K to be Galois over

Q is that if f is the conductor of χ, then f = τ(f) = f. (When F is imaginary quadratic τ

induces complex conjugation on F .) When K is not Galois over Q, let Kn = τ(Kn). The

field Kn does not depend on the choice of τ , and we have that Mn is the compositum

of Kn and Kn. Furthermore, since Kn and Kn are abelian over F , Mn/F is an abelian

extension.

When F is imaginary quadratic, Mn/F is abelian so we are in the rank one

abelian Stark conjecture setting for the extension Mn/F . In this case, let S be the set

of infinite places of F , the places above p, and the set of places of F that ramify in M .

When F is real quadratic, since Mn is totally complex we are not in the setting of the

rank one abelian Stark conjecture for Mn/F , but since Qn is totally real the extension

Kn/F is such that exactly one infinite place of F splits completely in Kn so we are in
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the rank one abelian Stark conjecture for Kn/F . In this case let S be the set of infinite

places of F , the places above p, and the places of F that ramify in K. Since only p

ramifies in Qn, in both cases, S does not depend on n. Further, we have that |S| ≥ 2.

When F is real quadratic we are assuming that ι∞(K) ⊂ R. For any n ≥ 0, we let v

denote the infinite place of Mn and Kn induced by ι∞.

Definition 3.2.1. When F is imaginary quadratic, let

un = uMn

where uMn is the Stark unit associated to the extension Mn/F , the set S, and the place

v. When F is real quadratic, let

un = uKnτ(uKn)

where uKn is the conjectural Stark unit associated to the extension Kn/F , the set S, and

place v. In this case, while un depends on the choice of τ , the values in our conjectures

(the right hand sides of (3.5) and (3.6)) that depend on un do not depend on the choice

of τ (see Proposition 3.2.5). Therefore we leave τ out of the notation for un. We also

remark that the unit τ(uKn) is the Stark unit for Kn/F , the set τ(S), and the embedding

vτ .

Let η be a character of Γn, and let ρη denote the representation ρ ⊗ η of ∆n

and (ρη)∗ denote the representation Ind
GQ
GF

χ−1⊗ η−1 of ∆n. Given a ∆n module A, we

let πρη and π∗ρη denote maps from A to the ρη and (ρη)∗ isotypic components of Q⊗A

given by

πρη : A −→ (Q⊗A)ρη
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πρη(a) =
∑
σ∈∆n

Tr(ρη(σ−1))⊗ σ(a)

π∗ρη : A −→ (Q⊗A)(ρη)∗

π∗ρη(a) =
∑
σ∈∆n

Tr((ρη)∗(σ))⊗ σ(a)

where Tr denotes the trace. Because GF is an index 2 subgroup in GQ and ρ is the

induction of a character from GF the formulas simplify to

πρη(a) =
∑
σ∈Hn

(χη(σ−1) + χτη(σ−1))⊗ σ(a)

π∗ρη(m) =
∑
σ∈Hn

(χη(σ) + χτη(a))⊗ σ(a).

We remark that the character χτ does not depend on the choice of τ .

If ψ is a character of a subgroup H of ∆n, then we also consider the projections

to the ψ and ψ−1 components of Q⊗A:

πψ : A −→ (Q⊗A)ψ

πψ(a) =
∑
σ∈H

ψ(σ−1)⊗ σ(a)

π∗ψ : A −→ (Q⊗A)ψ
−1

π∗ψ(a) =
∑
σ∈H

ψ(σ)⊗ σ(a).

We note that with this notation, π∗ψ = πψ−1 . We also note that in our situation,

πρη = πχη + πχτη and π∗ρη = π∗χη + π∗χτη.

The following local projection is how α is incorporated into our conjectures.

It is an idea of Greenberg and Vatsal ([14]), and is a key aspect to the conjecture.

Let Dp ⊂ ∆ be the decomposition group at p determined by ιp and let δp be the
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arithmetic Frobenius. For a Dp-module A, a root of unity ζ, and an element a ∈ A, let

|m|ζ ∈ Cp ⊗M be the projection of a to the subspace of Cp ⊗M on which δp acts by

scaling by ζ. That is, if

εp : Dp −→ Q×

is the character εp(δp) = ζ, then

|a|ζ =
1

|Dp|
π∗ε(a) =

1

|Dp|
∑
δ∈Dp

εp(δ)⊗ δ(a).

We will use the projection when ζ is either α, β, 1/α, or 1/β. Via the isomorphism

∆n = ∆ × Γn, we view Dp as a subgroup of ∆n for any n. Then any ∆n-modules are

also Dp-modules.

Let

logp : C×p −→ Cp

denote Iwasawa’s p-adic logarithm. On U = {u ∈ C×p : |1−u| < 1}, logp is given by the

usual power series, and then logp is extended to all of C×p by making logp(p) = 0 and

logp(ζn) = 0 for any root of unity of order prime to p. We extend logp to Cp ⊗Z C×p by

Cp-linearity, and we may view logp as a function on Cp ⊗Q× via ιp.

We can now state our conjectures. We first state integral conjectures at s = 0

and s = 1 using the units un. Compare these conjectures with Conjectures 1.1.1 and

1.1.5.

Conjecture 3.2.2. Let ψ, η ∈ W(Cp) be of orders pn and pm, respectively. Then

Lp(χ, α, ψω, ηω, 0) =
(1− βψ(p))

(
1− ψ−1(p)

αp

)
τ(ψ−1)
pn+1

(1− βη(p))
(

1− η−1(p)
αp

)
τ(η−1)
pm+1

logp |π∗ρψ(un)|1/α
logp |π∗ρη(um)|1/α

(3.5)

71



Conjecture 3.2.3. Let ψ, η ∈ W(Cp) be of orders pn and pm, respectively. Then

Lp(χ, α, ψ, η, 1) =

(
1− ψ−1(p)

α

)(
1− ψ(p)β

p

)
τ(ψ)

ψ(N)pn+1(
1− η−1(p)

α

)(
1− η(p)β

p

)
τ(η)

η(N)pm+1

logp |πρψ(un)|β
logp |πρη(um)|β

. (3.6)

Remarks 3.2.4. There should be a functional equation relating the p-adic L-functions

Lp(χ, α, ψ, η, s) and Lp(χ, α, ωψ, ωη, 1−s) which makes these two conjectures equivalent.

In the future we hope to prove the existence of such a functional equation by relating the

construction of the two-variable p-adic L-function given in section 2.7 to the two-variable

p-adic L-function associated to a Hida family given in [13]. The two-variable p-adic L-

function defined in [13] does satisfy the necessary functional equation, so relating the

construction given here to the ones in [13] would give us the desired functional equation.

Proposition 3.2.5. When F is real quadratic, the quantities

logp |πρη(um)|β
logp |πρψ(un)|β

and
logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

do not depend on the choice of τ .

Proof. We do the proof for
logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

. The proof for
logp |πρη(um)|β
logp |πρψ(un)|β is similar. Let

ε : Dp −→ Q

ε(δp) = α.

We break it into two cases, when p is split in F and when p is inert.

Assume p is split in F as (p) = pp where p is picked out by ιp. By definition
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we have

logp |π∗ρη(um)|1/α =
∑
σ∈Hm

(χη(σ) + χτη(σ)) logp

 1

|Dp|
∑
δ∈Dp

ε(δ)⊗ δ(um)



=

 1

|Dp|
∑
δ∈Dp

ε(δ)δ

( ∑
σ∈Hm

(χη(σ) + χτη(σ)) logp(σ(um))

)

Working with the sum over Hm we have by definition of um

∑
σ∈Hm

χη(σ) logp(σ(um)) =
∑
σ∈Hm

χη(σ) logp(σ(uKm)) +
∑
σ∈Hm

χη(σ) logp(στ(uKm))

and

∑
σ∈Hm

χτη(σ) logp(σ(um)) =
∑
σ∈Hm

χτη(σ) logp(σ(uKm)) +
∑
σ∈Hm

χτη(σ) logp(στ(uKm))

Since Gal(Mm/Kn) = ker(χη) and Km 6= Km, χη restricted to Gal(Mm/Km) is non-

trivial. Therefore ∑
δ∈Gal(Mm/Km)

χη(δ) = 0.

Then since τ(uKm) ∈ Km, by summing over the cosets of Gal(Mm/Km) in Hm we see

that ∑
σ∈Hm

χη(σ) logp(σ(τ(uKm))) = 0.

Similarly, ∑
σ∈Hm

χτη(σ) logp(σ(uKm)) = 0.
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Therefore

∑
σ∈Hm

(χη(σ) + χτη(σ)) logp(σ(um)) =
∑
σ∈Hm

χη(σ) logp(σ(uKm))+

+
∑
σ∈Hm

χτη(σ) logp(σ(τ(uKm))),

so

logp |π∗ρη(um)|1/α =

 1

|Dp|
∑
δ∈Dp

ε(δ)χ−1(δ)

( ∑
σ∈Hm

χη(σ) logp(σ(uKm))

)
+

+

 1

|Dp|
∑
δ∈Dp

ε(δ)χ−1
τ (δ)

( ∑
σ∈Hm

χτη(σ) logp(σ(uKm))

)

The choice of α matters. Since p is split in F either α = χ(p) or α = χ(p).

Since we are assuming α 6= β this means χ(p) 6= χ(p). Then since τ is a

nontrivial automorphism of F and ιp picks out p

χ(δp) = χ(p) 6= χ(p) = χτ (δp),

so χ|Dp 6= χτ |Dp .

If α = χ(p), then ε = χ|Dp so

∑
δ∈Dp

ε(δ)χ−1
τ (δ) =

∑
δ∈Dp

χχ−1
τ (δ) = 0

because χ|Dp 6= χτ |Dp . Furthermore,

∑
δ∈Dp

ε(δ)χ−1(δ) = |Dp|
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because ε = χ|Dp . Therefore

logp |π∗ρη(um)|1/α =
∑
σ∈Hm

χη(σ) logp(σ(uKm)),

so logp |π∗ρη(um)|1/α does not depend on τ . Hence the ratio

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

does not depend on τ .

Now assume that α = χ(p) = χτ (δp). By similar reasoning in this case we get

that

logp |π∗ρη(um)|1/α =
∑
σ∈Hm

χτη(σ) logp(στ(uKm))

which does depend on τ . Let τ ′ ∈ ∆−H be another choice of τ . Since H has index 2

in ∆, τ ′ = hτ for some h ∈ H. Note that χτ = χτ ′ . We claim that changing τ to τ ′

scales the sum by χ−1
τ (h). Indeed

∑
σ∈Hm

χτη(σ) logp(στ
′(uKm)) =

∑
σ∈Hm

χτη(σ) logp(σhτ(uKm))

= χ−1
τ (h)

∑
σ∈Hm

χτη(σ) logp(στ(uKm)).

The scalar χ−1
τ (h) is independent of m and η so in the ratio

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

it will cancel out. Hence the ratio does not depend on the choice of τ .
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Now assume p is inert in F . By definition

logp |π∗ρη(um)|1/α =
∑
σ∈Hm

χη(σ) logp |σ(um)|1/α +
∑
σ∈Hm

χτη(σ) logp |σ(um)|1/α.

Just as in the p-split case these sums will simplify as

∑
σ∈Hm

χη(σ) logp |σ(un)|1/α =
∑
σ∈Hm

χη(σ) logp |σ(uKm)|1/α

and ∑
σ∈Hm

χτη(σ) logp |σ(um)|1/α =
∑
σ∈Hm

χτη(σ) log |στ(uKm)|1/α.

Rearranging the second we have

∑
σ∈Hm

χτη(σ) logp |στ(uKm)|1/α =
∑
σ∈Hm

χη(τ−1στ) logp

∑
δ∈Dp

ε(δ)⊗ δστ(uKm)



=
∑
σ∈Hm

χη(σ) logp

∑
δ∈Dp

ε(δ)⊗ δτσ(uKm)


Since p is inert in F , δp ∈ ∆ − H. Therefore there exists h ∈ H such that τ = δph.
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Then

∑
σ∈Hm

χη(σ) logp

∑
δ∈Dp

ε(δ)⊗ δτσ(uKm)

 =

=
∑
σ∈Hm

χη(σ) logp

∑
δ∈Dp

ε(δ)⊗ δδphσ(uKm)

 =

= χ−1(h)ε−1(δp)
∑
σ∈Hm

χη(σ) logp

∑
δ∈Dp

ε(δ)⊗ δσ(uKm)

 =

= χ−1(h)ε−1(δp)
∑
σ∈Hm

χη(σ) logp |σ(uKm)|1/α.

Hence

logp |π∗ρη(um)|1/α = (1 + χ−1(h)ε−1(δp))
∑
σ∈Hm

χη(σ) logp |σ(uKm)|1/α.

Since 1 + χ−1(h)ε−1(δp) does not depend on m or η, in the ratio

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

it will cancel out. Therefore the ratio does not depend on τ .

In the proof of the previous proposition we simplified the ratio

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

so that only the Stark unit uKn appears. We record these simplifications in the following

corollary. This corollary shows that Conjectures 3.2.2 and 3.2.3 do have the shape

described by equation 3.4 in the discussion preceding the definition of Lp(χ, α, η, ψ, s).
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Corollary 3.2.6. Let η and ψ be p-power order Dirichlet characters of conductors pm+1

and pn+1.

Assume F is imaginary quadratic and (p) = pp in F with ιp picking out the

prime p. If α = χ(p), then

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

χη(σ) logp(σ(uMm))∑
σ∈Hn

χψ(σ) logp(σ(uMn))
.

If α = χ(p), then

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

χτη(σ) logp(σ(uMm))∑
σ∈Hn

χτψ(σ) logp(σ(uMn))
.

If p is inert in F , then

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

(χη(σ) + χτη(σ)) logp |σ(uMm)|1/α∑
σ∈Hn

(χψ(σ) + χτψ(σ)) logp |σ(uMn)|1/α
.

Assume F is real quadratic and (p) = pp in F with ιp picking out the prime p.

If α = χ(p), then

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

χη(σ) logp(σ(uKm))∑
σ∈Hn

χψ(σ) logp(σ(uKn))
.

If α = χ(p), then

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

χτη(σ) logp(σ(τ(uKm)))∑
σ∈Hn

χτψ(σ) logp(σ(τ(uKn)))
.

and the ratio does not depend on τ .
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If p is inert in F , then

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

χη(σ) logp |σ(uKm)|1/α∑
σ∈Hn

χψ(σ) logp |σ(uKn)|1/α
.

Proof. When F is real quadratic these formulas follow from the proof of the previous

proposition. When F is imaginary quadratic, the formulas follow from the definitions

of π∗ρη and | · |1/α.

We next state rational conjectures at s = 0 and s = 1 using the units that

appear in Conjectures 1.1.9 and 1.1.10. Compare these two conjectures with Conjectures

1.1.9 and 1.1.10.

Conjecture 3.2.7. Let ψ, η ∈ W(Cp) be of order pn and pm respectively. Let k be a

finite extension of Q containing the values of χ, ψ, and η. Let u∗χψ, u
∗
χτψ

, u∗χη and u∗χτη

be the Stark units from Conjecture 1.1.9. Then

Lp(χ, α, ψω, ηω, 0) =
(1− βψ(p))

(
1− ψ−1(p)

αp

)
τ(ψ−1)
pn+1

(1− βη(p))
(

1− η−1(p)
αp

)
τ(η−1)
pm+1

logp |u∗χψ + u∗χτψ|1/α
logp |u∗χη + u∗χτη|1/α

(3.7)

where u∗χψ + u∗χτψ and u∗χη + u∗χτη are viewed as elements of (k ⊗ UMn)(ρψ)∗ and (k ⊗

UMn)(ρη)∗ respectively.

Conjecture 3.2.8. Let ψ, η ∈ W(Cp) be of order pn and pm respectively. Let k be a

finite extension of Q containing the values of χ, ψ, and η. Let uχψ, uχτψ, uχη, and uχτη

be the Stark units from Conjecture 1.1.10. Then

Lp(χ, α, ψ, η, 1) =

(
1− ψ−1(p)

α

)(
1− ψ(p)β

p

)
τ(ψ)

ψ(N)pn+1(
1− η−1(p)

α

)(
1− η(p)β

p

)
τ(η)

η(N)pm+1

logp |uχψ + uχτψ|β
logp |uχη + uχτη|β

(3.8)
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where uχψ+uχτψ and uχη+uχτη are viewed as elements of (k⊗UMn)ρψ and (k⊗UMm)ρη

respectively.

If we assume the archimedean rank one abelian Stark conjecture is true, then

Conjecture 3.2.2 implies Conjecture 3.2.7 and Conjecture 3.2.3 implies Conjecture 3.2.8.

We explain why Conjecture 3.2.2 implies Conjecture 3.2.7. The explanation for why

Conjecture 3.2.3 implies 3.2.8 is similar.

Assume Conjecture 1.1.1 for the fields Kn/F and Kn/F for n ≥ 0 and assume

Conjecture 3.2.2. In point (2) of Remarks 1.1.11, u∗χη and u∗χτη are defined assuming

Conjecture 1.1.1. Then by our choice of um, we have that

u∗χη = π∗χη(um) and u∗χτη = π∗χτη(um).

By the fact that

π∗ρη = π∗χη + π∗χτη

and the following proposition about the ratios

logp |u∗χη + u∗χτη|1/α
logp |u∗χψ + u∗χτψ|1/α

in the real quadratic case, we have that

logp |u∗χη + u∗χτη|1/α
logp |u∗χψ + u∗χτψ|1/α

=
logp |π∗χη(um)|1/α
logp |π∗χψ(un)|1/α

so Conjecture 3.2.7 is true.

Proposition 3.2.9. Let η and ψ be p-power order Dirichlet characters of conductors

pm+1 and pn+1. Let uχη ∈ (k ⊗Z OMm)(χη)−1
and uχψ ∈ (k ⊗Z OMn)(χψ)−1

. When F is
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real quadratic the ratio

logp |u∗χη + u∗χτη|1/α
logp |u∗χψ + u∗χτψ|1/α

does not depend on τ . Assume p = pp in F with ιp picking our the prime p. If α = χ(p),

then

logp |uχη + uχτη|1/α
logp |uχψ + uχτψ|1/α

=
logp(uχη)

logp(uχτη)
.

If α = χ(p), then

logp |uχη + uχτη|1/α
logp |uχψ + uχτψ|1/α

=
logp(uχτη)

logp(uχτψ)
.

If F is real quadratic and p is inert in F , then

logp |uχη + uχτη|1/α
logp |uχψ + uχτψ|1/α

=
logp |uχη|1/α
logp |uχψ|1/α

.

If F is imaginary quadratic and p is inert in F , then there is no major simplification.

Proof. The proof is similar to and simpler than the proof of Proposition 3.2.5.
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Chapter 4

Proof of the conjecture when F is

imaginary quadratic and p splits

in F

4.1 Katz’s p-adic L-function

In this section we state relevant facts that are needed about Katz’s two variable

p-adic L-function. Let F be an imaginary quadratic field of discriminant dF , and let

p ≥ 5 be a prime that splits in F . Let p factor in F as (p) = pp where p is the prime

induced by the embedding ιp. Let Op = {x ∈ Cp : |x| ≤ 1} be the closed unit ball in

Cp. Let f be an integral ideal of F such that (f, p) = 1.

The domain of Katz’s p-adic L-function is the set of all p-adic Hecke characters
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of modulus f. Let

G(fp∞) = A×F /F
×Uf,p

where

Uf,p =

(xv)v ∈ A×F :

xv > 0 if v is real
xv ≡ 1 mod fv if v | f

xv ∈ O×Fv if v - fp and is finite

xv = 1 if v | p

 .

See the appendix for our conventions on Hecke characters. The set of all p-adic Hecke

characters of modulus f is

Homcont(G(fp∞),C×p ).

Let

F (fp∞) =
∞⋃
n=1

F (fpn)

where F (fpn) is the ray class field of conductor fpn. By class field theory G(fp∞) is

isomorphic to the Galois group of F (fp∞) over F . We normalize the Artin map so that

for a finite place v such that (v, fp) = 1, a uniformizer πv at v is sent to an arithmetic

Frobenius.

Order the two embeddings, σ1, σ2 of F into Q so the first one is how we view

F as a subfield of Q. If ψ is an algebraic Hecke character of infinity type T = aσ1 + bσ2

(see the appendix for the definition of an infinity type) then we say that ψ is of infinity

type (a, b).

Let ψ be an algebraic Hecke character of infinity type (a, b) and conductor

f′pappap where f′ divides f. We may view ψ as a p-adic Hecke character of modulus f or

as a complex Hecke character

ψp : G(fp∞) −→ C×p
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ψ∞ : A×F /F
× −→ C×.

For ease of notation we drop the subscripts p and ∞ on ψp and ψ∞. It will be clear

from context when we are referring to ψp or ψ∞.

Define the p-adic local root number associated to ψ to be the complex number

Wp(ψ) =
|ψp(π

ap
p )|

Npap/2
W (ψ−1

p )

=
ψp(π

−ap
p )

pap

∑
u∈(OFp/p

ap )×

ψp(u) exp(−2πi(TrFp/Qp(u/π
ap
p ))

(4.1)

where W (ψ−1
p ) is the local root number at p (as defined in the appendix) and ψp denotes

ψ restricted to F×p and πp is a uniformizer for Fp. We note that Fp = Qp and so we

could take πp = p.

Let S be the set of places containing the infinite places of F and the places of

F dividing f.

Theorem 4.1.1. ([17], [9]) There exists an Op-valued measure µ = µf on G(fp∞) and

complex and p-adic periods Ω∞ ∈ C×, Ωp ∈ C×p such that for any algebraic Hecke

character ψ of conductor f′pappap where f′ divides f and infinity type (a, b) with a > 0

and b ≤ 0 we have∫
G(fp∞)

ψ(x)dµ(x)

Ωa−b
p

=

√
dF

b
(a− 1)!

(2π)b
Wp(ψ

−1)

(
1− ψ(p)

p

)
(1−ψ−1(p))

LS(ψ−1, 0)

Ωa−b
∞

(4.2)

Once the p-adic and complex periods Ωp and Ω∞ are chosen, µ is uniquely determined

by the above interpolation property.

Remarks 4.1.2. 1. Let Qur
p denote the maximal unramified extension of Qp and let
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Q̂ur
p denote its completion. Let Our

p = {x ∈ Q̂ur
p : |x| ≤ 1}. The measure µ in the

theorem is valued in Our
p .

2. Katz originally proved this theorem in [17] for imaginary quadratic fields and then

a similar theorem in [18] for CM fields. The above statement is taken from [9] with

the correction from [3] and with a slight modifications in order to state everything

adelically.

Definition 4.1.3. Define Katz’s p-adic L-function with respect to F , p, and f to be

the function

Lp = Lp,Katz : Homcont(G(fp∞),C×p ) −→ Cp

Lp(ψ) =

∫
G(fp∞)

ψ−1(x)dµ(x)

where µ is the measure from the preceding theorem. Depending on the context we may

or may not have the subscript Katz. For the rest of this section we drop the subscript.

In following sections when we compare different p-adic L-functions we will have the

subscript.

We record the rephrasing of (4.2) for Lp in the following theorem.

Theorem 4.1.4. The function Lp is uniquely determined by the interpolation property

that for all algebraic Hecke characters ψ of conductor f′pappap where f′ divides f and

infinity type (a, b) with a < 0 and b ≥ 0, we have

Lp(ψ)

Ωb−a
p

=
(−a− 1)!(2π)b
√
dF

b
Wp(ψ)

(
1− ψ−1(p)

p

)
(1− ψ(p))

LS(ψ, 0)

Ωb−a
∞

. (4.3)
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We now state Katz’s p-adic Kronecker’s second limit theorem. Fix a nontrivial

integral ideal of F and let Lp be Katz’s p-adic L-function associated to F , p, and f. Let

ζn = ι−1
∞ (e2πi/n) ∈ Q be a collection of primitive nth roots of unity in Q.

For our purposes we will consider Katz’s theorem for algebraic Hecke characters

of the form χψ where χ has conductor f and trivial infinity type, and ψ is a p-power

conductor Dirichlet character. We recall how to view a Dirichlet character adelically.

Let

ψ : (Z/pnZ)× −→ Q×

be a Dirichlet character of conductor pn. Then ψ as an algebraic Hecke character is the

unique character

ψ : A×Q −→ Q×

such that for all primes ` 6= p, ψ|Z×` = 1 and ψ(π`) = ψ(`) where π` is a uniformizer in

Z`, and ψ(Q×) = 1. Define the Gauss sum of ψ as the element of Q:

τ(ψ) =
∑

a∈(Z/pnZ)×

ψ(a)ζapn .

Then viewing τ(ψ−1) as an element of C via ι∞, τ(ψ−1) satisfies the following relation

to Wp(ψ) from (4.1):

Wp(ψ) = ψ(−1)τ(ψ−1).

Theorem 4.1.5. ([17], [9]) Let χ be an algebraic Hecke character of conductor f and

trivial infinity type and let ψ be a Dirichlet character of conductor pn. Let K be the

fixed field of the kernel of χψ when χψ is viewed as a Galois character via the Artin
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isomorphism G(fp∞) ∼= Gal(F (fp∞)/F ). Let uK be the Stark unit for K/F , G =

Gal(K/F ), and e be the number of roots of unity in K. Then

Lp(χψ) = −1

e

ψ(−1)τ(ψ−1)

χ(pn)pn

(
1− (χψ)−1(p)

p

)
(1− χψ(p))

∑
σ∈G

χψ(σ) logp(σ(uK))

Remarks 4.1.6. A version of this was proved in Katz’s original paper. The formulas

for this theorem are taken from [9] with a minor correction so the 1 − χψ(p) factor is

correct (see [15]).

4.2 Definition of the period Ω∞

Let E be an elliptic curve with CM by OF defined over K, where K is a finite

extension of F (K necessarily contains the Hilbert class field of F ). Let ω ∈ Ω1(E/K)

be a nonzero element. The period lattice of E is by definition

L =

{
1

2πi

∫
γ
ω : γ ∈ H1(E(C),Z)

}
.

Let ω1, ω2 be a Z-basis of L . Since E has CM by OF ,
√
dFL ⊂ L so in particular

√
dFω2 = aω1 + bω2

for some a, b ∈ Z. Hence

ω1

ω2
=

√
dF − b
a

∈ F.

It follows then that Z + Zω1
ω2
⊂ F ⊂ C is a fractional ideal of F . Let f = Z + Zω1

ω2
and

Ω∞ = ω2. Then

L = Ω∞f
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and Ω∞ is defined to be “the” complex period associated to E. The reason that the

word, the, is in quotation marks is because obviously Ω∞ depends on some choices.

The choice of ω2 can be any element of L that may be extended to a Z-basis of L . A

different choice of ω2 would scale Ω∞ by an element of F . We could also change the

choice of ω. A different choice of ω would be a nonzero K-scaler of ω because Ω1(E/K)

is a rank one K-vector space. Changing ω would then scale L by that element of K

which in turn scales Ω∞. The different choices all scale Ω∞ by elements of Q×, so Ω∞

is a well defined element of C×/Q×.

If we tensor everything with Q then that simplifies the choice of ω2 for then if

we let

H1(E(C),Q) = H1(E(C),Z)⊗Z Q.

we have that {∫
γ
ω : γ ∈ H1(E(C),Q)

}
= Ω∞F

where Ω∞ = 1
2πi

∫
γ0
ω for any γ0 ∈ H1(E(C),Q).

The complex period Ω∞ has the property that for all algebraic Hecke characters

ψ of F with infinity type (a, b) where a < 0 and b ≥ 0 the ratio

(2πi)bL(ψ, 0)

Ωb−a
∞

is algebraic. This ratio being algebraic obviously does not depend on the choice of

Ω∞ since different choices scale Ω∞ by an algebraic number. Furthermore, after taking

into account the functional equation of L(ψ, s), these L-values account for all critical

L-values of algebraic Hecke characters of F .
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4.3 Definition of the period pair (Ω∞,Ωp)

Let K be a finite extension of F that contains the Hilbert class field of F . Let

P be the prime of K determined by ιp. Let E be an elliptic curve with CM by OF defined

over K and with good reduction at P. Let ω ∈ Ω1(E/K) be an invariant differential

of E defined over K. Attached to the pair (E,ω), we let x and y be coordinates on E

such that

ι : E −→ P2

P 7−→ (x, y, 1)

is an embedding defined overK, which embeds E as the zero set of y2 = 4x3−g2x+g3 and

such that ι∗(dxy ) = ω. Let Eω denote the image of E under ι. Let Eω(C) ⊂ P2(C) denote

the complex manifold which consists of the complex points of Eω. Let γ ∈ H1(Eω(C),Q)

and define the complex period

Ω∞ =
1

2πi

∫
γ
ω.

In the previous section we defined Ω∞ directly from E without the consideration of Eω.

The reason for considering Eω is that in defining Ωp we consider the formal group and

E and it will be important to keep track of the coordinates on E used to define the

formal group.

We now explain how to define Ωp from Ω∞. Let

L =

{
1

2πi

∫
η
ω : η ∈ H1(Eω(C),Z)

}
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be the period lattice of Eω. Then we have the complex uniformization

Φ : C/L −→ Eω(C)

z 7−→ (P(L , z),P ′(L , z), 1)

were P is the Weierstrass function. We consider the element

(p−nΩ∞)∞n=1 ∈ lim←−
n

(p−nΩ∞F/Ω∞F ) = (lim←−
n

p−nL /L )⊗Qp

which is in the Tate module of C/L tensored with Qp. Let VpEω = TpEω ⊗Qp, and let

ξ = (ξn)∞n=1 be the image of (p−nΩ∞)∞n=1 under the composition

lim←−
n

p−nΩ∞F/Ω∞F
Φp−−→ VpEω −→ VpEω

where the second map is the projection corresponding to TpEω = TpEω × TpEω.

The coordinates x and y on Eω determine a formal group of E, Êω, which we

view as a formal group over KP. Let VpÊω = TpÊω ⊗ Qp. Since p splits in F and p is

the prime of F determined by ιp, we have that TpÊω = TpEω. Let ξ now denote the

corresponding elemet of VpÊω. Since VpÊ is a rank one Qp-module, ξ is a basis element.

Let

ζ = (ζpn)∞n=1 = (ι−1
p (exp(2πi/pn)))∞n=1

so ζ is a basis element of VpĜm := TpĜm ⊗Qp. Define

ϕp : VpÊω −→ VpĜm

by ϕp(ξ) = ζ. It is a result of Tate in his p-divisible groups paper that the map

HomOCp
(Êω, Ĝm) −→ HomZp(TpÊω, TpĜm)
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is a bijection. We note that

HomQp(VpÊω, VpĜm) = HomZp(TpÊω, TpĜm)⊗Qp

and let ϕ ∈ HomOCp
(Ê, Ĝm) ⊗ Qp be the element corresponding to ϕp. Define Ωp by

the rule

ω = Ωpϕ
∗(dT/(1 + T )).

The definition of the pair (Ω∞,Ωp) depends on the choice of E, ω, and γ. We

will examine the dependence on this choice and show that as an element of C××C×p /Q
×

,

(Ω∞,Ωp) does not depend on E, ω or γ but only on the imaginary quadratic field F .

Let the pair (E,ω) be given and suppose we have two choices γ, γ′ ∈ H1(Eω(C),Q).

Since {∫
η
ω : η ∈ H1(Eω(C),Q)

}
= Ω∞F

we have that

Ω′∞ =
1

2πi

∫
γ′
ω = λΩ∞

for some λ ∈ F . Define ξ′ and ϕ′p corresponding to Ω′∞ as we did for Ω∞. Note that Fp

acts on VpÊω via the action of OFp on Êω as a Lubin-Tate formal group. We denote the

action of α ∈ OFp on Êω as [α] as in the previous secion. With respect to this action,

we have the relation ξ′ = [λ]pξ. Then

(ϕp ◦ [λ−1]p)(ξ
′) = ϕp(ξ) = ζ
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so ϕ′ = ϕ ◦ [λ−1]. Then

λΩpϕ
′∗(dT/(1 + T )) = λΩp[λ

−1]∗ϕ∗(dT/(1 + T ))

= λΩpΩ
−1
p [λ−1]∗(ω)

= ω

by definition of Ωp and since [λ−1]∗(ω) = λ−1ω. Therefore Ω′p = λΩp, so (Ω∞,Ωp) ≡

(Ω′∞,Ω
′
p) mod Q×.

Now suppose we have two pairs (E,ω) and (E,ω′). Then ω′ = λω for some

λ ∈ K×. Let

L =

{
1

2πi

∫
η
ω : η ∈ H1(Eω(C),Z)

}
and

L ′ =

{
1

2πi

∫
η
ω′ : η ∈ H1(Eω′(C),Z)

}
be the respective period lattices of Eω and Eω′ . We have the L ′ = λL and so multipli-

cation by λ defines an isomorphism from C/L to C/L ′. Let λalg be the corresponding

isogeny from Eω to Eω′ such that the diagram

C/L Eω(C) ⊂ P2(C)

C/L ′ Eω′(C) ⊂ P2(C)

×λ

Φ

λalg

Φ′

commutes. With respect to the coordinates on P2, λalg sends (x, y, 1) to (λ2x, λ3y, 1).

Therefore λalg is defined over K. Let γ ∈ H1(Eω(C),Q) and define

Ω∞ =
1

2πi

∫
γ
ω.
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Since we’ve already checked to dependence of the period pair on changing γ, we may

use any γ′ ∈ H1(Eω′(C),Q) to define Ω′∞. Let γ′ then be the image of γ under λalg and

define

Ω′∞ =
1

2πi

∫
γ′
ω′.

By the change of variables formula we have that

Ω′∞ =
1

2πi

∫
γ′
ω′ =

1

2πi

∫
λalg◦γ

ω′ =
1

2πi

∫
γ
λ∗alg(ω

′) =
1

2πi

∫
γ
λω = λΩ∞.

Let ξ, ϕp and ξ′, ϕ′p be used to define Ωp and Ω′p respectively. Then we have the following

commutative diagram

VpÊω VpĜm

VpÊω′ VpĜm

λalg,p

ϕp

=

ϕ′p

because λalg,p(ξ) = ξ′ and ϕp, ϕ
′
p are defined by sending ξ to ζ and ξ′ to ζ respectively.

The commutative diegram then gives the relation

ω = Ωpϕ
∗
(
dT

1+T

)
= Ωp(ϕ

′ ◦ λalg)∗
(
dT

1+T

)
= Ωpλ

∗
algϕ

′∗
(
dT

1+T

)
= ΩpΩ

′−1
p λ∗alg(ω

′)

= ΩpΩ
′−1
p λω

so Ω′p = λΩp. Hence (Ω∞,Ωp) ≡ (Ω′∞,Ω
′
p) mod Q×.

Finally we see what happens if we change E to E′ where both E and E′ have

CM by OF . By enlarging K, we may assume K is the same for both E and E′. Let ω
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and γ be choices for E that define Ω∞ and Ωp. Let ω′ ∈ Ω1(E′/K) be any choice. Let

L and L ′ be the period lattices for Eω and E′ω′ . Since E and E′ both have CM by

OF , there exists α ∈ F× such that αL ⊂ L ′. We then get a commutative diagram

C/L Eω(C) ⊂ P2(C)

C/L ′ E′ω′(C) ⊂ P2(C)

×α

Φ

αalg

Φ′

which is similar to the one we have before. We define γ′ = αalg(γ) and

Ω′∞ =
1

2πi

∫
γ′
ω′.

Then the same calculations as before show that Ω′∞ = αΩ∞ and Ω′p = αΩp so (Ω∞,Ωp) ≡

(Ω′∞,Ω
′
p).

4.4 The CM Hida family

For the remainder of chapter 4, fix a nontrivial ray class character χ of con-

ductor f such that (f, p) = 1, and let

f =
∑
a⊂OF

χ(a)qNa

be the weight one modular form associated to χ. The goal of this section is to explicitly

describe the rigid analytic function T` for ` - Np and Up on a neighborhood of the point

corresponding to fα on the eigencurve.

We recall that the level of f is N = |dF |NK/Qf and the character is ε :
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(Z/NZ)× → Q determined by the rule

ε(`) = χ(`OF )

for primes ` - Np. Let fα be a p-stabilization of f , so α is either χ(p) of χ(p).

We embed Z into weight space as

Z −→ W(Qp)

k 7−→ νk : t 7→ tk−2.

By Belláıche and Dmitrov’s theorem about the eigencurve at weight one points (Theo-

rem 3.1.1), the eigencurve is étale at the point corresponding to fα. Let w = ν1 ∈ W(Qp)

and let W = W (w, 1/pr) = SpR be a neighborhood of w such that the weight map

C±W → W is étale at all points in the connected component containing the point

corresponding to fα. Let x ∈ C±W (Cp) be the point corresponding to fα and let

VCp = SpTCp ⊂ C±W,Cp be the connected component of C±W,Cp containing x. Then

VCp →WCp is étale, and we take W to be as in Proposition 2.6.5. Then the weight map

on the level of rings

RCp −→ TCp

is an isomorphism, which we use this map to identify TCp with RCp .

We have that

W (Cp) = {κ : Z×p → C×p : κ|µp−1 = ω−1, |κ(γ)− w(γ)| ≤ 1/pr}

where γ is an topological generator of 1 + pZp. Fix a choice of topological generator γ

of 1 + pZp. Then

R =
{∑

an(t− (w(γ)− 1))n ∈ Qp[[t− (w(γ)− 1)]] : |anprn| → 0 as n→∞
}
.

95



Let z = t− (w(γ)− 1) so R is the set of all F (z) ∈ Qp[[z]] that converge on the closed

around 0 disk of radius 1/pr in Cp. Recall that for F (z) ∈ R and κ ∈W

evκ(F (z)) = F (κ(γ)− w(γ)).

By the Weierstrass preparation theorem any F (z) ∈ R is determined by its values

evνk(F (z)) = F (νk(γ)− w(γ)) = F (γk−2 − γ−1)

at the integers k ∈ Z such that νk ∈ W . We record here that for and integer k,

νk ∈W = W (w, 1/pr) if and only if k ≡ 1 mod pr−1(p− 1).

Since C±W is the eigencurve the Hecke operators T` for ` - Np, Up and [a] for

a ∈ (Z/NZ)× that generate RCp are are the unique elements of RCp such that

1. At the weight w we have

evw(T`) = a`(fα) =


χ(q) + χ(q) if `OF = qq

0 if ` is inert in F

evw(Up) = α, and evw([a]) = ε(a) for all a ∈ (Z/NZ)×.

2. For all k ∈ Z≥2 such that νk ∈ W , evνk(T`), evνk(Up) are the T` and Up Hecke

eigenvalues of an eigenform g of weight k, level Γ0, and character ε which is new

at level N . This condition implies that the rigid analytic functions [a] ∈ RCp are

the constant functions [a] = ε(a).

We now exhibit explicit elements of RCp with the above two properties which

must then be T` for ` - Np and Up.
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To begin we define an algebraic Hecke character of F . Since p ≥ 5, the only

root of unity congruent to 1 mod p or 1 mod p in F is 1. Therefore the groups P1(p)

and P1(p) are subgroups of F×:

P1(p) = {α ∈ F× : ((α), p) = 1, α ≡ 1 mod p}

P1(p) = {α ∈ F× : ((α), p) = 1, α ≡ 1 mod p}.

We must consider the two cases of when α = χ(p) and when α = χ(p) somewhat

separately. If α = χ(p), define λ0 (viewing P1(p) as a subgroup of F×) as

λ0 : P1(p) −→ F× ⊂ Q×

λ0(α) = α.

If α = χ(p) define λ0 (viewing P1(p) as a subgroup of F×) as

λ0 : P1(p) −→ F× ⊂ Q×

λ0(α) = α.

We may extend λ0 to I(p) or I(p) to define an algebraic Hecke character λ of infinity

type (1, 0) and modulus p when α = χ(p) (respectively infinity type (0, 1) and modulus

p when α = χ(p)). (Remarks 7.3.5 of the appendix on Hecke characters explains how

to extend λ0 to λ.) After extending λ0 to λ we may change λ by any character of

I(p)/P1(p) (respectively I(p)/P1(p)) and get another extension of λ0. We impose a

condition on the extension λ we choose. Recall that C×p may be written as

C×p = pQ ×W × U
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where W is the group of roots of unity of order prime to p and

U = {u ∈ C×p : |1− u| < 1}.

By construction, after composing with ιp the image of λ0 is contained in U . Since

U is a divisible group, we may choose our extension λ so that the image of λ after

composing with ιp is also contained in U . We assume that we have done this. Since the

only torsion in U is the p-power roots of unity, any two extensions λ and λ′ of λ0 that

have image in U differ by a character of I(p)/P1(p)[p∞] (respectively I(p)/P1(p)[p∞])

where the [p∞] denotes the maximal quotient of I(p)/P1(p) (respectively I(p)/P1(p))

with p-power order. This quotient is isomorphic to the subgroup of p-power torsion.

Let pn = |I(p)/P1(p)[p∞]| (respectively |I(p)/P1(p)[p∞]|). If pr ≤ pn, then we

shrink W so that W = W (w, 1
pn+1 ). We may do this without changing anything we

have assumed previously, and the reason for doing this will become clear momentarily.

Now we begin defining elements of RCp that are related to the Hecke operators.

Let M = |I(p)/P1(p)| (respectively |I(p)/P1(p)|) and note that |M | = 1/pn. For each

prime q of F such that q 6= p if α = χ(p) (respectively q 6= p if α = χ(p)) define the

power series

Gq(z) = expp(z logp(λ(q))) =
∞∑
n=0

zn logp(λ(q))n

n!

as an element of Cp[[z]]. The power series Gq(z) converges if

|z| < 1

p1/(p−1)| logp(λ(q))|
.

We bound | logp(λ(q))| independent of q. We have that qM = (q) for some q ∈ OF such
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that q ≡ 1 mod p (respectively 1 mod p). Hence by definition of λ0

λ(q)M = λ((q)) ≡ 1 mod p

so |1−λ(q)M | < p−1/(p−1). Then by properties of the p-adic logarithm we get the string

of inequalities

1

p1/(p−1)
> |1− λ(q)M | = | logp(λ(q)M )| = |M || logp(λ(q))| =

| logp(λ(q))|
pn

so

1

pn
<

1

p1/(p−1)| logp(λ(q))|
.

Therefore Gq(z) converges for |z| ≤ 1
pn which is independent of q.

Now recall that

logγ(z) :=
logp(z)

logp(γ)

and define

Fq(z) = Gq ◦ logγ(1 + γz).

We claim that if |z| ≤ 1
pn+1 the Fq(z) converges. Indeed, assume |z| ≤ 1

pn+1 . Then

| logγ(1 + γz)| =
| logp(1 + γz)|
| logp(γ)|

=
|γz|
|p|

=
|z|
|p|
≤ 1

pn

so logγ(1 + γz) is in the radius of convergence for Gq(z). Because we made the change

of W so that W ⊂ W (w, 1/pn+1) we then have that Fq(z) ∈ RCp since Fq(z) ∈ Cp[[z]]

and Fq(z) converges for all z ∈ Cp with |z| ≤ 1
pn+1 . The function Fq(z) is the unique
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element of RCp with the property that for all k ∈ Z such that νk ∈W ,

evνk(Fq(z)) = Fq(γ
k−2 − γ−1)

= Gq(logγ(γk−1))

= Gq(k − 1)

= expp((k − 1) logp(λ(q)))

= (λ(q))k−1.

Furthermore, since k ∈ Z is such that νk ∈ W if and only if k ≡ 1 mod pr−1(p − 1)

and r > n, Fq(z) does not depend on the choice of extension λ of λ0 since pn divides

k − 1 so the exponent k − 1 will kill any character of I(p)/P1(p)[p∞] (respectively

I(p)/P1(p)[p∞]).

Now let a ⊂ OF be a nontrivial ideal of OF such that (a, p) = 1 if α = χ(p)

(respectively (a, p) = 1 if α = χ(p)), and define

Fa(z) =


∏
q

Fq(z)
valq(a) if (a, p) = 1 (respectively (a, p) = 1)

0 else.

Further, define A1(z) = 1 and for n ≥ 2 define

An(z) =
∑
a⊂OF

NF/Qa=n

χ(a)Fa(z).

Define the formal q-expansion

F =

∞∑
n=1

An(z)qn ∈ RCp [[q]].

This formal q-expansion is the CM Hida family specializing to fα in weight one.
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Proposition 4.4.1. For all k ∈ Z≥1, νk ∈W

Fk :=

∞∑
n=1

evνk(An(z))qn =
∑
a⊂OF

χλk−1(a)qNa

is the q-expansion of a weight-k cusp form with level Γ0 and character ε that is new at

level N .

Proof. By definition of An(z) we have that

∞∑
n=1

evνk(An(z))qn =
∑
a⊂OF

χλk−1(a)qNa.

Shimura ([25]) showed that ∑
a⊂OF

χλk−1(a)qNa

is the q-expansion of a weight-k cusp form of level Γ0 which is new at level N and has

character defined by

` 7−→ χ((`))λk−1((`))

`k−1
= χ((`))

(
λ((`))

`

)k−1

for ` ∈ (Z/NZ)× a prime not equal to p. We just need to show that this character is

the character ε. To do this let IQ(p) be the group of fractional ideals of Q prime to p,

and we note that the function

λ : IQ(p) −→ Q×

λ((a)) = λ(aOF )

is a Hecke character of Q of infinity type 1 (where 1 has the meaning of the power of

the embedding of Q into Q). The norm character

N : IQ −→ Q×
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N((a)) = |a|

also has infinity type 1. Therefore the quotient λ/N factors through IQ(p)/PQ,1(p) ∼=

(Z/pZ)×. Hence for primes ` 6= p,

λ

N
((`)) =

λ((`))

`

is a p−1st root of unity. Now for k ∈ Z such that νk ∈W we have that k ≡ 1 mod p−1

so (
λ((`))

`

)k−1

= 1.

Hence the character of ∑
a⊂OF

χλk−1(a)qNa

is the character defined for ` ∈ (Z/NZ)× prime ` 6= p

` 7→ χ((`)).

This is the character ε.

By the proposition, the functions A`(z) ∈ RCp for ` - Np and Ap(z) ∈ RCp

satisfy the two properties that uniquely determine T`, Up ∈ RCp . Hence T` = A` for

` - Np and Up = Ap.

4.5 Two-variable p-adic L-function of the CM family

In this section we define and state the interpolation property of the two-variable

p-adic L-function associated to F .
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Keeping the notation of the previous section, let Φ± be generators for the rank

one TCp-module

Symb±Γ0
(D(R))o ⊗T±W

TCp ⊂ Symb±Γ0
(D(R))o.

The two-variable p-adic L-functions

Λ(Φ±, ·, ·) : W ×W −→ Cp

are defined using the second construction of section 2.7. We assume we have chosen

periods Ω±p,κ and Ω±∞,κ for κ ∈W for Λ(Φ±, ·, ·). More will be said about these periods

later. In order to prove conjecture 3.2.2 we restrict Λ(Φ±, ·, ·) to a particular subset of

W ×W. Let ψ = ηω where η is a p-power order character of conductor pm
′
. Let pm be

the conductor of ψ, so m = m′ if η is nontrivial and m = 1 if η is trivial. Let

U = {t ∈ Zp : t ≡ 1 mod pr−1}.

Define the two-variable p-adic L-function

Lp(χηω, α, ·, ·) : U × Zp

Lp(χηω, α, t, s) = Λ(Φ−, ω−1〈·〉t−2, (ηω)−1〈·〉s−1)

so Lp(χηω, α, t, s) is a two-variable extension of the numerator of the function

Lp(χ, α, ψω, ηω, s)

that our conjecture is about.

The function Lp(χηω, α, t, s) is a two-variable p-adic analytic function of t and

s. It is determined by the interpolation property (which comes from the interpolation
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property of Λ(Φ−, ·, ·)) that for all k ∈ Z≥2, k ≡ 1 mod pr−1, and j ∈ Z, 1 ≤ j ≤ k − 1,

j ≡ 1 mod 2(p− 1)

Lp(χηω, α, k, j)

Ω−p,νk
:=

Λ(Φ−, νk, (ηω)−1〈·〉j−1)

Ω−p,νk

= Ep(α, ηω, k, j)
L(Fk, ηω, j)

Ω−∞,νk

= Ep(α, ηω, k, j)
L(χλk−1ηω, j)

Ω−∞,νk

where

Ep(α, ηω, k, j) =



1

χλk−1(p)m

(
1− (ηω)−1(p)pj−1

χλk−1(p)

)
×

×p
m(j−1)(j − 1)!τ((ηω)−1)

(2π)j−1

if α = χ(p)

1

χλk−1(p)m

(
1− (ηω)−1(p)pj−1

χλk−1(p)

)
×

×p
m(j−1)(j − 1)!τ((ηω)−1)

(2π)j−1

if α = χ(p).

These k and j are dense in U×Zp so this interpolation formula determines Lp(χηω, α, t, s)

by continuity. To simplify notation, since the sign of the periods Ω±p,νk ,Ω
±
∞,νk is fixed

as − and since the periods are indexed by integers, for k ∈ Z≥2, k ≡ 1 mod pr−1 we let

Ωp,k = Ω−p,νk and Ω∞,k = Ω−∞,νk .

4.6 Two-variable specialization of Lp,Katz

In this section we define a two-variable specialization of Katz’s p-adic L-

function that we compare to the two-variable p-adic L-function defined in the previous
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section.

Observe that the complex L-value appearing the interpolation formula in the

previous section is

L(χλk−1ηω, j) = L(χλk−1ηωN−j , 0).

By our choice of λ, the algebraic Hecke character χλk−1ηωN−j has infinity type

(k − 1− j,−j) if α = χ(p)

(−j, k − 1− j) if α = χ(p).

If α = χ(p), then χλk−1ηωN−j has infinity type in the range of interpolation for Katz’s

p-adic L-function. If α = χ(p) we need to make a slight modification.

From here on, let c denote complex conjugation, so c is an automorphism of C.

Via our embedding ι∞, c acts on ideals of F . We also have that c acts on A×F and c acts

on GF via conjugation. These three actions are compatible with our conventions for

the Artin map and our definitions of Hecke characters. There is a tautological relation

of complex L-functions

L(χλk−1ηωN−j , s) = L(χλk−1ηωN−j ◦ c, s)

that changes the infinity type. When α = χ(p), χλk−1ηωN−j ◦ c has infinity type

(−j, k − 1− j) which is in the range of interpolation of Katz’s p-adic L-function. With

these observations in hand we now specify a restriction of Lp,Katz.
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Let κ1 be the algebraic Hecke character

κ1 =


λ ◦ c if α = χ(p)

λ if α = χ(p)

so by our choice of λ, κ1 has infinity type (0, 1) and modulus p. Further when we view

κ1 as a p-adic Hecke character, since λ takes values in U = {u ∈ C×p : |1−u| < 1} ⊂ C×p

we may consider the p-adic Hecke character κs11 for any p-adic number s1 ∈ Zp.

Let κ2 be the algebraic Hecke character κ2 = ω−1N . We then view κ2 as a

p-adic Hecke character and a Galois character. As a Galois character, κ2 cuts our the

cyclotomic Zp-extension of F . We say a few words about κ2. If we consider the norm

character N as a p-adic Hecke character and then as a Galois character the fixed field

of the kernel of N is

F (ζp∞) =
∞⋃
n=1

F (ζpn)

and the map

N : Gal(F (ζp∞)/F ) −→ Z×p ⊂ C×p

is an isomorphism. That is, N when viewed as a p-adic Hecke character is the cyclotomic

character. To get the cyclotomic Zp-extension of F we need to make µp−1 ⊂ Z×p in the

kernel of N , and multiplying by ω−1 does this. Since the image of κ2 in C×p is 1 + pZp,

it makes sense to consider κs22 as a p-adic Hecke character for any s2 ∈ Zp.

Now define

χ̃ =


χ ◦ c if α = χ(p)

χ if α = χ(p)
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so χ̃ has conductor f if α = χ(p) and conductor f if α = χ(p).

Let Lp,Katz be Katz’s p-adic L-function with respect to the ideal m where as

in the notation of section 3.1, m is the conductor of M/F . The ideal m is divisible by

all the primes that divide f and f. Let Ω∞,Ωp be the periods used to define Lp,Katz.

Define

Lp,Katz(χη, α, ·, ·) : U × Zp −→ Cp

Lp,Katz(χη, α, s1, s2) := Lp,Katz(χ̃ηκ
s1−1
1 κ−s22 ).

Proposition 4.6.1. Lp,Katz(χη, α, s1, s2) is determined by the following interpolation

property: for all k ∈ Z≥2, k ≡ 1 mod pr−1, j ∈ Z, 1 ≤ j ≤ k − 1, j ≡ 1 mod p− 1,

Lp,Katz(χη, α, k, j)

Ωk−1
p

= Ep(α, ηω, k, j)
−(2π)k−2

√
dF

k−1−j
L(χλk−1ψωj−1, j)

Ωk−1
∞

where Ep(α, ηω, k, j) is defined as in the previous section.

Proof. That Lp,Katz(χη, α, s1, s2) is determined by the interpolation property follows

from the continuity of Lp,Katz(χη, α, s1, s2) and that the set of k’s and j’s is dense in

U × Zp. Let k ∈ Z≥2, k ≡ 1 mod pr−1 and j ∈ Z, 1 ≤ j ≤ k − 1, j ≡ 1 mod p− 1. The

first thing we need to observe is that the character plugged into Lp,Katz(·) is

χ̃ηκk−1
1 κ−j2 =


χηωλk−1N−j ◦ c if α = χ(p)

χηωλk−1N−j if α = χ(p)

(4.4)

which has infinity type (−j, k−1− j) so is in the range of interpolation for Lp,Katz. We

do the two cases of α = χ(p) and α = χ(p) separately.
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Assume α = χ(p). By the interpolation formula for Lp,Katz, we have (using

that c(p) = p, c(p) = p, and L(χ′ ◦ c, 0) = L(χ′, 0) for any χ′)

Lp,Katz(χη, α, k, j)

Ωk−1
p

=
Lp,Katz(χηωλ

k−1N−j ◦ c)
Ωk−1
p

=
(j − 1)!(2π)k−1−j
√
dF

k−1−j Wp(χηωλ
k−1N−j ◦ c)×

×
(

1− (χηω)−1λ1−kN j(p)

p

)
(1− χηωλk−1N−j(p))×

×L(χηωλk−1N−j , 0)

Ωk−1
∞

To simplify this we first observe that since λ has modulus p, 1 − χηωλk−1N−j(p) = 1.

We also have that (ηω)−1(p) = (ηω)−1(p), N j(p) = pj , and by the following lemma,

Wp(χηωλ
k−1N−j ◦ c) =

−pm(j−1)τ((ηω)−1)

χλk−1(p)m
.

Therefore the formula becomes

Lp,Katz(χη, α, k, j)

Ωk−1
p

=
(j − 1)!(2π)k−1−j
√
dF

k−1−j
−pm(j−1)τ((ηω)−1)

χλk−1(p)m
×

×
(

1− (ηω)−1(p)pj−1

χλk−1(p)m

)
L(χλk−1ηω, j)

Ωk−1
∞

= Ep(α, ηω, k, j)
−(2π)k−2

√
dF

k−1−j
L(χλk−1ψωj−1, j)

Ωk−1
∞
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When α = χ(p) we have

Lp,Katz(χη, α, k, j)

Ωk−1
p

=
Lp,Katz(χηωλ

k−1N−j)

Ωk−1
p

=
(j − 1)!(2π)k−1−j
√
dF

k−1−j Wp(χηωλ
k−1N−j)×

×
(

1− (χηω)−1λ1−kN j(p)

p

)
(1− χηωλk−1N−j(p))×

×L(χηωλk−1N−j , 0)

Ωk−1
∞

Similar to the other case, since λ modulus p, 1 − χηωλk−1N−j(p) = 1. We also have

that (ηω)−1(p) = (ηω)−1(p), N j(p) = pj , and by the following lemma

Wp(χηωλ
k−1N−j) =

−pm(j−1)τ((ηω)−1)

χλk−1(p)m
.

Therefore the formula becomes

Lp,Katz(χη, α, k, j)

Ωk−1
p

=
(j − 1)!(2π)k−1−j
√
dF

k−1−j
−pm(j−1)τ((ηω)−1)

χλk−1(p)m
×

×
(

1− (ηω)−1(p)pj−1

χλk−1(p)m

)
L(χλk−1ηω, j)

Ωk−1
∞

= Ep(α, ηω, k, j)
−(2π)k−2

√
dF

k−1−j
L(χλk−1ψωj−1, j)

Ωk−1
∞

109



Lemma 4.6.2. When α = χ(p) we have

Wp(χηωλ
k−1N−j ◦ c) =

−pm(j−1)τ((ηω)−1)

χλk−1(p)m
.

When α = χ(p) we have

Wp(χηωλ
k−1N−j) =

−pm(j−1)τ((ηω)−1)

χλk−1(p)m
.

Proof. By definition for an algebraic Hecke character χ′ we view χ′ as a complex Hecke

character and define

Wp(χ
′) =

χ′p(π
ap
p )

pap

∑
u∈(OFp/p

ap )×

χ′p(u) exp(−2πiTrFp/Qp(u/π
ap
p ))

where ap is the power of p in the conductor of χ′ and πp is a uniformizer for Fp. Assume

α = χ(p). Then of the characters we need to consider, χ◦ c, ηω ◦ c = ηω, λ◦ c,N◦ c = N ,

only ηω is ramified at p so ηω is only character that will contribute to the sum in the

formula for Wp(χ
′). Since ηω has conductor pm with m ≥ 1, ap = m. We calculated

before Theorem 4.1.5 that the sum becomes ηω(−1)τ((ηω)−1) = −τ((ηω)−1). For the

constant in front of the sum we calculate for each of the characters separately. For ηω,

we have ηωp(πp) = 1. Then for the rest of the characters we have

χλk−1N−j ◦ c(πp) = χλk−1(p)p−j .

Therefore putting it all together we get

Wp(χηωλ
k−1N−j ◦ c) =

−pm(j−1)τ((ηω)−1)

χλk−1(p)m
.

Now assume α = χ(p). The calculation is similar. The character ηω con-

tributes −τ((ηω)−1) and

χλk−1N−j ◦ (πp) = χλk−1(p)p−j
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so we get

Wp(χηωλ
k−1N−j) =

−pm(j−1)τ((ηω)−1)

χλk−1(p)m

4.7 Choice of periods and comparison

Let SCp be the fraction field of TCp = RCp .

Proposition 4.7.1. There exists Ψ ∈ Symb−Γ0
(D(R)) ⊗T±W

SCp such that the p-adic

L-function

Lp(χηω, α, t, s) := Λ(Ψ, ω−1〈·〉t−2, (ηω)−1〈·〉s−1)

is calculated with the p-adic and complex periods

(Ωp,k,Ω∞,k) =

(
Ωk−1
p ,Ωk−1

∞

(√
dF

2π

)k−2
)

where Ωp,Ω∞ are the periods used to define Katz’s p-adic L-function. We note that the

domain of Lp(χηω, α, t, s) is as in the previous section.

Proof. Let Lp(χηω, α, t, s) = Λ(Φ−, ω−1〈·〉t−2, (ηω)−1〈·〉s−1) be as in section 4.5. We

determine a meromorphic function P (t) on U such that P (t)Lp(χηω, α, t, s) has inter-

polation formula with the periods(
Ωk−1
p ,Ωk−1

∞

(√
dF

2π

)k−2
)
.

Let

P : U × Zp −→ Cp ∪ {∞}
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be the p-adic meromorphic function defined by the ratio

P (t, s) =
Lp,Katz(χη, α, t, s)

Lp(χηω, α, t, s)
.

Then P (t, s) has the interpolation property:

P (k, j)Ωp,k

Ωk−1
p

=
Ω∞,k

Ωk−1
∞

−(2π)k−2

√
dF

k−1−j

for k’s and j’s as in the previous section.

When choosing the periods for Lp(χηω, α, t, s) one way to choose them is to

choose the Ω∞,k and Φ, and then this determines the Ωp,k. The only condition on

the choice of the Ω∞,k is that the values in the interpolation formula for the p-adic

L-function of the modular form Fk are algebraic. These values are

Calg(α, k, j)
L(χλk−1ψωj−1, j)

(2π)j−1Ω∞,k

for all odd finite order characters ψ ∈ W(Cp), k ∈ Z≥2, 1 ≤ j ≤ k − 1 where

Calg(α, k, j) =


pm(j−1)(j − 1)!τ(ψ−1ω1−j)

χλk−1(p)m

(
1− ψ−1ω1−j(p)

χλk−1(p)p1−j

)
1

ij−1
if α = χ(p)

pm(j−1)(j − 1)!τ(ψ−1ω1−j)

χλk−1(p)m

(
1− ψ−1ω1−j(p)

χλk−1(p)p1−j

)
1

ij−1
if α = χ(p)

and m is the power of p in the conductor of ψ.

We claim that we may take

Ω∞,k = Ωk−1
∞

(√
dF

2π

)k−2

.

Indeed, then the values in question are

Calg(α, k, j)
(2π)k−1−jL(χλk−1ψωj−1, j)

√
dF

k−2
Ωk−1
∞
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which by the interpolation property for Katz’s p-adic L-function are algebraic. Therefore

we can and do make this choice for the Ω∞,k.

If we consider P (t, s) with this choice of complex periods, then P (t, s) satisfies

the interpolation formula for k ∈ Z≥2 k ≡ 1 mod pr−1, j ∈ Z, 1 ≤ j ≤ k − 1, j ≡

1 mod 2(p− 1)

P (k, j)Ωp,k

Ωk−1
p

= −
√
dF

j−1
.

We separate variables for the function P (t, s). Since p splits in F ,
√
dF ∈ Qp = Fp.

Then define the analytic function Q(s) as

Q(s) = −〈
√
dF 〉s−1,

and let P (t) = P (t, s)/Q(s). The function P (t) is a p-adic meromorphic function on U

satisfying the relation that for all k ∈ Z≥2, k ≡ 1 mod pr−1,

P (k)Ωp,k = Ωk−1
p .

Since P (t) is a p-adic meromorphic function on U , there exists an element P̃ ∈ SCp such

that for all t ∈ U

P̃ (γt−2 − γ−1) = P (t).

If we define Ψ = P̃Φ− and redefine the function

Lp(χηω, α, t, s) = Λ(Ψ, ω−1〈·〉t−2, (ηω)−1〈·〉s−1)

then Lp(χηω, α, t, s) satisfies the interpolation property that for all k, j as above,

Lp(χηω, α, t, s)

Ωk−1
p

= Ep(α, ηω, k, j)
(2π)k−2L(χλk−1ψωj−1, j)

√
dF

k−2
Ωk−1
∞

.
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That is, Lp(χηω, α, t, s) is calculated with the periods (Ωp,Ω∞).

Remarks 4.7.2. If P (t) in the proof of the previous proposition does not have any zeros

or poles, then Ψ is a generator for the free rank one TCp-module SymbΓ0
(D(R))o⊗T±W

TCp

and so Ψ would be a valid choice to define the p-adic L-function as in section 2.7.

We record the precise comparison of the p-adic L-function defined in the pre-

vious two sections that appeared in the proof of the previous proposition.

Corollary 4.7.3. Let Lp,Katz(χη, α, t, s) and Lp(χηω, α, t, s) be defined as in the previ-

ous two sections, so

Lp(χηω, α, t, s) = Λ(Φ−, ω−1〈·〉t−2, (ηω)−1〈·〉s−1)

where Φ− is a generator of Symb−Γ0
(D(R))o ⊗T±W

TCp as a TCp-module. Then

Lp,Katz(χη, α, t, s) = P (η, t, s)Lp(χηω, α, t, s)

where P (η, t, s) is a p-adic meromorphic function determined by the interpolation prop-

erty that for all k ∈ Z≥2, k ≡ 1 mod pr−1, j ∈ Z, 1 ≤ j ≤ k − 1, j ≡ 1 mod 2(p− 1),

P (η, k, j)Ωp,k

Ωk−1
p

=
Ω∞,k

Ωk−1
∞

−(2π)k−2

√
dF

k−1−j .

Remarks 4.7.4. We remark that P (η, t, s) a priori depends on η and α, but as is clear

from the interpolation formula does not actually depend on η or α. The reason for

putting η in the notation will become clear in the next section.
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4.8 Proof of the conjecture in this case

In this section we prove Conjecture 3.2.2 for χ. To this end we begin by recall-

ing some notation. Let n ∈ Z≥0 and let Qn/Q denote the nth layer of the cyclotomic

Zp-extension of Q. Let Γn = Gal(Qn/Q). Let K be the fixed field of the kernel of χ

and let M be the Galois closure of K over Q. Let ∆ = Gal(M/Q), H = Gal(M/F ),

and G = Gal(K/F ). We note that c ∈ ∆−H, and we choose c as our choice of τ . Let

Kn = QnK, Gn = Gal(Kn/F ) = G × Γn, Mn = QnM , Hn = Gal(Mn/F ) = H × Γn,

Kn = c(Kn), and Gn = Gal(Kn/F ). Let un = uMn ∈M×n be the Stark unit for Mn/F .

Let η, ψ ∈ W be finite order characters of conductors pm+1 and pn+1 and

orders pm and pn respectively. Let Lp(χηω, α, t, s) and Lp(χψω, α, t, s) be as defined

two sections ago.

The function Conjecture 3.2.2 is about is Lp(χ, α, ηω, ψω, s), and by construc-

tion

Lp(χ, α, ηω, ψω, s) =
Lp(χηω, α, 1, s)

Lp(χψω, α, 1, s)
.

Theorem 4.8.1. Conjecture 3.2.2 holds for χ, η, and ψ. That is,

Lp(χ, α, ηω, ψω, 0) =

τ(η−1)
pm+1

(
1− η−1(p)

αp

)
(1− βη(p))

τ(ψ−1)
pn+1

(
1− ψ−1(p)

αp

)
(1− βψ(p))

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

.
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Proof. We have that

Lp(χ, α, ηω, ψω, s) =
Lp(χηω, α, 1, s)

Lp(χψω, α, 1, s)

=
P (η, 1, s)Lp,Katz(χηω, α, 1, s)

P (ψ, 1, s)Lp,Katz(χψω, α, 1, s)
.

Then by Corollary 4.7.3 P (η, 1, s) = P (ψ, 1, s), so

Lp(χ, α, ηω, ψω, s) =
Lp,Katz(χηω, α, 1, s)

Lp,Katz(χψω, α, 1, s)
.

By definition

Lp(χαηω, ψω, 0) =
Lp,Katz(χηω, α, 1, 0)

Lp,Katz(χψω, α, 1, 0)

=


Lp,Katz(χη ◦ c)
Lp,Katz(χψ ◦ c)

if α = χ(p)

Lp,Katz(χη)

Lp,Katz(χψ)
if α = χ(p).

We now use Katz’s Kronecker’s second limit formula. We consider the two cases of α

separately.

Assume α = χ(p). Then by Katz’s Kronecker’s second limit formula (Theorem

4.1.5),

Lp,Katz(χη ◦ c)
Lp,Katz(χψ ◦ c)

=

τ(η−1)

pm+1

(
1− (χη)−1(p)

p

)
(1− χη(p))

∑
σ∈Hm

(χη)c(σ) logp(σ(uMm))

τ(ψ−1)

pn+1

(
1− (χψ)−1(p)

p

)
(1− χψ(p))

∑
σ∈Hn

(χψ)c(σ) logp(σ(uMn))

.

Using the formula from corollary 3.2.6 for logp |π∗ρη(um)|1/α and logp |π∗ρψ(un)|1/α we
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have

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

χτη(σ) logp(σ(uMm))∑
σ∈Hn

χτψ(σ) logp(σ(uMn))

In our case, c is the choice for τ , and since ψ and η are even Dirichlet character, we

have ψc = ψ and ηc = η. Therefore

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

(χη)c(σ) logp(σ(uMm))∑
σ∈Hn

(χψ)c(σ) logp(σ(uMn))
.

Hence

Lp,Katz(χη ◦ c)
Lp,Katz(χψ ◦ c)

=

τ(η−1)

pm+1

(
1− (χη)−1(p)

p

)
(1− χη(p)) logp |π∗ρη(um)|1/α

τ(ψ−1)

pn+1

(
1− (χψ)−1(p)

p

)
(1− χψ(p)) logp |π∗ρψ(un)|1/α

.

To finish, we just note that since α = χ(p), β = χ(p) so

(χη)−1(p) = η−1(p)/α and (χψ)−1(p) = ψ−1(p)/α

as well as

χη(p) = βη(p) and χψ(p) = βψ(p).

Therefore

Lp(χ, α, ηω, ψω, 0) =
Lp,Katz(χη ◦ c)
Lp,Katz(χψ ◦ c)

=

τ(η−1)
pm+1

(
1− η−1(p)

αp

)
(1− βη(p))

τ(ψ−1)
pn+1

(
1− ψ−1(p)

αp

)
(1− βψ(p))

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α
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Now we assume α = χ(p). Then by Katz’s Kronecker’s second limit formula

(Theorem 4.1.5),

Lp,Katz(χη)

Lp,Katz(χψ)
=

τ(η−1)

pm+1

(
1− (χη)−1(p)

p

)
(1− χη(p))

∑
σ∈Hm

χη(σ) logp(σ(uMm))

τ(ψ−1)

pn+1

(
1− (χψ)−1(p)

p

)
(1− χψ(p))

∑
σ∈Hn

χψ(σ) logp(σ(uMn))

.

Using the formula from corollary 3.2.6 for logp |π∗ρη(um)|1/α and logp |π∗ρψ(un)|1/α we

have

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α

=

∑
σ∈Hm

χτη(σ) logp(σ(uMm))∑
σ∈Hn

χτψ(σ) logp(σ(uMn))
.

Therefore

Lp,Katz(χη)

Lp,Katz(χψ)
=

τ(η−1)

pm+1

(
1− (χη)−1(p)

p

)
(1− χη(p)) logp |π∗ρη(um)|1/α

τ(ψ−1)

pn+1

(
1− (χψ)−1(p)

p

)
(1− χψ(p)) logp |π∗ρψ(un)|1/α

.

To finish, we just note that since α = χ(p), we have that β = χ(p), so

(χη)−1(p) = η−1(p)/α and (χψ)−1(p) = ψ−1(p)/α

as well as

χη(p) = βη(p) and χψ(p) = βψ(p).

Hence

Lp(χ, α, ηω, ψω, 0) =
Lp,Katz(χη)

Lp,Katz(χψ)

=

τ(η−1)
pm+1

(
1− η−1(p)

αp

)
(1− βη(p))

τ(ψ−1)
pn+1

(
1− ψ−1(p)

αp

)
(1− βψ(p))

logp |π∗ρη(um)|1/α
logp |π∗ρψ(un)|1/α
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Chapter 5

Conjecture 3.2.7 when F is real

quadratic, χ is a mixed signature

character, and Indχ = Indψ for ψ a

character of an imaginary

quadratic field in which p splits

Let F be a real quadratic field and let χ be a mixed signature character. In this

section, we prove that if there exists an imaginary quadratic field K such that p splits

in K and such that there exists a ray class character ψ of K such that Indχ ∼= Indχ′,

then conjectures 1.1.9 and 3.2.7 are true for χ.
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We make some remarks about when an imaginary quadratic K and ψ exist for

a given real quadratic F and χ. Let ρ = Indχ, so ρ : GQ → GL2(Q), and we consider

ρ : GQ −→ GL2(Q) −→ PGL2(Q).

Then there exists another quadratic field K and a ray class character ψ of K such that

ρ = Indψ if and only if the image of ρ in PGL2(Q) is isomorphic to Z/2Z × Z/2Z. In

fact, if the image of ρ is isomorphic to Z/2Z×Z/2Z then for each of the three subgroups

of Z/2Z× Z/2Z of index 2 we get a quadratic field and a ray class character such that

ρ is the induction of that ray class character. In this chapter we assume that starting

with a mixed signature character χ of a real quadratic field F such that the projective

image of Indχ is isomorphic to Z/2Z × Z/2Z then one of the other quadratic fields is

imaginary quadratic and has p split.

5.1 Notation

For the next two sections, fix χ a mixed signature character of a real quadratic

F and ψ a ray class character of an imaginary quadratic field K such that p is split in

K with Indχ = Indψ. We let ρ = Indχ = Indψ and ρ∗ = Indχ−1 = Indψ−1. Further,

let Mρ, Eχ, and Lψ be the fixed fields of the kernels of ρ, χ, and ψ respectively, and let

Gρ = Gal(Mρ/Q), Hχ = Gal(Mρ/F ), and Hψ = Gal(Mρ/K). Fix a τ ∈ Gρ−(Hχ∪Hψ).

Fix a character η ∈ W of order pm, and let χ1 = χη, χ2 = ψη. Let M,E, and

L be the fixed fields of the kernels of ρη, χ1, and χ2 respectively, and let

G = Gal(M/Q) = Gρ × Γm
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H1 = Gal(M/F ) = Hχ × Γm

H2 = Gal(M/K) = Hψ × Γm.

We view χ1 and χ2 as characters of the groups H1 and H2 respectively. We have the

relations

Indχ2 = Indψ ⊗ η = Indχ⊗ η = Indχ1.

Note that since H1 and H2 are not equal and have index 2 in G,

|G| = |H1H2| =
|H1||H2|
|H1 ∩H2|

so the index of H1∩H2 in G is 4. Since τ ∈ Gρ we may view τ ∈ G. Since τ 6∈ Hχ∪Hψ,

τ 6∈ H1 ∪H2. Then

Indχ1|H1 = χ1 + χ1,τ and Indχ2|H2 = χ2 + χ2,τ .

This implies that

χ1|H1∩H2 = χ1,τ |H1∩H2 = χ2|H1∩H2 = χ2,τ |H1∩H2 .

We will use this fact many times.

Let w be the infinite place of M induced by ι∞, and note that we are assuming

that w(E) ⊂ R. Let {1, δw} be the decomposition group of w in G. Note that {1, δw} ⊂

Gρ, so δw does not depend on η. Let Dp be the decomposition group of p in Gρ induced

by ιp and let δp be the arithmetic Frobenius. We view Dp as a subgroup of G.

Let k be a finite extension of Q containing the values of χ1 and χ2.
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5.2 Archimedean Stark conjecture

We note that in this section we do not need to assume that p is split in K. We

just need to assume that Indχ = Indψ.

Let uM ∈M× be the Stark unit for M/K, and let uE = NM/EuM . We consider

the rank one abelian Stark conjecture for the extension E/F , and prove a weaker version

of Conjecture 1.1.1 with uE . We will prove Conjecture 1.1.9 for χ1. We begin with a

lemma.

Lemma 5.2.1. The representations Indχa1 and Indχa2 are isomorphic if and only if a

is odd.

Proof. To check whether or not Indχa1 = Indχa2 it suffices to check that for all σ ∈ G,

Tr(Indχa1(σ)) = Tr(Indχa2(σ)).

The left coset decomposition of H1 ∩H2 in G is

G = H1 ∩H2 ∪ (H1 − (H1 ∩H2)) ∪ (H2 − (H1 ∩H2)) ∪G− (H1 ∪H2)

and we check the value of Tr(Indχa1) and Tr(Indχa2) on each coset of H1 ∩ H2 in G

separately. For σ ∈ H1 ∩ H2, χ1(σ) = χ2(σ), so Tr(Indχa1(σ)) = Tr(Indχa2(σ)). For

σ ∈ G− (H1∪H2), Tr(Indχa1(σ)) = 0 and Tr(Indχa2(σ)) = 0 since σ 6∈ H1 and σ 6∈ H2.

For the other two cosets, we need to consider Indχ1 and Indχ2. Since Indχ1 =

Indχ2, for all σ ∈ G,

Tr(Indχ1(σ)) = Tr(Indχ2(σ)).
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This gives the following relations: for σ ∈ H1 −H1 ∩H2,

0 = Tr(Indχ2(σ)) = Tr(Indχ1(σ)) = χ1(σ) + χ1,τ (σ)

so χ1(σ) = −χ1,τ (σ), and for σ ∈ H2 −H1 ∩H2,

0 = Tr(Indχ1(σ)) = Tr(Indχ2(σ)) = χ2(σ) + χ2,τ (σ)

so χ2(σ) = −χ2,τ (σ). Therefore for σ ∈ H1 −H1 ∩H2,

Tr(Indχa2(σ)) = 0

and

Tr(Indχa1(σ)) = χa1(σ) + (−1)aχa1(σ).

These are equal if and only if a is odd. Similarly, if σ ∈ H2 −H1 ∩H2,

Tr(Indχa1(σ)) = 0

and

Tr(Indχa2(σ)) = χa2(σ) + (−1)aχa2(σ)

which are equal if and only if a is odd.

Remarks 5.2.2. The lemma is true for any two characters χ1 and χ2 of index two

subgroups H1 and H2 of G such that H1 6= H2 and Indχ1 = Indχ2. In our case, we

can see that if a is even Indχa1 6= Indχa2 since χa1 is a totally even character of GF , so

Indχa1 is an even representation of GQ while Indχa2 is an odd representation of GQ.
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Proposition 5.2.3. Let χ̃ be a mixed signature character of Gal(E/F ). Then

− 1

2eM

∑
σ∈Gal(E/F )

χ̃(σ) log |σ(uE)|w = L′(χ̃, 0)

where eM is the number of roots of unity in M .

Proof. Since χ̃ is mixed signature and E is the fixed field of the kernel of χ1, χ̃ = χa1

for some odd integer a. Then by the Lemma 5.2.1, Indχa1 = Indχa2, so

∑
σ∈G

Tr(Indχa1(σ)) log |σ(uM )|w =
∑
σ∈G

Tr(Indχa2(σ)) log |σ(uM )|w.

Then since uM is the Stark unit for M/K, we have

∑
σ∈G

Tr(Indχa2(σ)) =
∑
σ∈H2

χa2(σ) log |σ(uM )|w + χa2,τ (σ) log |σ(uM )|w

= −eML′(χa2, 0)− eML′(χa2,τ , 0)

= −2eML
′(χa2, 0)

= −2eML
′(χ̃, 0).

Let {1, δw} be the decomposition group of w in G. Since χa1 is a mixed signature

character of Gal(E/F ) we have that χa1(δw) = 1 and χa1,τ (δw) = −1. Then

∑
σ∈H1

χa1,τ (σ) log |σ(uM )|w =
∑

σ∈{1,δw}\H1

(χa1,τ (σ) + χa1,τ (δwσ)) log |σ(uM )|w = 0,
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so

∑
σ∈G

Tr(Indχa1(σ)) log |σ(uM )|w =
∑
σ∈H1

χa1(σ) log |σ(uM )|w + χa1,τ (σ) log |σ(uM )|w

=
∑

σ∈Gal(E/F )

χa1(σ) log |σ(NM/E(uM ))|w + 0

=
∑

σ∈Gal(E/F )

χ̃(σ) log |σ(uE)|w

.

Hence

− 1

2eM

∑
σ∈Gal(E/F )

χ̃(σ) log |σ(uE)|w = L′(χ̃, 0).

Remarks 5.2.4. By the Remarks 1.1.4, in order to prove Conjecture 1.1.1 we would

need to show that the absolute value of uE at the complex places of E is 1 and that uE

is a eM/eEth power in E where eE is the number of roots of unity in E.

Define

u∗χ1
= − 1

eM

∑
σ∈Gal(E/F )

χ(σ)⊗ σ(uE) ∈ (k ⊗ O×E )χ
−1
1

and

u∗χ1,τ
= τ(u∗χ1

).

Corollary 5.2.5. (Archimedean Stark Conjecture for χ1 and χ1,τ ) We have that

log |u∗χ1
|w = L′(χ1, 0) and log |u∗χ1,τ |wτ = L′(χ1, 0)
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so u∗χ1
and u∗χ1,τ are the units in Conjecture 1.1.9.

Proof. We first remark that | · |w on E is the square root of | · |w on M since w is a real

place of E. Similarly for | · |wτ on τ(E). Then this corollary follows immediately from

Proposition 5.2.3 and the fact that

L(χ1, s) = L(χ1,τ , s)

and

log |u∗χ1,τ
|wτ = log |u∗χ|w.

Before we prove the p-adic conjecture for χ we have a proposition regarding

the Stark unit u∗χ2,τ
.

Proposition 5.2.6. We have that u∗χ2,τ
= δw(u∗χ2

).

Proof. Since uM is the Stark unit for M/K, by definition, we have that

u∗χ2
=
∑
σ∈H2

χ2(σ)⊗ σ(uM ) ∈ (k ⊗ O×M )χ
−1
2

and

u∗χ2,τ
=
∑
σ∈H2

χ2,τ (σ)⊗ σ(uM ) ∈ (k ⊗ O×M )χ
−1
2,τ .

Since δw ∈ G −H2, δw(u∗χ2
) ∈ (k ⊗ O×M )χ

−1
2,τ so δw(u∗χ2

) is a k×-multiple of uχ2,τ since

(k ⊗ O×M )χ
−1
2,τ is one dimensional as a k-vector space. We show u∗χ2,τ

= δw(u∗χ2
). To do

this consider the map

λ : C⊗ O×M −→ CX
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λ(α⊗ u) = α
∑
v

log |u|vv

where X is Y modulo the vector (1, 1, . . . , 1), and Y is the free abelian group generated

by the infinite places of M . By Dirichlet’s equivariant unit theorem, λ is a G-module

isomorphism. Let

eχ2 =
∑
σ∈H2

χ2(σ)wσ ∈ (CX)χ
−1
2

and

eχ2,τ =
∑
σ∈H2

χ2,τ (σ)wσ ∈ (CX)χ
−1
2,τ .

Since the character χ2,τ does not depend on τ , we may calculate eχτ by taking τ = δw.

Then since wδw = w we have

eχ2,τ =
∑
σ∈H2

χ2,τ (σ)wσ

=
∑
σ∈H2

χ2(δwσδw)wσ

=
∑
σ∈H2

χ2(σ)wδwσδw

=
∑
σ∈H2

χ2(σ)wδwσ

= δw(eχ2).
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At the same time, we have

λ(u∗χ2
) = log |u∗χ2

|weχ2 = L′(χ2, 0)eχ2

and

λ(u∗χ2,τ
) = log |u∗χ2,τ

|weχ2,τ = L′(χ2,τ , 0)eχ2,τ = L′(χ2, 0)eχ2,τ .

Then since λ is a G-equivariant isomorphism,

λ(δw(uχ2)) = L′(χ2, 0)δw(eχ2) = L′(χ2, 0)eχ2,τ

implies u∗χ2,τ
= δw(u∗χ2

).

5.3 p-adic Stark conjecture

In this section we are again assuming that p = pp in K with ιp picking out the

prime p. We also let

f =
∑
a⊂OF

χ(a)qNa =
∑
a⊂OK

ψ(a)qNa

be our usually weight one modular form along with everything that is associated to f .

We fix a p-stabilization fα of f . Since p splits in K, α is either ψ(p) or ψ(p). Let ε be

the character

ε : Dp −→ Q×

ε(δp) = α.

Note that if α = ψ(p), then ε = χ2|Dp and if α = ψ(p), then ε = χ2,τ |Dp .

We begin this section with a couple lemmas.
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Lemma 5.3.1. The prime p is inert in F .

Proof. We first make the observation that we are assuming the roots of the Hecke

polynomial of f at p are distinct. Since the two roots of the polynomial are

ψ(p) = ψ(δp) and ψ(p) = ψτ (δp)

we have ψ(δp) 6= ψτ (δp).

Now, p is inert in F if and only if δp 6∈ Hχ. Since p splits in K, Dp ⊂ Hψ.

Suppose δp ∈ Hχ. Then δp ∈ Hχ ∩Hψ. All four of the characters ψτ , ψ, χ, and χτ are

equal on Hχ ∩Hψ, so ψτ (δp) = ψ(δp), which is a contradiction.

Lemma 5.3.2. We have that

logp |u∗χ1
|1/α = logp |u∗χ2

+ u∗χ2,τ
|1/α =


logp(u

∗
χ2

) if α = ψ(p)

logp(u
∗
χ2,τ

) if α = ψ(p)

Proof. The second equality follows from Proposition 3.2.9.

We use the facts that χ1(δw) = 1 and that χ1|H1∩H2 = χ2|H1∩H2 = χ2,τ |H1∩H2
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to see that

u∗χ1
= − 1

eM

∑
σ∈Gal(E/F )

χ1(σ)⊗ σ(uE)

= − 1

eM

∑
σ∈H2

χ1(σ)⊗ σ(uMn)

= − 1

eM

∑
σ∈H1∩H2

χ1(σ)⊗ σ(uMn) + χ1(σδw)⊗ σδw(uMn)

= − 1

eM

∑
σ∈H1∩H2

χ2(σ)⊗ σ(uMn) + χ2(σ)⊗ σδw(uMn).

Now we note that since p is inert in F , δp ∈ H2 − (H1 ∩ H2). We also have

that Dp∩H2∩H1 ⊂ Dp is index 2, and ε|Dp ∩H1 ∩H2 = χ1 = χ1,τ = χ2 = χ2,τ . Then

|u∗χ1
|1/α is

|u∗χ|1/α =
1

|Dp|
∑
δ∈Dp

ε(δ)δ(u∗χ)

=
1

2
(u∗χ1

+ ε(δp)δp(u
∗
χ1

)).

We now break the proof into the two choices of α. Assume first that α =

ψ(p) = χ2(δp). Then using

u∗χ1
= − 1

eM

∑
σ∈H1∩H2

χ2(σ)⊗ σ(uM ) + χ2(σ)⊗ σδw(uM )
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and ε(δp) = χ2(δp), we get that

|u∗χ1
|1/α =

1

2
(u∗χ1

+ ε(δp)δp(u
∗
χ1

))

= − 1

2eM

∑
σ∈H1∩H2

χ2(σ)σ(uM ) + χ2(σ)σδw(uM )+

− 1

2eM

∑
σ∈H1∩H2

χ2(δpσ)δpσ(uM ) + χ2(δpσ)δpσδw(uM )

= − 1

2eM

∑
σ∈H2

χ2(σ)σ(uM ) + χ2(σ)σδw(uM )

 .

We have

− 1

eM

∑
σ∈H2

χ2(σ)σ(uM ) = u∗χ2
.

By rearranging the sum and using Proposition 5.2.6 we have

− 1

eM

∑
σ∈H2

(χ2(σ)σδw(uM ) = − 1

eM

∑
σ∈H2

χ2,τ (σ)δwσ(uM ) = δw(u∗χ2,τ
) = u∗χ2

.

Hence

|u∗χ1
|1/α =

1

2
(u∗χ2

+ u∗χ2
) = u∗χ2

so logp |u∗χ1
|1/α = logp(u

∗
χ2

).

Now assume that α = ψ(p) = χ2,τ (δp). Since χ2|H1∩H2 = χ2,τ |H1∩H2 , we have

u∗χ1
= − 1

eM

∑
σ∈H1∩H2

χ2,τ (σ)⊗ σ(uM ) + χ2,τ (σ)⊗ σδw(uM ).
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Using ε(δp) = χ2,τ (δp) we get

|u∗χ1
|1/α =

1

2
(u∗χ1

+ ε(δp)δp(u
∗
χ1

))

= − 1

2eM

∑
σ∈H1∩H2

χ2,τ (σ)σ(uM ) + χ2,τ (σ)σδw(uM )+

− 1

2eM

∑
σ∈H1∩H2

χ2,τ (δpσ)δpσ(uM ) + χ2,τ (δpσ)δpσδw(uM )

= − 1

2eM

∑
σ∈H2

χ2,τ (σ)σ(uM ) + χ2,τ (σ)σδw(uM )

 .

We have

− 1

eM

∑
σ∈H2

χ2,τ (σ)σ(uM ) = u∗χ2,τ
.

By rearranging the sum and using Proposition 5.2.6 we have

− 1

eM

∑
σ∈H2

(χ2,τ (σ)σδw(uM ) = − 1

eM

∑
σ∈H2

χ2(σ)δwσ(uM ) = δw(u∗χ2
) = u∗χ2,τ

.

Hence

|u∗χ1
|1/α =

1

2
(u∗χ2,τ

+ u∗χ2,τ
) = u∗χ2,τ

so logp |u∗χ1
|1/α = logp(u

∗
χ2,τ

).

Theorem 5.3.3. Conjecture 3.2.7 holds for χ.

Proof. Let η, η′ ∈ W(Cp) be of order pn and pm respectively. We need to show that

Lp(χ, α, ηω, η
′ω, 0) =

(1− βη(p))
(

1− η−1(p)
αp

)
τ(η−1)
pn+1 logp |u∗χη + u∗χτη|1/α

(1− βη′(p))
(

1− η′−1(p)
αp

)
τ(η′−1)
pn+1 logp |u∗χη′ + u∗χτη′ |1/α

.
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By the assumption that Indχ = Indψ, we have

Lp(ψ, α, ηω, η
′ω, s) = Lp(χ, α, ηω, η

′ω, s)

so Lp(ψ, α, ηω, η
′ω, 0) = Lp(χ, α, ηω, η

′ω, 0). By theorem 12

Lp(ψ, α, ηω, η
′ω, 0) =

(1− βη(p))
(

1− η−1(p)
αp

)
τ(η−1)
pn+1 logp |u∗ψη + u∗ψτη|1/α

(1− βη′(p))
(

1− η′−1(p)
αp

)
τ(η′−1)
pn+1 logp |u∗ψη′ + u∗ψτη′ |1/α

.

Therefore we need to show that

logp |u∗χη + u∗χτη|1/α
logp |u∗χη′ + u∗χτη′ |1/α

=
logp |u∗ψη + u∗ψτη|1/α
logp |u∗ψη′ + u∗ψτη′ |1/α

.

Since p is inert in F , by Proposition 3.2.9,

logp |u∗χη + u∗χτη|1/α
logp |u∗χη′ + u∗χτη′ |1/α

=
logp |u∗χη|1/α
logp |u∗χη′ |1/α

.

Then by Lemma 5.3.2

logp |u∗χη|1/α
logp |u∗χη′ |1/α

=
logp |u∗ψη + u∗ψτη|1/α
logp |u∗ψη′ + u∗ψτη′ |1/α

.
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Chapter 6

Numerical evidence

6.1 F = Q(
√

17), K = Q(
√

4 +
√

17), p = 5

In this section, we give numerical evidence of an example of Conjecture 3.2.3.

Unfortunately this example falls into the setting for which we proved our conjecture in

chapter 5. We hope to compute an example in a case where we have not proved our

conjecture in the future. We do note though that our numerical evidence is for the

conjecture at s = 1, while we proved the conjecture in chapter 5 at s = 0. We also

note that we numerically verified the integral conjecture while in chapter 5 we prove

the rational conjecture.

To begin we introduce the field extensions, modular forms, and Stark unit. Let

p = 5, fix an algebraic closure Q of Q and embeddings ιp : Q ↪→ Cp and ι∞ : Q ↪→ C.

Let F = Q(a) where a is a root of x2−17 and K = Q(b) where b is a root of x2−(a−4).

Then K is a degree 2 extension of F which is cut out by a quadratic character of GF
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of mixed signature. Let χ : GF → {±1} ⊂ Q× be this quadratic character, so K is the

fixed field of the kernel of χ. Let ρ = Ind
GQ
GF

χ be the induction of χ. Let M be the fixed

field of the kernel of ρ. The field M is the Galois closure of K over Q. Explicitly

M = Q(b, b) where b
2

= −a+ 4.

The Galois group of M over Q is D8, the dihedral group with 8 elements. Let

f =
∑
a⊂OF

χ(a)qNa

be the weight one modular form associated to ρ. The level of f is 68 and the character

of f is the quadratic character of (Z/68Z)× of conductor 68. Because p = 5 is inert in

F and then splits in K, the Hecke polynomial of f at p is

x2 − 1 = (x− 1)(x+ 1).

Let α = ±1 be one of the roots of x2 − 1 and let β = −α be the other root. Let

fα(z) = f(z)− βf(pz)

be the p-stabilization of f with Up-eigenvalue α.

Let ζp2 = ζ25 ∈ Q be the 25th root of unity which is mapped to exp(2πi/25)

under ι∞. Let ζ5 = ζ5
25 and let ψ be the character

ψ : (Z/25Z)× −→ Q×

ψ(2) = ζ5.

We simultaneously view ψ as an element of weight space (so a character of Z×p valued in

C×p ) and a Galois character. Let K1 be the fixed field of the kernel of χψ. Then K1 is a
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degree p = 5 extension of K (so degree 10 over F ). It is the first layer of the cyclotomic

Z5 extension of K. We also use the characters ψ2, ψ3, and ψ4 in the same role as ψ.

Let u1 ∈ O×K1
be the Stark unit for the extension K1/F which has positive sign under

the embedding ι∞. Stark’s conjecture for K1/F asserts that for 1 ≤ i ≤ 4,

L′(χψi, 0) = −1

2

∑
σ∈Gal(K1/F )

χψi(σ) log |σ(u1)|.

Let M1 = K1M be the compositum of K1 and M and let Q1 be the fixed field of ψ as a

character of GQ, so Q1/Q is the first layer of the cyclotomic Zp extension of Q and M1

is the first layer of the cyclotomic Zp extension of M . Restriction gives an isomorphism

Gal(M1/Q) ∼= Gal(Q1/Q)×Gal(M/Q).

Let δp ∈ Gal(M1/Q) be the lift of the arithmetic Frobenius at p (with respect to ιp) in

Gal(M/Q) which acts trivially on Q1. Then δp has order 2. Let

| · |β : O×M1
−→ O×M1

be the projection onto the subspace of O×M1
where δp acts with eigenvalue β (so if β = 1,

|x|β = xδp(x), if β = −1, |x|β = x/δp(x)).

Now we describe the overconvergent modular forms we need. Let D be the

space of locally analytic Zp-valued distributions on Zp. Let D−1 denote D with the

weight −1 action of Σ0(p). Let N = 68, Γ0 = Γ1(N) ∩ Γ0(p), and W = SymbΓ0
(D−1),

so W is the space of overconvergent modular symbols of weight −1. Let W± ⊂ W be

the ±-subspace of W. The Hecke eigensubspace of W± with the same eigenvalues as fα

is a rank one Zp-module. Let ϕ±α ∈W± be a generator for this rank one subspace, and
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let µα = ϕα({0} − {∞}). We consider the analytic functions

Lp(χ, α, ψ
i, ψj , s) =

Λ−1(ϕ+
α , ψ

−i〈·〉s−1)

Λ−1(ϕ+
α , ψ−j〈·〉s−1)

for 1 ≤ i, j ≤ 4. Note that for 1 ≤ i ≤ 4, ψi(68) = 1 and the Euler like factors in

Conjecture 3.2.8 are 1. Therefore the formula we verify is that for 1 ≤ i, j ≤ 4,

Lp(χ, α, ψ
i, ψj , 1) =

τ(ψ−i)

τ(ψ−j)

∑
σ∈Gal(K1/F )

χψi(σ−1) logp |σ(u1)|β∑
σ∈Gal(K1/F )

χψj(σ−1) logp |σ(u1)|β
.

Now we give the numerical data. We begin with the Stark units. The Stark

unit u1 has minimal polynomial over F given by
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h = z10 + (
−2268731445425

2
b2 − 279293603945

2
)z9+

(50907762634208956600b2 + 6267031967879656645)z8+

(
−908489137763713280149684575

2
b2 − 111840123671250926011540715

2
)z7+

(
1212779745101402982169172133826675

2
b2 +

149300009257135106668401653656195

2
)z6+

(
−51814142160111896449580114635979570875

2
b2−

+
6378612386462976617500247911470582079

2
)z5+

(
1212779745101402982169172133826675

2
b2 +

149300009257135106668401653656195

2
)z4+

(
−908489137763713280149684575

2
b2 − 111840123671250926011540715

2
)z3+

(50907762634208956600b2 + 6267031967879656645)z2+

(
−2268731445425

2
b2 − 279293603945

2
)z + 1.
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Over K, h factors as h = h1h2, where

h1 = z5+

(
−796009073655

4
b3 − 2268731445425

4
b2 − 97993194995

4
b− 279293603945

4
)z4+

(310943152062735130b3 +
1772522746965065725

2
b2+

+38278851266210370b+
218207521686668645

2
)z3+

(310943152062735130b3 − 1772522746965065725

2
b2+

+38278851266210370b− 218207521686668645

2
)z2+

(
−796009073655

4
b3 +

2268731445425

4
b2 − 97993194995

4
b+

279293603945

4
)z+

−1
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and

h2 = z5+

(
796009073655

4
b3 − 2268731445425

4
b2 +

97993194995

4
b− 279293603945

4
)z4+

(−310943152062735130b3 +
1772522746965065725

2
b2−

+38278851266210370b+
218207521686668645

2
)z3+

(−310943152062735130b3 − 1772522746965065725

2
b2−

+38278851266210370b− 218207521686668645

2
)z2+

(
796009073655

4
b3 +

2268731445425

4
b2 +

97993194995

4
b+

279293603945

4
)z+

−1

We computed the spaces W± and elements ϕ±α with the precision of 60 5-adic

digits. For 1 ≤ i, j ≤ 4, the p-adic numbers

Lp(χ, α, ψ
i, ψj , 1)
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and ∑
σ∈Gal(K1/F )

χψi(σ−1) logp |σ(u1)|β∑
σ∈Gal(K1/F )

χψj(σ−1) logp |σ(u1)|β

were computed with the precision of 60 5-adic digits. These ratios lie in the field Q5(ζ25).

This field has ramification index 20 and was represented on the computer with respect

to the uniformizer π = ζ25−1. We note that 60 5-adic digits in Q5(ζ25) is 60∗20 = 1200

π-adic digits. We can compute the Gauss sum ratio to as high of a precision as we like.

We then computed the π-adic valuation of the difference

Lp(χ, αψ
i, ψj , 1)− τ(ψ−i)

τ(ψ−j)

∑
σ∈Gal(K1/F )

χψi(σ−1) logp |σ(u1)|β∑
σ∈Gal(K1/F )

χψj(σ−1) logp |σ(u1)|β
(6.1)

and recorded the valuations in the following table:
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α (i,j) π-adic valuation of (6.1)

1 (1,2) 1135

1 (1,3) 1136

1 (1,4) 1135

1 (2,3) 1135

1 (2,4) 1135

1 (3,4) 1135

-1 (1,2) 1142

-1 (1,3) 1140

-1 (1,4) 1141

-1 (2,3) 1140

-1 (2,4) 1141

-1 (3,4) 1140

Considering the precision we are working at, a number in our computer repre-

sentation of Q5(ζ25) is 0 if it has π-adic valuation 1200. Therefore the table says that

the value of (6.1) is extremely close to 0. A certain amount of rounding error is expected

because we have done somewhat complicated calculations in Q5(ζ25). The discrepancy

between the third column in the table and 1200 is most likely from rounding error. With

our original precision of 60 5-adic digits, the third column of the table is less than 4

5-adic digits away from 0.

142



Chapter 7

Appendix

7.1 Rigid analytic geometry

Rigid analytic geometry is used in this thesis to give a precise account of the

results of Belläıche and Dmitrov’s work on the eigencurve at weight one points ([2]),

and how to use their results to construct p-adic L-functions on the eigencurve following

Belläıche ([1]). Every rigid analytic space we consider will be an affinoid space except

for the open unit disk. In this appendix, we introduce the relevant notions that are used

in the thesis. The main reference for this appendix is the book [4].

Let k be a field that is complete with respect to a nonarchimidean absolute

value. The two main cases we consider are when k is Qp or Cp with normalized absolute

value | · | so that |p| = 1/p.

Definition 7.1.1. The Tate algebra in m variables over k is the subalgebra k〈x1, . . . , xm〉
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of k[[x1, . . . , xm]] consisting of formal power series whose coefficients tend to 0:

k〈x1, . . . , xm〉 =

{
f =

∑
α∈Nm

aαx
α : |aα| → 0 as |α| → ∞

}

where if α = (α1, . . . , αn), xα means xα1
1 · · ·xαnn and |α| = α1 + · · ·αn.

Proposition 7.1.2. k〈x1, . . . , xn〉 is Noetherian, Jacobson, a unique factorization do-

main, and has Krull dimension n.

Proof. For Noetherian and unique factorization domain, theorem 1 on page 207 of [4].

For Jacobson, theorem 3 on page 208 of [4]. For Krull dimension see the following

proposition.

Corollary 7.1.3. k〈x〉 is a principal ideal domain.

Definition 7.1.4. An affinoid algebra is a k-algebra isomorphic to k〈x1, . . . , xm〉/I

for some m and some ideal I. By the proposition an affinoid algebra is Noetherian and

Jacobson. For an affinoid algebra A, let M(A) denote the set of maximal ideals of A.

Proposition 7.1.5. (Noether normalization) Let A be an affinoid algebra. Then there

exists for some d, an injective map k〈x1, . . . , xd〉 ↪→ A that makes A a finite k〈x1, . . . , xd〉-

module. The number d is the Krull dimension of A.

Proof. Theorem 1, corollary 2, and remark after corollary 2 page 227 of [4].

By the proposition, for an affinoid algebra, A, the nullstellensatz holds. That

is, for each maximal ideal m ∈ M(A), A/m is a finite extension of k. Let X = M(A)
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and for a finite extension L of k, let X(L) = Homk−alg(A,L). We define

X(k) =
⋃
L⊂k
finite

X(L)

and we have an action of the absolute Galois group Gk on X(k). The map

X(k) −→ X

ϕ 7−→ ker(ϕ)

is surjective by the nulltellensatz, and Gk acts transitively on each fiber. There is

therefor a bijection

X(k)/Gk = X.

We note that when k = Cp, then X = X(Cp).

Definition 7.1.6. If A is a k-algebra, a k-algebra norm on A is a non-archimedean

norm | · | : A → R≥0 such that |λx| = |λ||x| for all λ ∈ k, x ∈ A, and such that

|xy| ≤ |x||y| for all x, y ∈ A. If A is complete for | · | we say that | · | is a Banach-

algebra norm and that A is a Banach space.

Definition 7.1.7. For f =
∑

α aαx
α ∈ k〈x1, . . . , xn〉 define its Gauss norm to be

|f | = sup
α
|aα|.

The Gauss norm makes k〈x1, . . . , xn〉 a Banach space (proposition 1, page 192 [4]).

Definition 7.1.8. Let A be an affinoid algebra and let X = M(A). For a ∈ A and

x ∈ X it makes sense to define |a(x)| as the absolute value of the image of a in A/x
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since A/x is a finite extension of k so there is a unique extension of the absolute value

on k. For a ∈ A, define

|a|sup = sup
x∈X
|a(x)|.

The next two propositions will show that | · | is finite and defines a Banach-algebra norm

on A.

Proposition 7.1.9. Any ideal of the Tate algebra is closed with respect to the topology

induced by the Gauss norm. Therefore any affinoid algebra is a Banach space as well

once we choose a presentation as a quotient of a Tate-algebra.

Proof. Corollary 2, page 208 of [4].

Proposition 7.1.10. Any two Banach-algebra norms on an affinoid algebra are equiva-

lent. Furthermore, any k-algebra morphism between two affinoid algebras is continuous.

For a reduced affinoid algebra, | · |sup makes the affinoid algebra a Banach space.

Proof. Theorem 1 and proposition 2 page 229 of [4] for first two assertions. Theorem 1,

page 242 of [4] for third assertion.

Theorem 7.1.11. Let A be an affinoid algebra and B an A-algebra of finite type as an

A-module. Then B is an affinoid algebra.

Proof. Proposition 5, page 223 of [4].

Now given an affinoid algebra, A we give the construction of the rigid analytic

space Sp(A).
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Definition 7.1.12. Let A be an affinoid algebra and let X = M(A). A subset U ⊂ X

is called an affinoid subdomain, if there exists an affinoid algebra A′ and a k-algebra

morphism g : A → A′ such that the following holds: For any affinoid algebra B and

k-algebra homomorphism f : A → B, we have that M(f)(M(B)) ⊂ U if and only if

there exists k-algebra homomorphism h : A′ → B such that f = h ◦ g.

If U is an affinoid subdomain, then the A′ is unique and we define the ring of

rigid analytic functions on U to be OX(U) = A′.

A subset U ⊂ X is called an admissible open if it has a set-theoretic covering

by affinoid subdomains {Uα} of X such that the following holds: For any f : A → B

with M(f)(M(B)) ⊂ U , the covering {M(f)(Uα)} of M(B) has a finite subcover.

A collection {Uα} of admissible open subsets of X is an admissible covering

of its union U =
⋃
α Uα, if the following holds: For any f : A→ B with M(f)(M(B)) ⊂

U , the covering {M(f)(Uα)} of M(B) admits a refinement which is a finite covering of

M(B) by affinoid subdomians.

The definitions of admissible opens and admissible coverings define a Grothendieck

topology on X, which we will call the Tate topology on X.

Theorem 7.1.13. (Tate’s acyclicity theorem) Let A be an affinoid algebra and X =

M(A). The function U 7→ OX(U) from affinoid subdomains to k-algebras extends

uniquely to a sheaf with respect to the Tate topology. In particular, if U is an affi-

noid subdomain and U = ∪Uα is a covering of U by affinoid subdomains, then the

147



sequence

0 −→ OX(U) −→
∏
α

OX(Uα) −→
∏
α,β

OX(Uα ∩ Uβ)

is exact.

Proof. Section 8.2 of [4].

Definition 7.1.14. Let A be an affinoid algebra. Then the affinoid (or affinoid

variety or k-affinoid variety if we want to make k explicit) Sp(A) is defined to be the

pair (X,OX) where X = M(A) with its Tate topology and OX is the sheaf of k-algebras

on X just defined.

Definition 7.1.15. Let X = Sp(A) be an affinoid. Then for x ∈ X, we define the stalk

of X at x to be

OX,x = lim−→
x∈U

OX(U)

where the direct limit is over admissible opens. For an affinoid algebra A and a maximal

ideal m of A we define the rigid analytic localization of A at m to be the stalk of

Sp(A) at the point corresponding to m.

The k-algebra OX,x is a local ring.

Proposition 7.1.16. Let X = SpA be an affinoid, let x ∈ X and let m ⊂ A be the

maximal ideal corresponding to x. Then the canonical map A → OX,x factors through

an injective map Am → OX,x and this injective map induces an isomorphism

Âm
∼= ÔX,x

between the m-adic completion of A and the maximal-adic completion of OX,x.
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Proof. [4] page 298.

To make the definition of a rigid analytic space we work in the category of

locally ringed G-spaces. A locally ringed G-space is a pair (X,OX) where X is a set

with a mild Grothendieck topology (so all the sets in the Grothendieck topology are

subsets of X) and OX is a sheaf on the Grothendieck topology whose stalks are all

local rings. A morphism from a locally ringed G-space (Y,OY ) to another locally ringed

G-space (X,OX) is a pair (f, f#) where f : Y → X is a continuous map with respect to

the Grothendieck topologies and f# : OX → f∗OY is a sheaf morphism which induces

homomorphisms of local rings on the stalks. For more details on the category of locally

ringed G-spaces we refer the reader to ([4]).

Definition 7.1.17. A rigid analytic variety (or rigid analytic space) is a locally

ringed G-space (X,OX) admitting a covering {Uα} such that for each α, (Uα,O|Uα)

is isomorphic to an affinoid variety. A morphism X → Y between two rigid analytic

spaces is a morphism between the associated locally ring G-spaces.

We remark that the category of affinoid varieties is a subcategory of the cate-

gory of rigid analytic varieties, and that any morphism f : Y = Sp(B)→ X = Sp(A) of

affinoid varieties is induced by a morphism of k-algebras from A to B. More precisely,

the category of affinoid varieties is the opposite category to the category of affinoid

algebras where morphisms of affinoid algebras are k-algebra homomorphisms.

Definition 7.1.18. Given affinoid varieties X = Sp(A), Y = Sp(B) and Z = Sp(C)

with morphisms X → Z and Y → Z, then the fiber product of X and Y over Z is
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given by the completed tensor product of A and B over C:

X ×Z Y = Sp(A⊗̂CB).

Furthermore, this definition glues to define fiber products in the category of rigid analytic

spaces.

Definition 7.1.19. A rigid-analytic space X is disconnected if there exists an ad-

missible open covering {U, V } of X with U, V 6= ∅ and U ∩ V = ∅. We say that X is

connected if X is not disconnected.

We record some facts about connectedness.

Proposition 7.1.20. 1. Let X = Sp(A) be an affinoid. Then X is connected if and

only if M(A) is connected with respect to the Zariski topology.

2. Let X1, . . . , Xn be the connected components of M(A) with respect to the Zariski

topology. Then the Xi are affinoid subdomains of X and there exist affinoid sub-

algebras Ai of A such that Xi = M(A) and

A = A1 ×A2 × · · · ×An.

The Xi are called the connected components of X.

Proof. [4] page 345.

Definition 7.1.21. Let X be a rigid analytic space. We say that X is reduced, nor-

mal, or smooth at a point x ∈ X if the local ring OX,x is reduced, normal, or regular

respectively.

150



Proposition 7.1.22. Let X = SpA be an affinoid and let x ∈ X be a point correspond-

ing to the maximal ideal m ⊂ A. If one of the rings Am,OX,x, or Âm = OX,x is reduced,

normal, or regular, then all three rings satisfy this property.

Proof. [4] page 301.

Definition 7.1.23. Let X and Y be rigid analytic spaces. A morphism f : Y → X is

called étale at y ∈ Y , if the induced morphism on the stalks:

OX,f(y) −→ OY,y

is flat and unramified. We recall that unramified means OY,y/mf(y)OY,y is a finite sep-

arable extension of OX,f(y)/mf(y) where mf(y) is the maximal ideal of OX,f(y). The

morphism f : Y → X is called étale if f is étale at y for all y ∈ Y .

Assume X,Y are rigid analytic spaces over an algebraically closed field. For

f : Y → X a morphism and y ∈ Y , the ramification index of f at y ∈ Y is defined

to be the length of the OX,f(y)/mf(y)-module OY,y/mf(y)OY,y.

Definition 7.1.24. Let A be an affinoid algebra. We define the relative Tate algebra

to be

A〈x1, . . . , xn〉 =
{
f =

∑
aαx

α ∈ A[[x1, . . . , xn]] : aα → 0as|α| → ∞
}
.

If A ∼= k〈y1, . . . ym〉/I, then the obvious map

k〈y1, . . . , ym, x1, . . . , xn〉 −→ A〈x1, . . . , xn〉

is surjective giving A〈x1, . . . , xn〉 the structure of an affinoid algebra.
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Proposition 7.1.25. Let Y = Sp(B) and X = Sp(A) be affinoids and let f : Y → X

be a morphism from Y to X. Then f is étale if and only if B has a presentation of the

form

B = A〈x1, . . . , xn〉/(f1, f2, . . . , fn)

such that the determinant of the n× n matrix
(
∂fi
∂xj

)
is invertible in B.

Proof. Proposition 8.1.1 of [12].

Proposition 7.1.26. Let A be a k-affinoid algebra. The canonical k-algebra homomor-

phism

A〈x1, . . . , xn〉 −→ A⊗̂kk〈x1, . . . , xn〉

is an isomorphism.

Proof. Proposition 7, page 224 of [4]

For the next two corollaries, let k′ be a field extension of k that is complete

with respect to an absolute value that extends the absolute value on k (for example

k = Qp and k′ = Cp).

Corollary 7.1.27. There are canonical isomorphisms

k〈x1, . . . , xn〉⊗̂kk〈y1, . . . , ym〉 ∼= k〈z1, . . . , zn+m〉

and

k′⊗̂kk〈x1, . . . , xn〉 ∼= k′〈x1, . . . , xn〉.

Proof. Corollary 8, page 224 of [4].
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Corollary 7.1.28. Let A and B be k-affinoid algebras. Then A⊗̂kB is a k-affinoid

algebra and k′⊗̂kB is a k′-affinoid algebra. The canonical homomorphism B → k′⊗̂kB

is injective.

Proof. Corollary 9, page 224 of [4].

In this thesis, we consider Qp and Cp rigid analytic varieties, and we repeat-

edly do the following construction. Given a Qp-affinoid X = Sp(A), we consider

the base change to Cp, XCp = Sp(ACp) where ACp := Cp⊗̂QpA. Define X(Cp) =

HomQp−alg(A,Cp). Then we have the relation

X(Cp) = HomQp−alg(A,Cp) = HomCp−alg(ACp ,Cp) = XCp(Cp) = M(ACp).

We will be concerned with rigid analytic functions on XCp , which are the elements of

ACp . We view A as a subring of ACp via the natural map A → ACp , and call elements

of A in ACp , Qp-rigid analytic functions on XCp .

Example 7.1.29. 1. The closed disk (of dimension one) and radius r with r ∈ pQ:

We start with the affinoid closed disk of radius pr with r ∈ Z. This is given by

Sp(A), where

A = Qp〈prx〉

or more explicitly we have that

A =
{
f =

∑
anx

n ∈ Qp[[x]] : |anprn| = p−rn|an| → 0 as n→∞
}
.

We define the affinoid closed disk of radius p−a/b, where gcd(a, b) = 1 to be Sp(A)
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where

A = Qp〈x, y〉/(pax− yb).

More explicitly we may view A as a subring of Qp[[x]] as

A =
{
f =

∑
anx

n : pan/b|an| → 0 as n→∞
}
.

We remark that letting X = Sp(A), then we have,

X(Cp) = HomQp−alg(A,Cp) = {z ∈ Cp : |z| ≤ pa/b}.

In the case when a/b = −1/m, for m ∈ Z≥0 we write down the isomorphism of

the two rings explicitly. Let R ⊂ Qp[[x]] be the subring

R =

{ ∞∑
n=0

anx
n : |pn/man| → 0 as n→∞

}

where we view pn/man ∈ Cp. Also set

A = Qp〈x, y〉/(py − xm).

We have an isomorphism A ∼= R given by the following relation. Let

∑
α,β

aαβy
αxβ ∈ Qp〈y, x〉/(yp− xm).

Then in A we have ∑
α,β

aαβy
αxβ =

∑
α,β

aαβ(xm/p)αxβ

=
∞∑
k=0

 k∑
β=0

a(k−β)/m,β

p(k−β)/m

xk

where we set a(k−β)/m,β = 0 if m - (k−β). This defines a map from A to R which

is an isomorphism for affinoid algebras.
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2. Union of affinoids. Let Xn, n ≥ 1 be a collection of affinoids, and assumed we

have morphisms Xn → Xn+1 for all n such that Xn is an affinoid subdomain

of Xn+1. Then there is a unique rigid analytic space X which is the admissible

increasing union of the Xn. Furthermore, for such an X, the ring of rigid analytic

functions on X is the inverse limit of the rings of analytic functions on the Xn,

O(X) = lim←−
n

O(Xn).

3. The open unit disk (of dimension one). We make use of the previous construction

where Xm is the closed unit disk of radius 1/p1/m around 0. Let

Rm =
{
f =

∑
anx

n ∈ Qp[[x]] : |pn/man| → 0 as n→∞
}

be the ring of Qp-rigid analytic functions on Xm, so Xm = SpRm. For k < m,

we have maps Xk → Xm induced by the inclusions Rm → Rk. Then we define the

open unit disk to be

X =
∞⋃
m=1

Xm = Sp(lim←−
m

Rm).

Since the maps Rm → Rk are inclusions the ring of analytic functions on X is

R := lim←−
m

Rm =

∞⋂
m=1

Rm =
{
f =

∑
anx

n : |pn/man| → 0 as n→∞, ∀m ∈ Z≥1

}
.

To finish, we note that Zp[[x]] ⊂ R so we may view elements of Zp[[x]] as rigid

analytic functions on the open unit disk. We call these rigid analytic functions the

Qp-bounded rigid analytic function on the open unit disk. We have that Zp[[x]] is

the closed unit disk in R:

Zp[[x]] =

{
f =

∑
anx

n ∈ R : sup
n
|an| ≤ 1

}
.

155



7.2 Topological rings, modules, and completed tensor prod-

uct

In this section for completeness, we record the notion of completed tensor

product.

Let R be a topological ring and let M , N be topological R-modules whose

topologies are determined by basis of open submodules or 0, say {Mα}α∈I , {Nβ}β∈J .

Then we define the completed tensor product to be

M⊗̂RN = lim←−
α,β

M/Mα ⊗R N/Nβ.

Then M⊗̂RN is the completion of the usual tensor product M ⊗R N with respect to

the topology determined by the basis of open submodules of M ⊗R N given by

Mα ⊗R N +M ⊗R Nβ ⊂M ⊗R N

as α and β run through I and J .

If A and B are continuous R algebras where the topology of A and B are given

by a family of open submodules, then A⊗̂RB as a topological R-algebra is defined by

viewing A and B as topological R-modules and using the above construction.

7.3 Hecke characters

In this appendix, we record our definition and conventions for Hecke characters

following [23]. Let F be a number field and let AF denote the adeles of F . Given an
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integral ideal f of F that factors as f =
∏
v|f fv, we define the subgroups Uf, Uf,p, Uf,∞ ⊂

A×F as

Uf =

{
(xv)v ∈ A×F :

xv > 0 if v is real
xv ≡ 1 mod fv if v | f

xv ∈ O×Fv if v - f and is finite

}

Uf,p =

(xv)v ∈ A×F :

xv > 0 if v is real
xv ≡ 1 mod fv if v | f

xv ∈ O×Fv if v - fp and is finite

xv = 1 if v | p


Uf,∞ =

(xv)v ∈ A×F :
xv = 1 if v | ∞

xv ≡ 1 mod fv if v | f
xv ∈ O×Fv if v - f and is finite


Definition 7.3.1. An element

T =
∑

σ∈Hom(F,Q)

nσσ ∈ Z[Hom(F,Q)]

is called an infinity type of F . An infinity type T induces a group homomorphism

T : F× −→ E×

T (α) =
∏
σ

σ(α)nσ

where E is any extension of Q that contains the values
∏
σ σ(α)nσ for all α ∈ F .

Definition 7.3.2. 1. Let E be a finite extension of Q, f ⊂ OF an ideal, and T an

infinity type of F . An E-valued algebraic Hecke character of infinity type

T and modulus f is a group homomorphism

χ : A×F −→ E×

such that Uf ⊂ ker(χ) and χ|F× = T . The smallest f with respect to divisibility

such that Uf ⊂ ker(χ) is called the conductor of χ.
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Let χ is an algebraic Hecke character of modulus f and a an ideal of F such that

(a, f) = 1 and that factors as

a =
∏

(p,a)=1

pap

then we define χ(a) to be ∏
(p,f)=1

χ(πp)
ap

where πp denotes a uniformizer of Fp.

2. A p-adic Hecke character is a continuous group homomorphism

χ : A×F /F
× −→ C×p .

By continuity, there exists an integral ideal f of F such that (f, p) = 1 and Uf,p ⊂

ker(χ). Any f for which this is true is called a modulus of χ and we say that χ is

a p-adic Hecke character of modulus f. The smallest f with respect to divisibility

such that Uf,p ⊂ ker(χ) is called the tame conductor of χ.

3. A complex Hecke character is a continuous group homomorphism

χ : A×F /F
× −→ C×.

By continuity, there exists an integral ideal f of F such that Uf,∞ ⊂ ker(χ). Any

f for which this is true is called a modulus of χ and we say χ is a complex

Hecke character of modulus f. The smallest f with respect to divisibility such that

Uf,∞ ⊂ ker(χ) is called the conductor of χ.

If χ is an algebraic, p-adic, or complex Hecke character and v is a place of F ,

then we let χv denote χ restricted to F×v ⊂ A×F .
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Example 7.3.3. An example of an algebraic Hecke character that appears multiple

times in this thesis is the norm character, which we denote by N . The norm character

is defined as

N : A×F −→ Q×

N((x)v) =
∏

v-finite

|xv|−1
v

∏
v-real

sgn(|xv|v).

It is clear that N is a group homomorphism and

U(1) =
∏

v-finite

O×Fv ⊂ ker(χ)

so N has conductor (1). By construction, N has the property that for all nonzero ideals

a ⊂ OF ,

N(a) = |OF /a|.

Furthermore, for α ∈ OF − {0},

N(α) = |OF /(α)|
∏
v-real

sgn(|α|v)

= |NF/Q(α)|
∏
v-real

sgn(|α|v)

=
∏
v-real

v(α)
∏

v-complex

v(α)v(α)

=
∏

σ:F ↪→C
σ(α)
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so N has infinity type T =
∑

σ:F ↪→Q

σ.

Remarks 7.3.4. The notion of an algebraic Hecke characters was introduced and stud-

ied by Weil, who called them characters of type A0. Complex Hecke characters are also

known as grossencharacters or idele class characters, while p-adic Hecke characters are

known as p-adic idele class characters. Since we need all three notions of algebraic, p-

adic, and complex Hecke characters we introduce and use the definitions given to avoid

confusion.

We give a second definition of an algebraic Hecke character that will be used

in section 4.4.

Let f be an ideal of OF and let α ∈ F× be an element such that ((α),m) = 1

and say that f factors as

f =

m∏
i=1

pfii .

We define α ≡ 1 mod f to mean that α ≡ 1 mod pfii in OFpi
for all i. When α ∈ OF this

agrees with the usual definition of congruence.

Let I(f) denote the group of fractional ideals of F that are coprime with f. Let

P1(f) = {(α) ∈ I(f) : α ≡ 1 mod f and α is totally positive}

The second definition of an algebraic Hecke character is the following. An E-valued

algebraic Hecke character of modulus f and infinity type T =
∑
nσσ is a group

homomorphism

χ : I(f) −→ E×
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such that for all a ∈ P1(f) such that a = (α) with α ≡ 1 mod f and α totally positive

χ((α)) = T (α) =
∏
σ

σ(α)nσ .

Given an E-valued algebraic Hecke character of modulus f and infinity type T , χ us-

ing the second definition, we get an algebraic Hecke character of the same modulus

and infinity type, χA using the first definition by defining χA to be the unique group

homomorphism

χA : A×F −→ E×

such that

(i) For all primes p ∈ I(f), χA|O×Fp
= 1 and χA(πp) = χ(p) for any uniformizer in Fp.

(ii) χA|F× = T.

(iii) Uf ⊂ ker(χA). This gives a one-to-one correspondence between E-valued algebraic

Hecke characters of modulus f and infinity type T using the first and second

definitions.

Remarks 7.3.5. We make a remark about defining algebraic Hecke characters using the

second definition. Let f be an integral ideal of F and let χ0 be a group homomorphism

χ0 : P1(f) −→ Q×

such that for all a = (α) ∈ P1(f) where α ≡ 1 mod f and α totally positive

χ0((α)) = T (α)
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for some infinity type T . We claim that we can always extend χ0 to an E-valued Hecke

character of modulus f and infinity type T where E is some finite extension of Q. Indeed,

we consider the short exact sequence

1 −→ P1(f) −→ I(f) −→ I(f)/P1(f) −→ 1

Applying Hom(·,Q×) to this short exact sequence the long exact sequence becomes

1→ Hom(I(f)/P1(f),Q×)→ Hom(I(f),Q×)→ Hom(P1(f),Q×)→ 1

since Q× is divisible so Ext1(·,Q×) = 0. Hence the there exists a group homomorphism

χ ∈ Hom(I(f,Q×) such that χ|P1(f) = χ0. Furthermore we see that any two extensions

of χ0 from P1(f) to I(f) differ by a character of the ray class group I(f)/P1(f).

Given an E-valued Hecke character, χ of infinity type T and modulus f as well

as embeddings ιp : Q ↪→ Cp and ι∞ : Q ↪→ C we obtain p-adic and complex Hecke

characters χp and χ∞ which are defined as follows. Let Ep be the completion of the

image of E in Cp and E∞ be the completion of E in C under the embeddings ιp and

ι∞. Define

χp : A×F /F
× −→ E×p ⊂ C×p

at places v of F not dividing p as χ, so χp|F×v = χ|F×v . At places above p we define χp

to be the group homomorphism

χp : (F ⊗Qp)
× −→ E×p ⊂ C×p

χp(α⊗ 1) = χ(α)/ιp(T (α)).
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Since the image of F× in (F ⊗ Qp)
× is dense this defines χp on (F ⊗ Qp)

×. We do

something similar for χ∞. Define

χ∞ : A×F /F
× −→ E×∞ ⊂ C×

at the places v of F not dividing ∞ as χ, so χ∞|F×v = χ|F×v . At places above ∞ we

define χ∞ to be the group homomorphism

χ∞ : (F ⊗ R)× −→ E×∞ ⊂ C×

χ∞(α⊗ 1) = χ(α)/ι∞(T (α)).

Since the image of F× in (F ⊗ R)× is dense this defines χ∞ on (F ⊗ R)×.

Given an algebraic Hecke character χ when it is clear from context when we

are considering χp or χ∞, we may drop the subscripts p and ∞. Given a p-adic (or

complex) Hecke character ψ we may say by abuse of language that ψ is an algebraic

Hecke character of infinity type T if there exists an algebraic Hecke character χ of

infinity type T such that ψ = χp (or ψ = χ∞).

If ψ is a complex Hecke character such that ψ = χ∞ for a algebraic Hecke

character then the conductor of ψ and χ are the same. If ψ is a p-adic Hecke character

of tame conductor m such that ψ = χp for an algebraic Hecke character of conductor f,

then f and m will agree at the primes of F not dividing p. By definition no primes of F

above p will divide m, while f may be divisible by primes above p.

163



7.4 Hecke L-functions

In this appendix, we record the functional equation of the complex L-function

associated to a complex Hecke character. A reference for this section is [22].

Let

χ : A×F /F
× −→ C×

be a complex Hecke character of infinity type T and conductor f =
∏

v-finite

pavv . For each

finite place v of F fix a uniformizer πv of OFv . Let d =
∏

v-finite

pdvv be the different of F/Q

and let dF be the discriminant of F .

Definition 7.4.1. We define (primitive) complex L-function of χ for Re(s) > 1,

by the Euler product

L(χ, s) =
∏
v-∞

Lv(χ, s)

where the product is over all finite places of F and

Lv(χ, s) =


(1− χ(πv)Nv

−s)−1 if v - f

1 else.

We note that for v - f, χv|O×Fv = 1 so Lv(χ, s) does not depend on the choice of uni-

formizer πv.

We will state the functional equation of L(χ, s). To do this, we define the

Euler factors of χ at the infinite places of F and the local root numbers of χ at all the

places of F .
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Let v be a real place of F . Then χv : R× → C× must be of the form

χv(t) = |t|s0(t/|t|)m

for some s0 ∈ C and m ∈ {0, 1}. We define the Euler factor of χ at v to be

Lv(χ, s) = π−(s+s0+m)Γ((s+ s0 +m)/2)

and the local root number of χ at v to be

W (χv) = i−m.

Let v be a complex place of F . We then identify Fv with C× (there are two

ways to do this) and view χv as a character of C×: χv : C× → C×. Then χv is of the

form χv(z) = |z|2s0(z/|z|)m for some s0 ∈ C and m ∈ Z. We define the Euler factor of

χ at v to be

Lv(χ, s) = 2(2π)−(s+s0+|m|)/2Γ(s+ s0 + |m|/2)

and the local root number of χ at v to be

W (χv) = i−|m|.

The root number and Euler facts, W (χv) and Lv(χ, s) do not depend on the choice of

identification of Fv with C×.

At finite places v - f of F , define the local root number to be

W (χv) =
χ(πdvv )

|χ(πdvv )|

so W (χv) = 1 if v - df∞.
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Define the local root number of χ at a place v | f to be

W (χv) =
χv(π

av+dv
v )

|χv(πav+dv
v )|

1

Nvav/2

∑
u∈(OFv/v

av )×

χ−1
v (u) exp(2πiTrFv/Qp(u/π

av+dv
v ))

where TrFv/Qp(u/π
av+dv
v ) is viewed as an element of Q/Z via the maps Qp 7→ Qp/Zp ∼=

Q/Z. Define the local root number of χ at a place v - f to be 1 (we are following

Rohrlich).

Let c be the real number such that we have the relation χ/|χ| = N c where N

is the norm character (see example above) viewed as a complex Hecke character, and

define k = 2c+ 1.

Define the completed L-function of χ for Re(s) > 1 to be

Λ(χ, s) = (|dF |NK/Qf)
s/2L(χ, s)

∏
v|∞

Lv(χ, s)

and the global root number to be

W (χ) =
∏
v

W (χv).

Then Λ(χ, s) has a meromorphic (analytic if χ 6= 1) continuation to all of C and satisfies

the functional equation

Λ(χ, k − s) = W (χ)Λ(χ, s).
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[1] J. Belläıche. Critical p-adic L-functions. Invent. Math., 189(1):1–60, 2012.
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