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ABSTRACT

Let X be an elliptic curve or a ramifying hyperelliptic curve over Fq. We will discuss how to

factorize the coefficients of exponential and logarithm series for a Hayes module over such a

curve. This allows us to obtain v-adic convergence results for such exponential and logarithm

series, for v a “finite” prime. As an application, we can show that the v-adic Goss L-value

Lv(1,Ψ) is log-algebraic for suitable characters Ψ.
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CHAPTER I

Introduction

In the number field case, it is known that the exponential series

ez =
∞∑
n=0

zn

n!

converges for all z ∈ Cp with |z|p < p−
1

p−1 , and the logarithm series

log(1 + z) =
∞∑
n=1

(−1)n+1 z
n

n

converges for all z ∈ Cp with |z|p < 1. See [Kob84, §IV.2] for example.

In the function field case, characteristic p exponential and logarithm functions arising

from Drinfeld modules were first studied by Carlitz [Car35] and Drinfeld [Dri74]. Let X be a

smooth, projective, geometrically connected curve over Fq. We pick a closed point ∞ on X,

and let A := Γ(X−∞,OX), K = Frac(A). The idea of a Drinfeld module is to define another

A-action (other than scalar multiplication) on the function fields and their field extensions.

To distinguish the action and the space being act on, we set A,K to be an isomorphic copy

of A,K respectively, and use non-bold characters to represent spaces being act on.

We are particularly interested in a special class of Drinfeld modules, called sgn-normalized

Drinfeld modules, or Hayes modules. They were first investigated by Hayes [Hay74], [Hay79],

who utilized them to work out the class field theory of function fields. The simplest case of

a Hayes module is when X = P1, A = Fq[t], A = Fq[θ]. What we get is the usual Carlitz

module [Car35]. In this case,

eρ(z) =
∞∑
n=0

1

(θqn − θ)(θqn−1 − θ)q · · · (θq − θ)qn−1 z
qn ,

logρ(z) =
∞∑
n=0

1

(θ − θq) · · · (θ − θqn)
zq

n

.

1



Similar to the number field case, there is a v-adic convergence result for these series, where

v is a place of K = Fq(θ) corresponding to a prime ideal p in A. This can be found, for

instance, in [AT90] (where we take the special case of dimension 1 from the paper).

� eρ(z) converges in Cv for all z ∈ Cv with v(z) > 1
qdeg p−1

;

� logρ(z) converges in Cv for all z ∈ Cv with v(z) > 0.

We call the functions on Cv defined by these series ev,ρ(z) and logv,ρ(z) respectively.

Anderson [And96] gave an application for the v-adic convergence, showing that the value

of v-adic L-function Lv(1, χ) for a character χ : A → A/p → C∞ is “log-algebraic”. Namely,

it is of the form
s∑

i=1

αi logv,ρ Si

for αi, Si ∈ K. A similar application is given by Anderson and Thakur [AT90], which uses a

higher-dimensional version of the v-adic convergence to compute certain v-adic zeta values.

I.1: Main results

In this thesis, we will generalize the v-adic convergence result to more general Hayes modules.

Specifically, we study the case of an elliptic curve or a ramifying hyperelliptic curve, i.e. a

curve with an affine model

Γ(X −∞,OX) = Fq[t, y]/(y
2 + F2(t)y − F1(t))

for some rational point ∞ on X, see Chapter III. Fix a Hayes module ρ for the pair (X,∞)

and a place v other than ∞ on such a curve. The exponential and logarithm series eρ(z) and

logρ(z) for ρ have coefficients in a finite Galois extension of K, see §II.3.4. Fix an embedding

K → Cv. Our main result is that:

Theorem V.3. The power series eρ(z) converges in Cv for z ∈ Cv with

v(z) > C1 + C2
1

qC3 − 1
,

where C1, C2, C3 are explicit constants, to be given in V.3. In particular, C1 is related to the

Drinfeld divisor V (to be defined in Chapter II), C2 to some ramification indices, and C3 to

the degree of v and some inertial degrees.

Moreover,

2



Theorem V.2. The power series logρ(z) converges in Cv for z ∈ Cv with v(z) > 0.

Similar to the Carlitz case, we call the functions on Cv defined by these series ev,ρ(z) and

logv,ρ(z) respectively.

As an application, we will prove a similar log-algebraicity theorem for v-adic L-values

over these curves.

Theorem VI.10. Let Ψ be a multiplicative character of conductor v on the group of A-
fractional ideals prime to v. Then Lv(1, χ) is log-algebraic, i.e. there exists

α1, · · · , αs, S1, · · · , Ss ∈ K,

with v(Si) > 0, such that

Lv(1, χ) =
∑
i

αi logv,ρ Si.

To prove Theorems V.3 and V.2, we recall an expression of eρ(z) and logρ(z) given by

Thakur, Anderson [Tha93, 0.3.6, 0.3.8], Green and Papanikolas [GP18, Corollary 3.5]. These

expressions are given in terms of a special function f , called the shtuka function, which was

first studied by Thakur [Tha93] and realizes the correspondence that Drinfeld showed in

[Dri77]. The expressions are:

eρ(z) =
∞∑
n=0

1

ff (1) · · · f (n−1)

∣∣∣∣
Ξ(n)

zq
n

,

logρ(z) =
∞∑
n=0

δ(n+1)

δ(1)f (1) · · · f (n)

∣∣∣∣
Ξ

zq
n

,

where Ξ is the point corresponding to A → A → C∞, δ is a function derived from the shtuka

function f , and (n) is the Frobenius twist. See Chapter II.

We then proceed to study the coefficients by a factorization. The factorization will be

done via Proposition IV.1. Essentially, it tells us that the ideal generated by a sufficiently

integral function can be factorized into a product of ideals given by the zeros of the function.

Applying this to our coefficients, we will be able to obtain the factorization of the exp and log

coefficients from the divisors of the shtuka function and its twists. We then use some basic

theory of extension of valuations to study the valuations of each of the factors in Chapter

V, thus proving Theorems V.3 and V.2.

3



I.2: Outline of Thesis

We will first recall some theory on Drinfeld modules, Hayes modules, and shtuka functions in

Chapter II. In Chapter III, we will derive a simplified expression for the logarithm series for

our curves, following Green and Papanikolas [GP18, Corollary 3.5]. Chapter IV is where we

prove the proposition IV.1 mentioned above that allows us to factorize functions according to

its divisors. We will then prove Theorems V.3 and V.2 in Chapter V. In Chapter VI, we will

discuss the background of Goss L-functions on function fields, and show the log-algebraicity

theorem VI.10 for v-adic Goss L-value Lv(1,Ψ) as an application of our results. Then we

will give some examples as well as discussing possibilities of generalizations in Chapter VII.
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CHAPTER II

Drinfeld Modules

II.1: Notation and Definition

For expository purpose, we will give the basics of Drinfeld modules in a more general setting,

rather than just restricting to elliptic curves and ramifying hyperelliptic curves.

Let Fq be a finite field of q elements, X be a smooth projective geometrically connected

curve of genus g over Fq, and K the function field of X. Let ∞ ∈ X(Fq) be a closed point

of degree d∞ with residue field F∞ := OK∞/(∞), and A := Γ(X − ∞,OX) be the ring of

functions regular away from ∞. Since X is finite over P1, A is a finite module over Fq[t] of

positive rank. We suppose Fq[t] is the affine coordinate ring of P1−∞ (the image of ∞ in the

cover X → P1). Thus ∞ ∈ X(Fq) lies above the valuation v∞(f) := − degt f for f ∈ Fq[t].

Let K ′ be a field extension of K. Then A acts on K′ via the usual scalar multiplication.

The idea of a Drinfeld module is to have another Fq-linear action of A on K ′. To distinguish

these two actions, we set A to be a ring isomorphic to A with an Fq-algebra isomorphism

ι : A → A, and that Fq[t] is mapped to Fq[θ] via ι. An easy way to think about A is that

it has different names for the variables than A. For instance, we have Fq[θ] instead of Fq[t].

We define K := Frac(A) to be the counterpart of K, K∞ to be the completion of K at the

place corresponding to ∞ in K, and C∞ := (K∞)∧ to be the field by taking an algebraic

closure of K∞ and then completing it. From now on, the field K ′ is a field extension of K,

not K. For us, K ′ is usually C∞.

A table for comparison with number fields is given below.

Z Fq[θ]

Q Fq(θ)

K/Q finite K/Fq(θ) finite

R K∞ := Fq((
1
θ
))

C C∞ := (K∞)∧

Cp Cv (where v is some finite place of K)
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For any field extension K ′ of K, we denote the integral closure of A in K ′ to be OK′ . We

use the same notation to denote the ring of integers if K ′ is any local field.

As we mentioned, a Drinfeld module is a second A-action (non-scalar multiplication) on

K ′ that are Fq-linear endomorphisms, i.e. elements of EndFq(K
′). Let τ be the Frobenius

map on K ′, τ(f) = f q. Then the set of polynomials K ′[τ ] is a subset of EndFq(K
′). In fact,

it is a non-commutative subring, where the multiplication is composition of endomorphisms

rather than the usual multiplication of polynomials. To emphasize the distinction, we set

K ′{τ} to be the ring of twisted polynomials, i.e. the non-commutative subring of EndFq(K
′)

where the underlying set is K ′[τ ]. Explicitly, the multiplication is defined by

τa = aqτ for a ∈ K ′.

We are ready to define Drinfeld modules.

Definition II.1. A Drinfeld module over K ′ is an Fq-algebra homomorphism

ρ : A → K ′{τ}

a 7→ ρa

such that

1. the “constant term” of ρa, i.e. coefficient of τ 0 of ρa, is ι(a);

2. (non-triviality) there exists a ∈ A such that ρa ̸= ι(a)τ 0.

Example II.2. The most basic example of a Drinfeld module is the Carlitz module. Let

A = Fq[t], and K ′ = K = Fq(θ) with ι : A → K given by t 7→ θ.

Definition II.3. The Carlitz module is the Fq-algebra map ϕC : A → K{τ} defined by

ϕC,t = θ + τ.

For instance, for z ∈ K,

ϕC,t(z) = θz + zq.

Example II.4. Our second example is over A = F3[t, y]/(y
2 − (t3 − t − 1)). Let A =

F3[θ, η]/(η
2 − (θ3 − θ − 1)), and fix the isomorphism A ∼−→ A with t 7→ θ and y 7→ η. Let

K ′ = K = Frac(A). We define ρ : A → K{τ} by

ρt = θ + η(θ3 − θ)τ + τ 2, ρy = η + η(η3 − η)τ + (η9 + η3 + η)τ 2 + τ 3.
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One can check that this is well-defined, i.e. ρtρy = ρty = ρyρt.

In general, a Drinfeld module does not need to be defined over a field extension of K.

However, we will not go into this more general definition. Interested readers can check the

standard references [Gos98, Tha04].

II.2: Properties of Drinfeld modules

In this section, we will outline some basic properties of Drinfeld modules.

II.2.1: Rank

The closed point ∞ ∈ X(Fq) defines a valuation v∞ on K or K, via the order of vanishing

at ∞. Since K/Fq(θ) is finite, the value group v∞(K×) is discrete. Upon normalization,

we set v∞ such that the value group v∞(K×) is Z. For a ∈ A, we define the degree of a to

be deg a := −d∞v∞(a). By abuse of notation, we sometimes talk about the degree of an

element in A, via the isomorphism A → A.
From the examples of Drinfeld modules given, one can observe that the degree of ρa, as

a polynomial in τ , is related to the degree of a, equivalently v∞(a).

Proposition II.1. ([Gos98] 4.5.1, 4.5.3) Let ρ : A → K ′{τ} be a Drinfeld module. There

is a positive integer d, which we will call the rank of ρ, such that

degτ ρa = d deg a.

Example II.2. One can check from the definition that Carlitz module II.3 is of rank 1. As

for example II.4, we have deg(t) = 2 and deg(y) = 3, so the example is also of rank 1.

Example II.3. Let 2 ∤ q, A = Fq[t], L = Fq(
√
θ). Define ρ : A → L{τ} by ρt = θ + (

√
θ +√

θ
q
)τ + τ 2. Then ρ is a rank 2 Drinfeld module.

II.2.2: Over C∞: Exponential Function and Uniformization

Historically, Drinfeld modules over C∞ were constructed as a characteristic p analogue of

elliptic curves over C, possessing a uniformization property and reduction theory. The usual

uniformization theory of elliptic curves states that all elliptic curves over C are isomorphic to

C/Λ for some lattice Λ ⊂ C, i.e. a discrete finitely-generated Z-module. Due to the topology

of C, a lattice has to be of rank 1 or 2. However this is not the case in function field. We

define an A-lattice in C∞ to be a discrete and finitely-generated A-module in C∞. A lattice
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in C∞ can be of arbitrary rank, since [C∞ : K∞] is infinite, in contrast to [C : R] = 2. Notice

that we do not require that a lattice to be cocompact in C∞, and in fact it is never going to

be the case.

We call the rank of a lattice to be its A-rank. Two lattices Λ,Λ′ ⊂ C∞ are homothetic

or isomorphic if there is c ∈ C×
∞ such that Λ = cΛ′. Given a non-zero lattice Λ ⊂ C∞, its

corresponding exponential function is defined as

expΛ(z) = z
∏′

λ∈Λ

(
1− z

λ

)
,

where the product is taken in the order of increasing |λ|. This gives a power series over

C∞, which converges for all z ∈ C∞. Since Λ is in particular an Fq-module, the exponential

function is Fq-linear, and hence the power series is a power series in zq
n
. As an endomorphism

of C∞, the exponential function expΛ has kernel Λ and is surjective. This defines an A-action
on the image C∞ via multiplication by ι(a) ∈ A in the domain.

C∞ C∞

C∞ C∞

·ι(a)

expΛ expΛ

ρa

That is, ρa(expΛ(z)) = expΛ(ι(a)z). As the notation suggests, this A-action gives a

Drinfeld module ρ : A → C∞{τ}. The rank of ρ as a Drinfeld module is the same as the

rank of Λ as a lattice.

The uniformization theorem states that given a Drinfeld module over C∞, there is an

associated exponential function and a lattice Λ ⊂ C∞, which is the kernel of the exponential

function.

Theorem II.4. ([Gos98] 4.6.7, 4.6.9) For each Drinfeld module ρ : A → C∞{τ} of rank d,

there is a power series expρ(z) ∈ C∞[[z]] such that

� expρ(z) = z +O(zq);

� for all a ∈ A,
expρ(ι(a)z) = ρa(expρ(z)).

Moreover, the kernel of expρ is an A-lattice of rank d in C∞.

II.3: Hayes modules

One application of elliptic curves is to construct abelian extensions of imaginary quadratic

number fields. Specifically, we use the torsion points of elliptic curves to construct such
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extensions, just as we use the torsion points of the algebraic group Gm to construct abelian

extensions of Q. In a similar manner, we can construct abelian extensions of all global

function fields. This was developed by Hayes in [Hay74] and [Hay79]. What he did is to

consider a specific type of rank 1 Drinfeld modules, which are later called Hayes modules.

There are lots of good expositions on this subject, for instance [Gos98, Ch. 7], [Tha04, Ch.

3], which we will closely follow in this section.

II.3.1: sign functions

To define Hayes modules, we need a way to normalize elements in A. Thus we need to

have a notion similar to the leading coefficient of a polynomial. We set K∞ to be the field

isomorphic to K∞ and containing A, extending from the isomorphism ι : A → A.

Definition II.1. A sign function is a group homomorphism sgn : K×
∞ → F×

∞ such that when

restricted to O×
K∞

, it is the same as

O×
K∞

mod ∞−→ (OK∞/(∞))× = F×
∞.

We also set sgn(0) = 0.

From the definition, we make 2 observations:

� on the group of 1-units U1 ⊂ O×
K∞

, sgn is trivial;

� the composition of sgn with the Hensel’s lift is the identity map:

F×
∞ O×

K∞
F×
∞.

Hensel’s
lift sgn

Example II.2. Let c ∈ F×
q . A list of examples for sign functions on Fq((

1
t
)) is

sgn(t) = c.

This completely determined a sign function since Fq((
1
t
))× ≃ tZ × U1 × F×

q .

When c = 1, this sign function is a generalization of the “leading coefficient of a polyno-

mial”. To illustrate, observe that

ant
n + · · ·+ a0 = (t−1)−nan(1 +O(t−1)),

and hence sgn(ant
n + · · ·+ a0) = an.

From the previous example, we can see that to give a sign function, it is equivalent to

specify a uniformizer π ∈ K∞ and give the value sgn(π).
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II.3.2: Definition of Hayes modules

Below we will fix a sign function sgn. Let ρ be a rank 1 Drinfeld module over C∞. For

a ∈ A, define µ(a) to be the leading coefficient of ρa(τ). For our purpose later, we require

by repicking ρ from its isomorphism class that µ(a) = 1 for some non-constant a. By the

equality

µ(ab) = µ(a)µ(b)q
deg a

= µ(a)q
deg b

µ(b),

µ(b) is in Fqdeg a for all b ∈ A.
By Riemann-Roch, there exists a ∈ A with v∞(a) = −n for all n ≫ 0. We can extend

µ to K∞ by setting µ(U1) = 1 for the 1-units U1 ⊂ K×
∞, and determine µ(a′) for a′ ∈ K×

∞

by having b, b′ ∈ A such that a′b = b′ modulo U1. The equality uniquely determines µ(a′)

as µ(b), µ(b′) are in a finite field over Fq, in which raising by powers of q is a bijection. By

composing µ with the Hensel’s lift F×
∞ → K×

∞, one can see easily that the composition

F×
∞

Hensel’s lift−→ K×
∞

sgn−→ F×
∞

is a map in Gal(F∞/Fq).

Definition II.3. A (Drinfeld-)Hayes module or a sgn-normalized Drinfeld module is a rank

1 Drinfeld module ρ : A → C∞{τ} such that

µ(a) = σ(sgn(a))

for some σ ∈ Gal(F∞/Fq).

Example II.4. The Carlitz module is a Hayes module with respect to sgn(t) = 1.

Example II.5. Example II.4 gives a Hayes module with respect to sgn(t) = sgn(y) = 1.

Fix sgn. Hayes modules should be thought of as a good representative in isomorphism

classes of rank 1 Drinfeld modules over C∞. This will be illustrated with class field theory

later. In particular, we can count the number of Hayes module from the number of isomor-

phism classes of rank 1 Drinfeld modules. We cite the following result from [Gos98, 7.2.15]

and [Tha04, 3.2.2].

Proposition II.6. Fix a sgn. Every rank 1 Drinfeld module over C∞ is isomorphic to some

Hayes module for sgn.

The proof is quite easy: just fix an isomorphism ρ = cρ′c−1 and examine µ(π) for ρ and

ρ′ for some uniformizer π.
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By the uniformization theorem, any rank 1 Drinfeld modules over C∞ corresponds to an

A-lattice in C∞. Since A is a Dedekind domain, any finitely-generated torsion-free A-module

is isomorphic to

Ad−1 ⊕ I

for some non-zero ideal I ⊂ A, and d is the A-rank of the module. For the rank 1 case, every

rank 1 A-lattice in C∞ is isomorphic to an A-ideal, so there are h(A) many isomorphism

classes for rank 1 Drinfeld module over C∞, where h(A) is the class number of A.

It is possible that two Hayes modules lie in the same isomorphism class. If ρ is a Hayes

module for sgn and c ∈ C×
∞, then ρ′ := c−1ρc is a Hayes module if and only if

cq
d∞−1 = 1

([Gos98, 7.2.18], [Tha04, 3.2.4]), i.e. c ∈ F×
∞. However, not all such c gives a different

Hayes module. A simple calculation shows that ρ = ρ′ if and only if cq−1 = 1, i.e. c ∈ F×
q .

Therefore, we have the following count for Hayes module.

Proposition II.7. There are h(A) · #F×
∞

#F×
q

many Hayes modules for sgn.

II.3.3: Action of ideals on Hayes modules

Let X be the set of Hayes modules with respect to (K,∞, sgn). In this subsection we will

define an action on X by ideals of A. This action by ideals will be used to relate Hayes

modules with class field theory.

Definition II.8. Let ρ be a Hayes module and I ⊂ A a nonzero ideal. We define ρI(τ) ∈
C∞{τ} to be the monic (as a polynomial in τ) element generating the (principal, see [Gos98,

Cor 1.6.3]) left ideal in C∞{τ}:
C∞{τ}

{
ρi | i ∈ I

}
(here we abuse the notation of i ∈ I ⊂ A and i ∈ A for ρi). We define D(ρI) to be the

constant term of ρI(τ).

Proposition II.9. For any Drinfeld module ρ of any rank over any field L, there is a

Drinfeld module I ∗ ρ, of the same rank over the same field, such that for all a ∈ A,

(I ∗ ρ)aρI = ρIρa.

If ρ is a Hayes module, so is I ∗ ρ.
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(See [Gos98, §4.9], [Tha04, 2.4.3(4)]. ) Let I be the group of fractional A-ideals in K.

Then ρ 7→ I ∗ ρ gives an action of I on X. It is easy to see that the action factors through

P+, the subgroup of principal ideals generated by sgn 1 elements. This is because if I = (i)

for some sgn i = 1, then ρI = ρi. What’s more interesting is that the action of I/P+ on X

is transitive and free, which can be seen by the uniformization theorem. See [Gos98, 4.9.5].

Proposition II.10. The set X is a principal homogeneous space for the group action I/P+.

II.3.4: Field of Definition and Hilbert class field

For a Hayes module ρ and a non-constant element a ∈ A, let H+ be the field generated by K

and coefficients of ρa in C∞. It turns out that H+ is independent of the choice of a ([Gos98,

Prop7.4.2], because of ρaρb = ρbρa) or ρ (because of the ideal action as illustrated in the

previous subsection), but just on the choice of ∞ and sgn. From the equations

eρ(ι(a)z) = ρa(z), logρ(ρa(z)) = ι(a) logρ(z)

and that the coefficients of z are 1 for both series, the coefficients of eρ(z) and logρ(z) are in

H+.

Let Cl+(A) be the narrow class group of A, i.e.

Cl+(A) := I/P+.

It is not hard to see that the extension H+/K is finite Galois [Gos98, Prop 7.4.3]. Once we

have taken the action of Cl+(A) on X into account, we can see that H+/K is abelian [Gos98,

Prop 7.4.4]. In fact, we have the following result.

Proposition II.11. The field extension H+/K is finite abelian with Galois group naturally

isomorphic to Cl+(A). The isomorphism between the Galois group and the class group coin-

cides with the Artin map. That is, if I is a nonzero ideal and σI ∈ Gal(H+/K) is the Artin

map associated to I, then

σIρ = I ∗ ρ

for any Hayes module ρ.

The proof is done in detail in [Tha04, §3.3] and [Gos98, §7.4]. The key step is to analyze

the Artin map σp of a prime p, and reduce modulo p. By definition of Artin map, the

map mod p is given by Frobenius. Then some reduction theory of rank 1 Drinfeld module

([Tha04, 3.3.2], [Gos98, 7.4.6]) allows us to lift the equality to the ring before modulo p.

By the same idea of reducing mod p and lifting up, we have the following result.
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Proposition II.12. The extension H+/K is unramified at all finite places of K. The

decomposition group and the inertia group at ∞ are both isomorphic to F×
∞/F×

q . The fixed

field of the decomposition group at ∞, which we denote by H, has that H/K is totally split

at ∞.

This H is the Hilbert class field of K (with respect to ∞).

As a remark, initially Drinfeld developed the class field theory of function fields using

the moduli schemes of Drinfeld modules (of rank d, with level I-structure). This can be

bypassed with more elementary tools, as illustrated by Thakur in [Tha04, Ch. 3]. Since we

will not be using the idea of moduli scheme, we have been following Thakur’s approach on

this subject.

II.3.5: Division fields and narrow ray class field

For a Drinfeld module ρ over C∞ and an ideal I ⊂ A, we define the I-torsion points of ρ to

be

ρ[I] := {z ∈ C∞ | ρi(z) = 0 for all i ∈ I}

The set ρ[I] naturally comes with an A/I-module structure given by ρ, and is isomorphic

to (A/I)rankρ as an A/I-module. For ρ a Hayes module, define K(ρ[I]) to be the extension

of H+ generated by ρ[I]. By a similar argument of H+/K is Galois from the group action

of I/P+ on X, the extension K(ρ[I])/K is Galois and abelian, and that Gal(K(ρ[I])/K) is

a subgroup of the narrow ray class group

Cl+(I) := I(I)/P+
I ,

where I(I) is the group of fractional ideals prime to I, and P+
I is the group of principal

ideals generated by elements of sgn 1 and congruent to 1 modulo I.

Proposition II.13. ([Tha04, §3.6], [Gos98, §7.5]) The Galois group Gal(K(ρ[I])/K) is

isomorphic to Cl+(I) with the isomorphism given by the ideal action as above. In particu-

lar, the Galois group Gal(K(ρ[I])/H+) is isomorphic to (A/I)×. The extension K(ρ[I])/K

is unramified at places away from I,∞. The decomposition and inertia groups at ∞ for

K(ρ[I])/K is isomorphic to F×
∞.

We say λ is a primitive I-torsion point of ρ if λ ∈ ρ[I] and λ /∈ ρ[J ] for any J ⊋ I. Over

Q, the narrow ray class field modulo n∞ is the cyclotomic field Q(ζn), generated by one

(and any) primitive n-torsion point of Gm. This is the same over function fields.
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Proposition II.14. ([Tha04, 3.6.2], [Gos98, 7.5.15]) Fix a primitive I-torsion point λ.

Then

K(ρ[I]) = K(λ).

II.4: Shtuka and shtuka function

Shtuka is a generalization of Drinfeld module that Drinfeld constructed to prove the Lang-

lands correspondence for GL2 in function field. Roughly speaking, a shtuka is a set of

quasi-coherent modules together with some linking maps such that the cokernels satisfy

certain properties. At first glance, this geometric object has nothing to do with Drinfeld

modules at all. Drinfeld made a clever observation that gives an equivalence between such

sets of sheaves and (classes of) functions into ring of twisted polynomials, of which Drinfeld

module is a particular instance. See [Dri77], [Dri87], [Mum77], [Gos98, §6.2], [Tha04, §7.8].

Since we are primarily interested in Hayes module, which is in particular of rank 1, for

our purpose we do not need the full generality of shtuka. In the rank 1 case, Thakur [Tha93]

observed that a shtuka boils down to a point ∞ ∈ X(C∞) and a divisor V , called a Drinfeld

divisor, which is a solution to an equation involving Frobenius. From a Drinfeld divisor and

a fixed choice of sign function, one can fix a meromorphic function called a shtuka function.

It turns out that the set of shtuka functions and the set of Hayes modules are in bijective

correspondence.

In this section, we will show how to construct a Drinfeld divisor from a curve and then

a shtuka function upon fixing a sign function. We will also see the correspondence between

shtuka functions and Hayes modules. As an application, we will see how we can express the

exponential and logarithm series of a Hayes module in terms of the corresponding shtuka

function.

II.4.1: Drinfeld vanishing lemma

The correspondence that Drinfeld showed in [Dri77, Prop 2] or [Mum77] relies heavily on

a vanishing lemma, see [Dri77, Remark after Prop 3], [Gos98, 6.2.3]. In the rank 1 case,

Thakur [Tha93, 0.3.1] restated this lemma can be stated in simpler terms, which we will go

through in this subsection.

We begin by fixing some notations. We continue to use X, A, A, etc in the same way

as before. Recall that g is the genus of X. Let L be an algebraically closed field containing

and transcendental over Fq, X = XL := X ×Fq SpecL, X(L) the L-closed points of X, and

∞ ∈ X(L) a point (out of the d∞ many choices) above ∞ ∈ X(Fq). One can think of

L = C∞ for simplicity.
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For a point P or a divisor V on X or X, we define P (1), V (1) to be the Frobenius twist of

the point and the divisor. If we have an affine open model of the curve, the Frobenius twist

is the same as raising q-th power to each coordinate.

Lemma II.1 (Drinfeld vanishing lemma, rank 1). [Tha93, 0.3.1] Let ξ, η ∈ X(L). Suppose

V is a divisor of X of degree g and f is a meromorphic function on X such that

div(f) = V (1) − V + (ξ)− (η).

If ξ ̸= η(s−1) for all |s| < g, then

H0(X,OX(V − η(−1))) = H1(X,OX(V − η(−1))) = 0.

Proof. If g = 0, then both OX(V − (η(−1))) and ωX ⊗OX(−V +(η(−1))) have degree −1 < 0,

so both of these cohomology groups vanish.

Now suppose g > 0. For each i ∈ Z, define Vi inductively by

V0 := V − (η(−1)), Vi+1 := Vi + (η(i−1)).

In particular, deg Vi = g − 1 + i. Set Li := OX(Vi).

We would like to show that h0(X,L0) = h1(X,L0) = 0. By Riemann-Roch, the Euler

characteristic χ(X,L0) = g − 1 + 1− g = 0, so it suffices to show that h0(X,L0) = 0.

Consider the following set

S := {1− g ≤ s ≤ g | h0(X,Ls) = h0(X,Ls−1) + 1}.

Since degL−g = −1 < 0, we have h0(X,L−g) = 0. Also since degLg = 2g − 1, we have

deg(ωX ⊗L−1
g ) = (2g− 2)− (2g− 1) = −1. Thus by Serre duality, h1(X,Lg) = h0(X,ωX ⊗

L−1
g ) = 0. Hence h0(X,Lg) = χ(X,Lg) = g. Since it is always true that h0(X,Ls) ≤

h0(X,Ls−1) + 1, the cardinality of S is g. We will show that S = {1, 2, . . . , g}, and thus

h0(X,L0) = h0(X,Lg)− g = 0.

Suppose we have an integer s ∈ S and s < g. We will show that s+1 ∈ S. By definition

of S, we can find a global section e ∈ H0(X,Ls) that does not come from H0(X,Ls−1). In

terms of poles and zeros, e ∈ H0(X,Ls) means e has zeros and potential poles described by
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V , and adjusted by
at most another pole / one less zero at η(i) for i = 0, 1, . . . , s− 2, if s > 1

at least another zero / one less pole at η(i) for i = −1,−2, . . . ,−(1− s), if s < 1

(no adjustment) if s = 1.

And e /∈ H0(X,Ls−1) means that e does have another pole / one less zero at η(s−2), compared

to the description from V .

Now consider the zeros and pole of fe(1). By multiplying by f , the potential poles of e(1)

at V (1) got canceled, while the potential poles at V are given back. It also adds a pole at

η(0) and a zero at ξ. By assumption, ξ ̸= η(s) for |s| < g, so the new zero does not cancel

with the poles at η(i) which we have been keeping track of. Together, fe(1) has zeros and

potential poles described by V , and adjusted by
at most another pole / one less zero at η(i) for i = 0, 1, . . . , s− 1, if s > 1

at least another zero / one less pole at η(i) for i = −1,−2, . . . , s, if s < 1

(no adjustment) if s = 1.

This shows that fe(1) ∈ H0(X,Ls+1). Also fe(1) does have another pole / one less zero at

η(s−1), so fe(1) /∈ H0(X,Ls). Thus s+1 ∈ S for all s ∈ S with s < g. Since #S = g, we can

conclude by induction that S = {1, 2, . . . , g}, and hence we have the desired result.

Corollary II.2. [Tha93, 0.3.3] Let ξ, η ∈ X(L).

1. Suppose that for all |s| < g, we have ξ ̸= η(s−1). Then for all effective divisor V of

degree g on X such that V (1) − V + (ξ) − (η) is principal, the points η(−1) and ξ are

not in the support of V .

2. Suppose that for all |s| < g, we have ξ ̸= η(s). Then for all effective divisor V of degree

g on X such that V (1) − V + (ξ)− (η) is principal, the support of V does not contain

any Fq-rational point.

3. Let d < g be a non-negative integer. Suppose that for all |s| < g, we have ξ ̸=
η(g−d+s−1). Then for all effecitve divisor W of degree d on X, W (1) − W + (ξ) − (η)

cannot be principal.

Proof. 1. Let V be such a divisor. By Drinfeld vanishing lemma II.1, the global section

H0(X,OX(V − (η(−1)))) = 0. Since scalars are global sections to all effective divisors,

16



this shows that V − (η(−1)) is not effective. To see that ξ is not in the support of V ,

suppose the contrary, and let V ′ = V − (ξ) + (η). Then V ′ is effective of degree g, and

V ′(1) − V ′ + (ξ(1))− (η(1)) = V (1) − V + (ξ)− (η)

is principal. Since ξ(1) ̸= (η(1))(s−1) for all |s| < g, this gives a contradiction to the fact

that η(1−1) should not be in the support of V ′.

2. Let V be such a divisor, and suppose for contradiction that µ is a rational point in the

support of V . Let V ′ = V − (µ) + (η). Then V ′ is effective of degree g, and

V ′(1) − V ′ + (ξ)− (η(1)) = V (1) − V + (ξ)− (η)

is principal. Since ξ ̸= (η(1))(s−1) for all |s| < g and η(1−1) is in the support of V ′, this

contradicts with (a).

3. For sake of contradiction, let d < g and W be an effective divisor of degree d with

W (1) −W + (ξ)− (η) principal. Let

V =

W + (η) + (η(1)) + · · ·+ (η(g−d−2)) + (ξ(−1)) if d < g − 1;

W + (η) if d = g − 1.

Then V is an effective divisor of degree g and

V (1) − V + (ξ(−1))− (η(g−d−1)) for d < g − 1

V (1) − V + (ξ)− (η(1)) for d = g − 1

is principal and has η(g−d−2) or η in its support, contradicting (a).

For any point ξ ∈ X(L) transcendental over Fq, one can show, by using the isomorphism

of the degree-zero Picard group and the Jacobian variety of X, of the following.

Proposition II.3. There exists an effective divisor V of degree g on X such that

V (1) − V + (ξ)− (∞(1))

is principal.

Proof. We will first ignore the degree and effective requirement and construct a divisor

satisfying the equation. Then we adjust V to have degree g, and finally make it effective.
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Via the isomorphism Jac(X) ≃ Pic0(X), we transfer the problem to solving an equation

on the abelian variety Jac(X). The endomorphism Id− Frob on the abelian variety Jac(X)

has finite kernel, namely Pic0(X)(Fq), the Fq-points of the abelian variety. Hence Id− Frob

is an isogeny, and thus surjective. As a result, there is a degree 0 divisor V such that V −V (1)

is linearly equivalent to (Ξ)− (∞(1)), as desired.

We then proceed to increase the degree of V . By [Har13, Exercise V.1.10],

#X(Fqm) = 1− a+ qm, where |a| ≤ 2g
√
qm.

In particular, #X(Fqm) ≥ 1 for all m ≫ 0. Fix such an m and let ζ1 ∈ X(Fqm) and

ζ2 ∈ X(Fqm+1), and define

D := (ζ2) + (ζ
(1)
2 ) + · · ·+ (ζ

(m)
2 )− (ζ1)− (ζ

(1)
1 )− · · · − (ζ

(m−1)
1 ).

By definition, degD = 1, and D(1) −D = 0. By adding g copies of D to the divisor we got

previously, we get a degree g divisor V with V (1) − V + (ξ)− (∞(1)) principal.

Finally, we attempt to make V effective by removing its poles. By Riemann-Roch, the

Euler characteristic χ(X,OX(V )) = 1. In particular, h0(X,OX(V )) ≥ 1. Let h be a nonzero

global section of OX(V ). By definition,

V + div(h) ≥ 0.

By construction,

[V + div(h)](1) − [V + div(h)] + (ξ)− (∞(1)) = div

(
fh(1)

h

)
,

where

div(f) = V (1) − V + (ξ)− (∞(1)).

So V + div(h) is an effective divisor of degree g satisfying the desired assumption.

Let L = C∞ and Ξ be the point in X(C∞) corresponding to the map

A ≃→ A ↪→ C∞.

In terms of coordinates, we are corresponding the variables of A to A.

Example II.4. For X = P1 and A = Fq[t], the point Ξ is the point having the coordinate
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t = θ in X(C∞).

We can now define a Drinfeld divisor.

Definition II.5. We define a Drinfeld divisor (with respect to ∞) to be an effective divisor

V of degree g such that

V (1) − V + (Ξ)− (∞(1))

is principal.

By the proposition above, a Drinfeld divisor exists. One then naturally asks whether it

is unique, or if not, is there a classification for such divisors. This question is answered with

the help of Drinfeld vanishing lemma II.1.

Proposition II.6. (a) Drinfeld divisor is unique in its divisor class. That is, if V1, V2 are

Drinfeld divisors such that V1 − V2 = div(h) for some meromorphic function h on X,

then V1 = V2.

(b) Upon fixing ∞, there are #Pic(X)(Fq) many Drinfeld divisors on X.

Proof. (a) Since Ξ is transcendental and ∞(1) is algebraic over Fq, we have Ξ ̸= ∞(1+s) for

any s. By Drinfeld vanishing lemma II.1,

h0(X,OX(Vi)) = 1

for i = 1, 2. Since Vi are effective, all scalars are in H0(X,OX(Vi)), so in fact the

global sections are just C∞ from the dimension. Finally, multiplication by h defines

an isomorphism

H0(X,OX(V1)) → H0(X,OX(V2)),

so h must be in C×
∞. This shows that V1 = V2.

(b) If V1, V2 are two Drinfeld divisors, then V
(1)
1 − V

(1)
2 is linearly equivalent to V1 − V2.

Hence V1−V2 is in Pic0(X)(Fq). Since each divisor class can have at most one Drinfeld

divisor, we have at most Pic0(X)(Fq) many Drinfeld divisors.

The existence of a Drinfeld divisor in each divisor class comes from the construction of

Drinfeld divisor in Proposition II.3: in the construction we first pick a divisor V such

that V − V (1) is linearly equivalent to (Ξ)− (∞(1)). Recall from the proof that such a

V exists because the map Id− Frob on Pic0(X) is an isogeny. This isogeny has kernel

Pic0(X)(Fq). If D ∈ Pic0(X)(Fq) and we replace V by V ′ := V +D and proceed with

the construction, one can see by examining the proof that:
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� at the second step (making the divisor of degree g), we can change our divisor

from step 1 by a fixed divisor; hence the divisor class of the resulting degree g

divisor we obtain from V ′ will be of a different divisor class compared to that we

obtain from V ;

� at the third step (making the divisor effective), we are adding div of a meromorphic

function, thus not changing the divisor class.

Therefore, the Drinfeld divisors we get by using V ′ is of a different divisor class from

the Drinfeld divisor we get by using V . This shows that we have at least Pic0(X)(Fq)

many Drinfeld divisors.

The above calculation shows some evidence of the relation between Drinfeld divisors

and Hayes modules. Recall that there are h(A) · #F×
∞

#F×
q

= #Pic0(X)(Fq) · d∞ · #F×
∞

#F×
q

many

Hayes modules with respect to a fixed sgn for ∞. Among them, every
#F×

∞
#F×

q

of them lie

in the same isomorphism class, so there are actually #Pic0(X)(Fq) · d∞ many isomorphism

classes of Hayes module with respect to a fixed sgn. On the Drinfeld divisors’s end, there

are #Pic0(X)(Fq) many Drinfeld divisors for each choice of ∞, and there are d∞ many such

choices. This is the rank 1 instance of Drinfeld’s shtuka correspondence. We will make this

precise soon by constructing Hayes modules from Drinfeld divisors.

II.4.2: s̃gn

Fix ∞ ∈ X(C∞) and a Drinfeld divisor V . Out of the principal divisor class V (1)−V +(Ξ)−
(∞(1)), we want to pick a good choice of meromorphic function representing the class. For

meromorphic functions over X, we have the notion of a sign function to help us pick a choice

of a function, coming from the idea of picking a monic polynomial out of a principal ideal.

We will extend this idea to X. This motivates us to extend the notion of a sign function sgn

to X. We will do this generally for XL, where L is any field containing Fq.

Recall that fixing a sign function sgn is equivalent to assigning the value sgnπ ∈ F×
∞ for

a uniformizer π at ∞. Fix such a uniformizer π ∈ K∞. To extend sgn to Frac(L ⊗ A), the
function field of XL, first fix a closed point ∞ ∈ X(L) above ∞. We have that π ∈ K ↪→
Frac(L⊗ A) is a uniformizer at ∞. In the completion (Frac(L⊗ A))∞ ≃ L((π)), a function

G ∈ Frac(L⊗ A) has an expansion

G =
∞∑

n=−m

anπ
n,
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with an ∈ L and a−m ̸= 0. We define

s̃gn : Frac(L⊗Fq A) → L

by s̃gn(G) := a−m(sgnπ)
−m. The multiplication is defined since L, being algebraically closed,

contains F∞.

Example II.7. Suppose A = Fq[t], sgn defined by sgn(1/t) = 1, L = C∞. Then s̃gn(θt+1) =

θ. In this example, s̃gn is extending sgn to broader coefficients.

Example II.8. If v∞(F ) = 0 for a function F in the function field of X, then s̃gnF = F

(mod ∞) = F |∞, just by unwinding the definition of s̃gn.

II.4.3: Shtuka function

In this subsection, we will construct the meromorphic functions we have been preparing for,

called the shtuka function. Fix an ∞, a Drinfeld divisor V , and a sign function sgn.

Definition II.9. A shtuka function corresponding to the datum (∞, V, sgn) is a meromorphic

function f on X(C∞) such that

div(f) = V (1) − V + (Ξ)− (∞(1)),

and

s̃gn(ff (1) · · · f (d∞−1)) = 1.

From the definition, we can see that a datum (∞, V, sgn) defines a shtuka function f up

to a
qd∞ − 1

q − 1
-th root of unity.

Remark II.10. This definition / normalization of shtuka function is different from the

original one of Thakur [Tha93]. This observation can be found in [ANDTR17, Remark 2.3].

With the initial normalization, we cannot obtain a Hayes module from Thakur’s construction

in [Tha93, 0.3.5]. See Remark II.15.

We first assert that if we pick a different datum, we will get a different shtuka function.

By “different”, we mean that they do not simply differ by a
qd∞ − 1

q − 1
-th root of unity. In

fact, the divisors of the two shtuka functions obtained would need to be different.

Proposition II.11. If (V1,∞1) and (V2,∞2) are two different Drinfeld divisors, then in

Div(X),

V
(1)
1 − V1 + (Ξ)− (∞(1)

1 ) ̸= V
(1)
2 − V2 + (Ξ)− (∞(1)

2 ).
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In particular, two different data (V1,∞1, sgn1), (V2,∞2, sgn2) cannot share the same shtuka

function.

Proof. Suppose (V1,∞1), (V2,∞2) are two Drinfeld divisors with

V
(1)
1 − V1 + (Ξ)− (∞(1)

1 ) = V
(1)
2 − V2 + (Ξ)− (∞(1)

2 ).

Since V1, V2 are effective, the zeros of the divisor above are given by

V
(1)
1 + (Ξ) = V

(1)
2 + (Ξ).

Hence V1 = V2. Looking at the poles, we have that ∞1 = ∞2.

Now if (V1,∞1, sgn1) and (V2,∞2, sgn2) gives the same shtuka function f (up to a
qd∞ − 1

q − 1
-th root of unity), then V1 = V2 and ∞1 = ∞2. The shtuka function is then

determined up to a scalar. Since different choices of a
qd∞ − 1

q − 1
-th roots of unity gives the

same product ff (1) · · · f (d∞−1), this forces sgn1 = sgn2.

We can then obtain a count of shtuka function upon fixing X, ∞ and sgn. As we can

see, this is exactly the same as the number of Hayes modules for (X,∞, sgn).

Proposition II.12. Given X, ∞ and sgn, there are #Pic0(X)(Fq) · d∞ · q
d∞ − 1

q − 1
many

shtuka functions.

II.4.4: Shtuka function and Hayes module

Let f be a shtuka function associated to (V,∞, sgn). We are going to construct a Hayes

module from the shtuka function f . We first establish an C∞-basis for Γ(X −∞,OX(V )).

Proposition II.13. The set

1, f, ff (1), ff (1)f (2), . . .

gives an C∞-basis for the vector space Γ(X −∞,OX(V )).

Proof. We reuse the notation Li := OX(Vi) from the proof of Drinfeld vanishing lemma II.1.

By the same lemma, h1(X,OX(V − ∞)) = 0. Hence h1(X,Ln) ≤ h1(X,L0) = 0 for all

n ≥ 0, and thus h0(X,Ln) = χ(X,Ln) = n for all n ≥ 0.

Points in X(C∞) above ∞ are precisely {∞(j)}0≤j≤d∞−1. Hence every function in Γ(X −
∞,OX(V )) lies in H0(X,Ln) for some n ≫ 0. By the proof of Drinfeld vanishing lemma,
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we have that

Ln = Ln−1 + fL(1)
n−1 for n ≥ 1,

and Ln/Ln−1 is of rank 1 with fe(1) being a basis for some e ∈ Ln−1 − Ln−2. By induction,

1, f, ff (1), . . . , ff (1) · · · f (n−1)

is a C∞-basis for H0(X,Ln+1) for all n ≥ 0. Take n → ∞, we have

1, f, ff (1), ff (1)f (2), . . .

being a C∞-basis for Γ(X −∞,OX(V )).

For each a ∈ A, we have a ∈ Γ(X −∞,OX) ⊂ Γ(X −∞,OX(V )). Define ρa,j ∈ C∞ by

a =
∑
j

ρa,jff
(1) · · · f (j−1).

By considering poles of a at each ∞(i), we can see that the largest j such that ρa,j ̸= 0 is

j = deg a. We define ρ : A → C∞{τ} by

ρa :=

deg a∑
j=0

ρa,jτ
j

is the Hayes module for sgn associated to (V,∞). To see that this is a Hayes module, it is

clear that it is Fq-linear, nontrivial (i.e. ρa ̸= a(Ξ) for some (hence all) non-constant a), has

the correct degree as a polynomial of τ , and also has the correct top coefficient, see Remark

II.15 below. To see that this is multiplicative, one needs to look at the action of A on the

vector space Γ(X −∞,OX(V )) more carefully.

With this, we can then state the shtuka correspondence for rank 1.

Proposition II.14 (Shtuka correspondence, rank 1 version). Fix (X,∞, sgn). The set of

(V,∞) is in bijective correspondence to the set of isomorphism classes of Hayes modules.

Moreover, the set of shtuka functions for (X,∞, sgn) (resp., (∞, V, sgn)) is in bijective cor-

respondence to the set of Hayes module for the same respective datum, with the Hayes module

for f as constructed above.

Remark II.15. We need

s̃gn(ff (1) · · · f (d∞−1)) = 1
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instead of

s̃gn(f) = 1

to ensure that we get the correct leading coefficient in ρa(τ). First of all, having s̃gn(f) = 1

does not guarantee s̃gn(ff (1) · · · f (d∞−1)) = 1. There is basically no way to calculate s̃gn(f (1))

from s̃gn(f). This is because the Frobenius twist does not interact well with an infinite series

at ∞, i.e. we cannot obtain a local expansion at ∞ from Frobenius twisting an existing one.

In fact, s̃gn(f (1)) can be transcendental over Fq while s̃gn(f) = 1! See Example VII.1.4 for

such an example.

However, we do have that

s̃gn(h(d∞)) = (s̃gn(h))(d∞)

for any function h on X, since Frobenius twisting an expansion at ∞ by d∞ times does give

an appropriate expansion at ∞. In particular, if

s̃gn(ff (1) · · · f (d∞−1)) = 1,

then

s̃gn(ff (1) · · · f (md∞−1)) = 1

for all positive integers m.

To ensure that we obtain a Hayes module in the above construction, we need the top

coefficient ρa,deg a to be sgn a. We can see that this is satisfied by considering the poles at

∞(1) and taking s̃gn for the equation

a =

deg a∑
j=0

ρa,jff
(1) · · · f (j−1).

Since deg a is divisible by d∞, by the above discussion we have that

s̃gn(ff (1) · · · f (deg a−1)) = 1.

So via taking s̃gn, we have sgn a = ρa,deg a.

II.4.5: Exponential and Logarithm of Hayes modules in terms of shtuka function

An application of shtuka function, found by Thakur and Anderson [Tha93], is that we are

able to write the exponential and logarithm series associated to a Hayes module ρ in terms
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of shtuka function.

Theorem II.16. [Tha93, 0.3.6]

eρ(z) =
∞∑
n=0

1

f · · · f (n−1)

∣∣∣∣
Ξ(n)

zq
n

.

In particular, the coefficients in the series are finite.

Proof. From

div(f) = V (1) − V + (Ξ)− (∞(1)),

we have

div(ff (1) · · · f (n−1)) = V (n) − V +
n−1∑
i=0

(Ξ(i))−
n−1∑
i=0

(∞(i+1)).

By Corollary II.2, Ξ is not in the support of V . Hence Ξ(n) is not in the support of V (n).

This shows that ff (1) · · · f (n−1) does not vanish at Ξ(n), hence the coefficients of the series

are defined.

To see that the series is indeed the exponential series for ρ, we need to check that it

satisfies the two defining properties of exponential function:

� coefficient of z is 1;

� functional equation: eρ(a|Ξ · z) = ρa(eρ(z)); note that a|Ξ is the same as ι(a) by

definition of Ξ.

The first condition is clear as we have an empty product on the right when n = 0. The

proof of the second condition uses the equality

a =

deg a∑
j=0

ρa,jff
(1) · · · f (j−1).

By dividing this by ff (1) · · · f (n−1) and evaluating at Ξ(n), we have

a

ff (1) · · · f (n−1)

∣∣∣∣
Ξ(n)

=

min(deg a,n)∑
j=0

ρa,j
1

f (j) · · · f (n−1)

∣∣∣∣
Ξ(n)

.
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Hence

eρ(a|Ξz) =
∞∑
n=0

1

f · · · f (n−1)

∣∣∣∣
Ξ(n)

(a|Ξz)q
n

=
∞∑
n=0

a

f · · · f (n−1)

∣∣∣∣
Ξ(n)

zq
n

=
∞∑
n=0

min(deg a,n)∑
j=0

ρa,j
1

f (j) · · · f (n−1)

∣∣∣∣
Ξ(n)

 zq
n

=
∞∑
n=0

min(deg a,n)∑
j=0

ρa,j

(
1

f · · · f (n−j−1)

∣∣∣∣
Ξ(n−j)

zq
n−j

)qj

=

deg a∑
j=0

ρa,j

(
∞∑

m=0

1

f · · · f (m−1)

∣∣∣∣
Ξ(m)

zq
m

)qj

= ρa(eρ(z)).

As for the logarithm series, Anderson described the coefficients in terms of the residue of

a differential form. We will first get our hand on such a differential form.

Proposition II.17.

h0(X,Ω1
X
(−V + (∞) + (∞(−1)))) = 1

Proof. We will first show that the first cohomology of Ω1
X
(−V + (∞) + (∞(−1))) vanishes.

Since X is a curve, the canonical bundle ωX is by definition the sheaf of differential Ω1
X
. By

Serre duality,

H1(X,ωX(−V + (∞) + (∞(−1)))) ≃ H0(X,OX(V − (∞)− (∞(−1)))).

The latter embeds into H0(X,OX(V − (∞))), which is 0 by Drinfeld vanishing lemma II.1.

We can then compute the h0 by Riemann-Roch. We have that degωX(−V + (∞) +

(∞(−1)) = 2g − 2− g + 2 = g. Therefore,

h0(X,ωX(−V + (∞) + (∞(−1)))) = χ(X,ωX(−V + (∞) + (∞(−1)))) = g + 1− g = 1.

Lemma II.18. Let ω′ ∈ H0(X,Ω1
X
(−V + (∞) + (∞(−1)))) be nonzero. Then

ω′(1)

f
has a

simple pole at Ξ and ∞, with no other pole.
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Proof. By definition of ω′ and f , we have that

ω′(1)

f
∈ H0(X,Ω1

X
(−V + (Ξ) + (∞))),

so ω′(1)/f has at worst simple poles at Ξ and ∞. We will first show that ω′/f has a simple

pole at ∞.

Let k = ord∞(−1) V . Since ω′ ∈ H0(X,Ω1
X
(−V + (∞) + (∞(−1)))), we know that

ord∞(−1) ω′ ≥ k−1 when d∞ > 1. By Serre duality, H0(X,Ω1
X
(−V +(∞))) ≃ H1(X,O1

X
(V −

(∞)))), which is 0 by Drinfeld vanishing lemma II.1. This shows that

ord∞(−1) ω′ = ord∞(−1)

(
V − (∞)− (∞(−1))

)
Hence,

ord∞(−1) ω′ =

k − 1 if d∞ > 1

−2 if d∞ = 1.

To see the calculation for d∞ = 1, notice that ∞ = ∞(−1), and recall that ∞ is not in the

support of V by corollary II.2.

Now we look at ord∞ f . Once again, ∞ is not in the support of V . By studying the

equation

div(f) = V (1) − V + (Ξ)− (∞(1)),

we have

ord∞ f =

ord∞ V (1) = k if d∞ > 1;

−1 if d∞ = 1.

For d∞ = 1, the pole comes from ∞(1) = ∞. Combining these, we obtain that

ord∞
ω′(1)

f
= −1.

Since a differential cannot have only a simple pole and be holomorphic elsewhere, ω′(1)/f

must also have a simple pole at Ξ.

Definition II.19. Define ω = ω(V ) to be the element in H0(X,Ω1
X
(−V + (∞) + (∞(−1))))

such that

ResΞ
ω(1)

f
= 1.

By Residue theorem, we have the following equivalent definition: ω = ω(V ) is the unique
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element in H0(X,Ω1
X
(−V + (∞) + (∞(−1)))) such that

Res∞
ω(1)

f
= −1.

With ω, we can now derive a concrete series expansion of logρ(z) in terms of some residues.

Theorem II.20. [Tha93, 0.3.8] (see also [Tha20]) We have that

logρ(z) =
∞∑
n=0

ResΞ
ω(n+1)

ff (1) · · · f (n)
zq

n

.

Proof. We will show that eρ(above series) = z. Expand the left side with the series expansion

of eρ in Theorem II.16.

eρ

(∑
n≥0

(
ResΞ

ω(n+1)

f · · · f (n)
zq

n

))

=
∑
m≥0

(
1

ff (1) · · · f (m−1)

∣∣∣∣
Ξ(m)

)∑
n≥0

(
ResΞ

ω(n+1)

f · · · f (n)
zq

n

)qm

=
∑
m≥0

∑
n≥0

(
1

ff (1) · · · f (m−1)

∣∣∣∣
Ξ(m)

)(
ResΞ(m)

ω(m+n+1)

f (m) · · · f (m+n)

)
zq

m+n

=
∑
m≥0

∑
n≥0

(
ResΞ(m)

ω(m+n+1)

ff (1) · · · f (m−1)f (m) · · · f (m+n)

)
zq

m+n

=
∞∑
k=0

(
k∑

m=0

(
ResΞ(m)

ω(k+1)

f · · · f (k)

))
zq

k

By definition of ω, we have that

div
ω(k+1)

ff (1) · · · f (k)
≥ −(∞(k+1))− (∞(k)) + V +

k∑
n=0

(
(∞(n+1))− (Ξ(n))

)
.

In particular, for k ≥ 1, the differential
ω(k+1)

ff (1) · · · f (k)
only has poles at Ξ, . . . ,Ξ(k). Therefore,

the above coefficients of zq
k
are 0 for k ≥ 1. At k = 0, the coefficient is 1 by definition of ω,

completing the proof.

Remark II.21. The definition of ω stated in [Tha93, 0.3.7] and [Gos98, §7.11] specifies that
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ω has a double pole at ∞. When d∞ > 1, the author finds that differential

ω(k+1)

ff (1) · · · f (k)

has a simple pole at ∞(k+1) for 1 ≤ k < d∞, which is undesired. To fix this, Thakur has

found that we should have the poles of ω at ∞ and ∞(−1) instead. See [Tha20, (14)].
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CHAPTER III

Ramifying Hyperelliptic Curves

For elliptic curves, Thakur [Tha92, Theorem V] gave an integral expression for the shtuka

function f , and Green and Papanikolas [GP18, Corollary 3.5] gave a simplified expression

for logarithm series. We will show that such expressions also exist for a certain class of

curves, ramifying hyperelliptic curves. We will first define such curves, and then write down

the shtuka function f and the differential ω for these curves explicitly. This will allow us to

express the logarithm series for such curves in a similar fashion as the elliptic curves.

III.1: Definition for Ramifying Hyperelliptic Cruves

Definition III.1. A ramifying hyperelliptic curve over Fq is a hyperelliptic curve X of

genus g over Fq, together with a rational point ∞ ∈ X(Fq), such that the affine open

A := Γ(X −∞,OX) has a model

A = Fq[t, y]/(y
2 + F2(t)y − F1(t)),

with F1, F2 ∈ Fq[t], F1 monic of degree 2g + 1, F2 of degree at most g.

Since X is a hyperelliptic curve, the genus g is at least 2. Note that if we allow g = 1,

then the above model is the usual Weierstrass model of an elliptic curve.

The word “ramifying” signifies that the place ∞ ramifies in the extension K/Fq(t), where

K is, as in the previous chapter, the function field of X. We denote by F (t, y) the polynomial

y2 + F2(t)y − F1(t).

We set A := Fq[θ, η]/F (θ, η), and the isomorphism ι : A → A by ι(t) = θ, ι(y) = η.

Example III.2. Let A = F2[t, y]/(y
2 + y − (t5 + t3 + 1)). Then A is the affine open of a

ramifying hyperelliptic curve of genus 2.
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III.2: Degree and Sign on Ramifying Hyperelliptic Curves

Since we have a good model of A , we can describe the degree and sign functions from the

last chapter more explicitly. The degree function is defined by deg a = −d∞v∞(a). Since ∞
is a rational point, d∞ = 1. From the equation y2 + F2(t)y − F1(t), we can calculate that

deg t = 2, deg y = g, and that tg/y is a uniformizer at ∞.

As for a sign function, we want to extend from the notion of “leading coefficient”. Because

of the equation y2 + F2(t)y − F1(t), the set {ti, yti}i≥0 is an Fq-basis for A. Using the above

explicit description of degree, we can see that every term in this basis has a unique degree.

As a result, we can call the “leading coefficient” of any nonzero a ∈ A to be the coefficient

of the highest degree term with respect to this basis. We fix a sign function

sgn : K∞ → Fq

by defining sgn a to be the leading coefficient of a in the above sense if a ̸= 0, and sgn 0 = 0,

and extend to K∞. In particular, we have that sgn t = sgn y = 1.

Since d∞ = 1, other sign functions are obtained by fixing sgn(tg/y) as another element

in F×
q , or more explicitly sgn t = c2, sgn y = cg for some c ∈ F×

q . For the rest of this thesis,

we will stick with our “leading coefficient” sign function for simplicity, but everything in the

thesis works for any other sign function.

The ring C∞ ⊗Fq A also has {ti, yti}i≥0 as a C∞-vector space. We can extend sgn to

s̃gn : C∞ ⊗Fq A → C∞

also by taking the leading coefficient with respect to the basis.

III.3: Shtuka function for Ramifying Hyperelliptic Curves

The expression of shtuka function f for elliptic curves given by [Tha92, Theorem V] is very

integral, in the sense that it has a “monic” numerator and denominator, and that all zeros

of the numerator and denominator are integral. We will make this precise and generalize

this to ramifying hyperelliptic curves.

Proposition III.1. There exist polynomials δ,Q ∈ OH [t] in t such that:

1. δ is monic of degree g, and Q is of degree at most g;

2. setting

ν = y − η −Q(t),
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the shtuka function f has a presentation

f =
ν

δ
;

3. s̃gn(ν) = s̃gn(δ) = 1;

4. in the affine model X −∞ with coordinate ring C∞ ⊗Fq A, the coordinates of the zeros

of ν and δ are integral over OH .

The proof is by long division, as in the proof of [Tha92, Theorem V].

Proof. The shtuka correspondence of Hayes modules from chapter II tells us that

t = θ + ρt,1f + ff (1),

y = η + ρy,1f + ρy,2ff
(1) + · · ·+ ff (1) · · · f (2g).

Rearranging, we get

(θ − t) + ρt,1f + ff (1) = 0,(1)

(η − y) + ρy,1f + ρy,2ff
(1) + · · ·+ ff (1) · · · f (2g) = 0.(2)

The long division starts as follows:

(1) apply Frobenius twist to the equation (1) by 2g − 1 times,

(2) multiply by −ff (1) · · · f (2g−2),

(3) add equation (2).

That is, we have (2)− ff (1) · · · f (2g−2) · ((1)(2g−1)):

(3) (η − y) + · · ·+ ρy,2g−2ff
(1) · · · f (2g−3)

+ (ρy,2g−1 − (θ(2g−1) − t))ff (1) · · · f (2g−2) + (ρy,2g − ρ
(2g−1)
t,1 )ff (1) · · · f (2g−1) = 0.

Continue with process of long division to get equation (4) out of equations (1), (3), to get

equation (5) out of equations (1), (4), etc.

Claim: For 3 ≤ n ≤ 2g + 1, after n − 2 steps in the long division, equation (n) is of

the form

(n) (η − y) + · · ·+ ρy,2g−n+1ff
(1) · · · f (2g−n)

+ Pn(t)ff
(1) · · · f (2g−n+1) +Qn(t)ff

(1) · · · f (2g−n+2) = 0,
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where Pn(t), Qn(t) are polynomials in OH [t] of degree (in t).

Moreover, when n is odd we have that Pn is monic with degt Pn(t) =
n− 1

2
, and

degtQn(t) < degt Pn(t). When n is even we have that Qn is monic with degtQn(t) =
n− 2

2
,

and degt Pn(t) ≤ degt Qn(t).

Proof of Claim: This claim can be seen by induction. For the base case n = 3, we

have that P3(t) = ρy,2g−1 − (θ(2g−1) − t), and Q3(t) = ρy,2g − ρ
(2g−1)
t,1 . In particular, P3 is

monic of degree 1, and Q3 is of degree 0 (or −∞ if Q3 = 0).

For the inductive step, we obtain equation (n) via dividing equation (n− 1) by equation

(1), and have that

Pn(t) = ρy,2g−n+2 − (θ(2g−n+2) − t)Qn−1(t), Qn(t) = Pn−1(t)− ρ
(2g−n+2)
t,1 Qn−1(t).

If n is odd, then Qn−1(t) is monic and degtQn−1(t) =
(n− 1)− 2

2
=

n− 1

2
− 1. Hence Pn(t)

is monic of degree
n− 1

2
. At the same time,

degt Qn(t) ≤ max{degt Pn−1(t), degt Qn−1(t)} = degt Qn−1(t) =
n− 1

2
− 1 < degt Pn(t).

If n is even, then Pn−1(t) is monic of degree
(n− 1)− 1

2
=

n− 2

2
, and degtQn−1(t) <

degt Pn−1(t). Thus Qn(t) is monic and degt Qn(t) = degt Pn−1(t) =
n− 2

2
, and

degt Pn(t) = degt Qn−1(t) + 1 ≤ degt Pn−1(t) = degt Qn(t).

This completes the proof of the claim. Back to the proof of the Proposition. Take

equation (2g + 1) and divide it by equation (1) to obtain

(η − y − (θ − t)Q2g+1(t)) + (P2g+1(t)− ρt,1Q2g+1(t))f = 0.

Define

δ := P2g+1(t)− ρt,1Q2g+1(t), Q := (t− θ)Q2g+1(t).

From the claim, degt P2g+1(t) = g, degt Q2g+1(t) ≤ g − 1, and P2g+1 is monic. Thus,

1. δ and Q are in OH [t];

2. degt δ = g, and degtQ ≤ g;
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3. δ is monic;

4. by setting ν := y − η −Q(t), we have f =
ν

δ
;

5. s̃gn(δ) = 1 comes directly from δ being a monic polynomial in t;

6. since the degrees of y and Q(t) in A are 2g+1 and at most 2g respectively, s̃gn(ν) = 1.

What remains to be checked is the integrality of the zeros in the affine model. Since

div(f) = V (1) − V + (Ξ)− (∞),

we must have div(δ) ≥ V . Set V ′ = divδ − V + 2g(∞), that is,

div(δ) = V + V ′ − 2g(∞).

Since δ is a monic polynomial in t with degree g in t, V ′ is the effective divisor of degree g.

Then

div(ν) = V (1) + V ′ + (Ξ)− (2g + 1)(∞).

Thus the zeros of δ and ν are given by V (1), V , V ′, and Ξ. By definition Ξ has coordinates

(θ, η), both are in OH . The coordinates for V (1) are q-th power of the coordinates for V . It

remains to show that all points in the support of V and V ′ have coordinates integral over

OH .

The t-coordinates of all points in the support of V and V ′ are precisely the the roots of

the polynomial δ, when viewed as a polynomial in t. Since δ is monic and has coefficients in

OH , the t-coordinates are integral.

Plug in the t-coordinates for V and V ′, all of which integral over OH , into F (t, y) =

y2 + F2(t)y − F1(t). We can see each of the y-coordinates for V and V ′ as a root of a monic

quadratic polynomial over some integral extension of OH . Therefore the y-coordinates for

V and V ′ are also integral.

III.4: Log series for Ramifying Hyperelliptic Curves

With this presentation of the shtuka function, we can write down the differential ω ∈
H0(X,Ω1

X
(−V + 2(∞))) from the previous chapter explicitly. This expression of the dif-

ferential and the expression of the logarithm series derived from it (proposition III.2) below

is generalizes a result of Green and Papanikolas [GP18, Corollary 3.5] to our setting.
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Proposition III.1. Set

ω :=
δ

2y + F2(t)
dt.

Then ω ∈ H0(X,Ω1
X
(−V + 2(∞))), and

Res∞
ω(1)

f
= −1.

Proof. We first analyze the divisor of the differential
dt

2y + F2(t)
. The function t is holo-

morphic everywhere except at ∞. Thus dt cannot have pole except at ∞. Recall that

v∞(t) = −2 and v∞(y) = −(2g+1), so we can pick u :=
tg

y
to be a uniformizer at ∞. First,

we differentiate F (t, y) = 0 and see that

(2y + F2(t))dy = (F ′
1(t)− F ′

2(t)y)dt.

Next, we analyze du:

du =
gtg−1

y
dt− tg

y2
dy

=
gtg−1

y
dt− tg

y2
F ′
1(t)− F ′

2(t)y

2y + F2(t)
dt

=
tg−1

y2(2y + F2(t))

(
g(2y2 + F2(t)y)− t(F ′

1(t)− F ′
2(t)y)

)
dt

=
tg−1

y2(2y + F2(t))
(g(2F1(t)− F2(t)y)− t(F ′

1(t)− F ′
2(t)y)) dt

=
tg−1

y2(2y + F2(t))
((2gF1(t)− tF ′

1(t)) + (−gF2(t)y + F ′
2(t)ty)) dt.

Since F1(t) is monic of degree 2g + 1 in t, the polynomial 2gF1(t)− tF ′
1(t) is also of degree

2g + 1 in t, with leading coefficient −1. The term −gF2(t)y + F ′
2(t)ty has fewer poles at ∞

than t2g+1 does. This shows that

dt

2y + F2(t)
= (−u2g−2 +O(u2g−1))du.

Since X is smooth, dt and dy cannot share any zero. By revisiting the equation

(2y + F2(t))dy = (F ′
1(t)− F ′

2(t)y)dt,

all zeros of dtmust also be zeros of 2y+F2(t) (counting multiplicities). That is, the differential
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dt

2y + F2(t)
has no zeros except potentially at the poles of 2y + F2(t), i.e. at ∞. Since all

differentials on X have degree 2g− 2 and
dt

2y + F2(t)
has degree 2g− 2 at ∞, the differential

dt

2y + F2(t)
has no zero nor pole away from ∞. Therefore,

ω =
δ

2y + F2(t)
dt

has zeros at V , V ′, a double pole at ∞, and no other zeros or poles. In particular, ω ∈
H0(X,Ω1

X
(−V + 2(∞))).

To prove the second statement about the residue, let us expand the differential

ω(1)

f
=

1

f

δ(1)

2y + F2(t)
dt

with respect to the uniformizer u =
tg

y
. By definition of f we have s̃gn(f) = 1. Since

sgn t = sgn y = 1, we have s̃gn(u) = 1. This shows that

f = u−1 +O(1).

Since δ(1) is a monic polynomial of degree g in t, we have that

δ(1) = u−2g +O(u−2g+1).

Therefore,
ω(1)

f
= −u−1 +O(1),

showing that

Res∞
ω(1)

f
= −1.

With the explicit description of ω, we can then write down formulae for the residues
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appearing in Theorem II.20. Note that t− θ is a uniformizer at Ξ, with d(t− θ) = dt. Thus,

ResΞ
ω(n+1)

ff (1) · · · f (n)
= ResΞ

δ(n+1)

ff (1) · · · f (n)

dt

2y + F2(t)

=
δ(n+1)

δ(1)f (1) · · · f (n)

∣∣∣∣
Ξ

ResΞ
δ(1)dt

(2y + F2(t))f

=
δ(n+1)

δ(1)f (1) · · · f (n)

∣∣∣∣
Ξ

ResΞ
ω(1)

f

=
δ(n+1)

δ(1)f (1) · · · f (n)

∣∣∣∣
Ξ

.

Proposition III.2. (cf. [GP18, Cor 3.5])

logρ(z) =
∞∑
n=0

δ(n+1)

δ(1)f (1) · · · f (n)

∣∣∣∣
Ξ

zq
n

.
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CHAPTER IV

Ideal Factorization of Integral Functions by Divisors

In this chapter, we will state and prove a proposition that factorizes a “nice enough” function

G according to divisors. We will do this more generally, so one can hope to apply this

proposition in other circumstances.

Let X/Fq be a smooth projective geometrically connected curve over Fq, ∞ a closed point

(not necessarily rational), A := Γ(X −∞,OX), and K, A, F∞, etc. as before. Let R be a

finitely-generated integral domain over Fq, F = Frac(R) and L = F . All tensor products

will be over Fq unless otherwise specified.

Since Fq is perfect, X is geometrically normal. Thus F ⊗A is a domain, integrally closed

in its field of fractions. In particular, R⊗ A is an integral domain. It is easy to check that

Frac(R⊗ A) = Frac(F ⊗ A),

with the “=” sign indicating a canonical isomorphism. Note that the latter field is the

function field of XF := X ×Fq SpecF .

Our goal is to analyze R ⊗ A-ideals, using the information we can obtain when we view

elements in R⊗ A as functions on XF or XL := X ×Fq SpecL.

IV.1: Functions in the subring R⊗ A

Suppose we have an element G ∈ R⊗A. We can view G as a meromorphic function on the

curve XF or XL. In the latter case, since L is algebraically closed, we can write

div(G) =
∑
i

Zi −
∑
j

Pj,

where Zi, Pj ∈ X(L) are the zeros and poles of G respectively. Since G ∈ F ⊗ A = Γ(XF −
∞,OX), it is regular away from ∞. That is, all poles of G must lie above ∞.
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We now fix a model for A. Suppose

A = Fq[t1, t2, · · · , tn]/(F1, F2, · · · , Fm).

With the model, we can talk about the zeros of G in terms of coordinates. Say Zi is

given by t1 = ai,1, t2 = ai,2, . . . , tn = ai,n, where ai,k ∈ L.

Definition IV.1. Suppose G ∈ R ⊗ A. If there exists a model for A such that for all i, k,

we have ai,k ∈ R with ai,k the coordinates of the zeros of G, then we say that all zeros of

G are in R.

If all zeros of G are in R, we can reduce the zeros modulo primes from R. This is what

we will use for the proof of the proposition of the next subsection. As a remark, if all zeros

of G are in R for one model of A, then it is true for all models of A. This is because the

coordinates in a model are Fq-polynomials in terms of the coordinates in a second model,

given by the Fq-algebra isomorphism between the models.

IV.2: Infinities and sgn

Consider the points lying above ∞ ∈ XFq in the tower:

XL XFq

XF∞

X = XFq

i1 i2

The point ∞, as a closed point in X, can only split or be inert in this tower, and it splits

completely as long as the field of constants contains F∞. Hence, the fibers of ∞ in XL and

in XFq
are in natural bijection (upon fixing embeddings F∞ → L and F∞ → Fq), given by

{∞} ×X XL
=−→ {∞} ×X XFq

∞ 7→ i∗2(i1,∗(∞)).

By abuse of notation, we use “∞” to denote both a point in XL above ∞, and the corre-

sponding point in XFq
.

For a sign function sgn on K∞, as in §II.4.2 it can be extended to a function

s̃gn∞ : Frac(L⊗ A) → L.
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This extension depends on a choice of ∞ ∈ X(L) above ∞, and is unique upon such a choice.

In the same manner, we can also extend sgn to a function

s̃gn∞ : Frac(Fq ⊗ A) → Fq.

By abuse of notation, we denote by s̃gn∞ both extensions with respect to ∞.

IV.3: Relating the ideal by zeros of the function

We are now ready to state our proposition that factorizes “sufficiently integral” functions in

terms of their divisor. Let R[F∞] to be the smallest subring of L containing R and F∞.

Proposition IV.1. Suppose we have G ∈ R ⊗ A such that s̃gn∞(G) ∈ (R[F∞])× for all

choices of ∞, and that all its zeros are in R. Fix a model for A and let {(ai,k)k}i be the

zeros of G. Then we have an equality of R⊗ A-ideals

(G) =
∏
i

(t1 − ai,1, · · · , tn − ai,n).

This is proved by reducing mod m for maximal ideals m in R. Let G̃ := G mod m. We

first prove a lemma that computes the degree of G̃.

Lemma IV.2. Fix m ⊂ R a maximal ideal. Since R is finitely generated over Fq, R/m is a

finite extension of Fq and can be considered as a subfield of Fq. Fix a closed point ∞ in XL

above ∞, and we also denote by ∞ the corresponding point on XFq
. Then

ord∞(G) in XL = ord∞(G̃) in XFq
.

Proof. Fix a uniformizer π in K∞ of ∞. Then

G = f−mπ
−m +O(π−m+1),

where f−m ∈ F . By assumption in Proposition IV.1, s̃gn∞(G) = f−m(sgnπ)
−m is a unit

in R[F∞], so f−m is a unit in R[F∞]. In particular, f−m is in F ∩ R[F∞] = R, and hence

f−m ∈ R× by going-up theorem. By reducing modulo m, viewing the coefficients of the

expansion of G as in Fm, we get

G̃ = f̃−mπ
−m +O(π−m+1),

showing that G and G̃ has the same order of poles at ∞.

40



Proof of Proposition IV.1. Let M1,M2 be the R ⊗ A-modules on the left and right side

respectively. We will show that for all maximal ideals m of R, the (R/m) ⊗ A-modules

M̃i := Mi/(m ⊗ A)Mi are equal for i = 1, 2. Then we will use Nakayama’s lemma to

conclude that M1 = M2.

Since G and G̃ have the same number of poles at each (respective) ∞ and they cannot

have any pole elsewhere, they have the same number of zeros. Thus in XFq
, we can write

div(G̃) =
∑
i

(t1 − ãi,1, · · · , tn − ãi,n)−
∑

poles above ∞.

Since X is a smooth curve over Fq, the ring Fq⊗A is noetherian (from X being locally of

finite type over Fq), integrally closed (since X is smooth, hence normal, hence geometrically

normal as Fq is perfect), and has Krull dimension 1. That is, it is Dedekind. As a result,

all non-zero ideals of Fq ⊗ A can be factored into a product of maximal ideals. By the

Nullstellensatz, maximal ideals of

Fq[t1, · · · , tn]

are of the form

(t1 − α1, · · · , tn − αn).

Since ideals of Fq ⊗ A are in natural bijection with ideals of Fq[t1, · · · , tn] which contain

F1, · · · , Fm, we have as ideals in Fq ⊗ A,

(G̃) =
∏
i

(t1 − ãi,1, · · · , tn − ãi,n).

Let k′ := R/m. Intersecting the ideals with k′ ⊗ A (or equivalently, taking Gal(k′/k′)-

invariant), we have that M̃1 = M̃2.

We now proceed to show that M1 = M2. Let M3 = M1 ∩M2 in R⊗ A. From above, we

know that

(m⊗ A)(Mi/M3) = Mi/M3

for i = 1, 2 and for all m ⊂ R maximal. Now for any maximal ideal M of R⊗A, the pullback
of M to R along R → R ⊗ A is maximal, because R is of finite type over Fq. Thus M

contains m⊗ 1 for some m ⊂ R maximal. As a result,

M(Mi/M3) = Mi/M3
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for all maximal ideals M ⊂ R ⊗ A. Since Mi/M3 are finitely generated as R ⊗ A-modules,

by Nakayama’s lemma Mi/M3 = 0. Therefore M1 = M3 = M2.

The main way we apply this proposition is to evaluate at a certain closed point in X not

above ∞.

Corollary IV.3. Let ξ be a closed point of X not above ∞, with coordinates in the model

A given by (θ1, · · · , θn) such that θk ∈ R for all k. Then as R-ideals,

(G|ξ) =
∏
i

(θ1 − ai,1, · · · , θn − ai,n).

IV.4: Applying the proposition to exp and log coefficients

We analyze the log coefficients for elliptic curves and ramifying hyperelliptic curves in this

subsection. Recall from chapter II that the shtuka function has a presentation

f =
ν

δ
,

where ν, δ ∈ OH , s̃gn(ν) = s̃gn(δ) = 1, and all coordinates of their zeros are also integral

over OH . Recall also that

div(ν) = V (1) + V ′ + (Ξ)− (2g + 1)(∞), div(δ) = V + V ′ − 2g(∞),

where V ′ is an effective divisor of degree g. Let {(t = αi, y = βi)}gi=1 be the coordinates for

V , and {(t = α′
i, y = β′

i)}
g
i=1 be the coordinates for V ′. Define KV to be the smallest field

extension of H in C∞ containing all these coordinates, and R the integral closure of A in

KV . By applying proposition IV.1 to ν(k), δ(k) and the R we just defined, we can see that

as ideals of R⊗ A,

(ν(k)) = (t− θq
k

, y − ηq
k

)
∏
i

[
(t− αqk+1

i , y − βqk+1

i )(t− α′qk
i , y − β′qk

i )
]
,

(δ(k)) =
∏
i

[
(t− αqk

i , y − βqk

i )(t− α′qk
i , y − β′qk

i )
]
.
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Apply corollary IV.3 to the same set of data, with ξ = Ξ, we obtain that as R-ideals,

(ν(k)|Ξ) = (θ − θq
k

, η − ηq
k

)
∏
i

[
(θ − αqk+1

i , η − βqk+1

i )(θ − α′qk
i , η − β′qk

i )
]
,

(δ(k)|Ξ) =
∏
i

[
(θ − αqk

i , η − βqk

i )(θ − α′qk
i , η − β′qk

i )
]
.

Therefore, we have the following factorization of coefficients for eρ and logρ:

Proposition IV.1. As fractional R-ideals,(
1

ff (1) · · · f (n−1)

∣∣∣∣
Ξ(n)

)
=

(
δ · · · δ(n−1)

ν · · · ν(n−1)

∣∣∣∣
Ξ(n)

)
=

(
n−1∏
k=0

(θq
n − θq

k

, ηq
n − ηq

k

)−1

)

·

(∏
i

(θq
n − αi, η

qn − βi)(θ
qn − αqn

i , ηq
n − βqn

i )−1

)
,

and (
δ(n+1)

δ(1)f (1) · · · f (n)

∣∣∣∣
Ξ

)
=

(
δ(2) · · · δ(n+1)

ν(1) · · · ν(n)

∣∣∣∣
Ξ

)
=

(
n∏

k=1

(θ − θq
k

, η − ηq
k

)−1

)

·

(∏
i

(θ − α′qn+1

i , η − β′qn+1

i )(θ − α′q
i , η − β′q

i )
−1

)
.
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CHAPTER V

Coefficients of Exponential and Logarithm for Hayes

Modules

In this chapter, we will study the v-adic valuation of the coefficients of exponential and

logarithm series for elliptic curves and ramifying hyperelliptic curves. This will allow us to

show that eρ(z) and logρ(z), when viewed as power series over Cv, converges when z is within

disc of certain radii. For ease of notation, let en and ln be defined by

eρ(z) =
∑
n≥0

enz
qn ,

logρ(z) =
∑
n≥0

lnz
qn .

As a remark, none of ln is 0 by [Tha04, Theorem 8.3.13].

V.1: Notations from Elementary Number Theory

Let us first fix some notation for this section. Recall that p ⊂ A is the prime corresponding

to v. Suppose p has degree dp, i.e. dp = −d∞v∞(p) = −v∞(p). Let pθ ∈ Fq[θ], pη ∈ Fq[η] be

the monic generator of the ideals p ∩ Fq[θ] and p ∩ Fq[η] respectively. By abuse of notation,

we also use pθ, pη to denote the maximal ideal they generate in Fq[θ] and Fq[η] respectively.

By elementary number theory, we have that

deg p = degθ pθ · fθ = degη pη · fη,

where fθ, fη are the inertial degree of p over pθ, pη respectively. Note that deg p is divisible by

both fθ and fη, hence also by gcd(fθ, fη). We also set vpθ and vpη to be the valuation on Fq(θ)

and Fq(η) corresponding to pθ and pη respectively, such that vpθ(pθ) = 1 and vpη(pη) = 1.

Because we normalize v so that the value group is Z, for b1 ∈ Fq(θ) and b2 ∈ Fq(η), by
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viewing b1, b2 as functions in K, we have

v(b1) = vpθ(b1) · eθ, v(b2) = vpη(b2) · eη,

where eθ is the ramification index of p over pθ, and similarly for eη.

We define KV as in the previous chapter: recall that KV is the smallest extension of H+

(= H since d∞ = 1 for our case) containing all coordinates of all zeros of ν and δ, and R the

integral closure of A in KV . Fix an embedding K ↪→ Kv. This gives a valuation w on KV .

We normalize w so that the value group is Z. Then once again, for a function b3 ∈ K, by

viewing b3 ∈ KV , we have

w(b3) = v(b3) · ew,

where ew is the ramification index of w over v.

Finally, we let Ik to be the A-ideal (θ−θq
k
, η−ηq

k
), Jk,i to be the R-ideal (θq

k−αi, η
qk−βi),

J ′
k,i to be the R-ideal (θ−α′qk

i , η−β′qk
i ), Jk the R-ideal

∏
i Jk,i, and J ′

k be the R-ideal
∏

i J
′
k,i.

Hence as fractional R-ideals,

(en) =

(
n−1∏
k=0

I
(k)
n−kR

)−1

Jn(J
(n)
0 )−1,

(ln) =

(
n∏

k=1

IkR

)−1

J ′
n+1J

′−1
1 .

Thus,

Proposition V.1.

w(en) = w(Jn)− w(J
(n)
0 )− ew

n−1∑
k=0

v(I
(k)
n−k),

w(ln) = w(J ′
n+1)− w(J ′

1)− ew

n∑
k=1

v(Ik).

V.2: Main term for logarithm, and one term from exponential: Ik

The main contribution of w(ln) will come from v(Ik), which we shall first compute. We will

also compute v(I
(k)
n−k) for the exponential series.
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Lemma V.1.

vpθ(θ − θq
k

) =

1 if degθ pθ | k,

0 else.

The same is true for η.

Proof. All elements in Fqk are roots of the equationXqk−X = 0, soXqk−X =
∏

c∈F
qk
(X−c).

By grouping Gal(Fqk/Fq)-conjugates of the right hand side, we have that

Xqk −X =
∏

a∈Fq [X]
a monic irreducible

deg a|k

a.

Proposition V.2.

v(Ik) =

min{eθ, eη} if deg p | k gcd(fθ, fη),

0 else.

Proof. To have v(Ik) > 0, we must have p dividing both θ−θq
k
and η−ηq

k
. By the previous

lemma, the first requirement is satisfied when degθ pθ | k, and the second is satisfied when

degη pη | k. Expressing both of these with deg p, we have that deg p divides both kfθ and

kfη, which is equivalent to deg p dividing k gcd(fθ, fη).

Now suppose v(Ik) > 0 and we would like to compute v(Ik). Recall that

v(θ − θq
k

) = vθ(θ − θq
k

) · eθ,

which is eθ by the previous lemma and our assumption that v(Ik) > 0. Similarly, v(η−ηq
k
) =

eη. As a result,

v(Ik) = v((θ − θq
k

, η − ηq
k

)) = min{eθ, eη}.

By adding these up for k = 1, · · · , n, we can see that

Corollary V.3.
n∑

k=1

v(Ik) = min{eθ, eη}
⌊
n gcd(fθ, fη)

deg p

⌋
.

46



We observe in particular that this has the order of magnitude O(n).

We now proceed to compute v(I
(k)
n−k).

Proposition V.4. For 0 ≤ k ≤ n− 1,

v(I
(k)
n−k) =

min{eθ, eη}qk if deg p | (n− k) gcd(fθ, fη)

0 else.

Proof. By lemma V.1,

vpθ(θ
qn − θq

k

) = vpθ((θ
qn−k − θ)q

k

) =

qk if degθ pθ | k

0 else.

The same is true for η. The result now follows by a similar argument as Proposition V.2.

For our purpose, we will only give an upper bound for the sum of v(I
(n−k)
n−k ).

Corollary V.5. Let C =
deg p

gcd(fθ, fη)
. Then

n−1∑
k=0

v(I
(k)
n−k) < qnmin{eθ, eη}

1

qC − 1
.

Proof.

n−1∑
k=0

v(I
(k)
n−k) =

n∑
k=1

v(I
(n−k)
k )

= min{eθ, eη}
(
qn−C + qn−2C + · · ·+ q

n−⌊ n
C gcd(fθ,fη)

⌋C
)

= min{eθ, eη}qn
1− q

−C⌊ n
C gcd(fθ,fη

⌋

qC − 1

< qn min{eθ, eη}
1

qC − 1
.

Even though we give this as an upper bound, we can see from the proof that sum of

v(I
(k)
n−k) has order O(qn).
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V.3: Other terms for logarithm

We then proceed to show that the term w(J ′
n) does not matter when compared to the sum

of v(Ik)’s.

Proposition V.1. Fix an i. w(J ′
n,i) is bounded by some constant independent on n.

Proof. If w(J ′
n,i) > 0 for only finitely one n, we are done. Suppose not. Let N1 > N2 > 0 be

two integers where w(J ′
N1,i

) and w(J ′
N2,i

) are positive. Then

w
(
(θ − α′qN1

i , η − β′qN1

i , θ − α′qN2

i , η − β′qN2

i )
)
= w(J ′

N1,i
+ J ′

N2,i
) > 0.

We can rewrite this R-ideals as

(θ − α′qN2

i , θ − θq
N1−N2 , η − β′qN2

i , η − ηq
N1−N2 ),

by considering θ − α′qN1

i modulo θ − α′qN2

i , and similarly for η, β′
i. In particular, we can see

that

J ′
N1,i

+ J ′
N2,i

⊃ IN1−N2R.

Thus

min{w(J ′
N1,i

), w(J ′
N2,i

)} = w(J ′
N1,i

+ J ′
N2,i

) ≤ w(IN1−N2),

By Proposition V.2, the last term is bounded by ew · max{eθ, eη}. What we have shown

is that if we pick any two N1, N2 with w(J ′
N1,i

), w(J ′
N2,i

) both positive, then at least one of

them is bounded by ew ·max{eθ, eη}. Thus we can have at most one N such that w(J ′
n,i) is

bigger than the ew · max{eθ, eη}. Therefore, w(J ′
n,i) is bounded by a constant independent

on n.

Corollary V.2. w(J ′
n) is bounded by some constant independent on n.

Proof. This comes from w(J ′
n) =

g∑
i=1

w(J ′
n,i).

V.4: Other terms for the exponential

As for the exponential, the term w(J
(n)
0 ) will actually contribute potentially.

Lemma V.1.

w(J
(n)
0,i ) = qnw(J0,i),
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and hence

w(J
(n)
0 ) = qnw(J0).

Proof.

w(J
(n)
0,i ) = min{w((θ − αi)

(n)), w((η − βi)
(n))}

= qnmin{w(θ − αi), w(η − βi)}

= qnw(J0,i).

This means that in the formula for w(ln) in Proposition V.1, w(J
(n)
0,i ) either does not

contribute at all, or it has order O(qn), which is the same as the sum of v(I
(n−k)
k )’s.

The term w(Jn) can be ignored when computing the w-adic convergence of exponential:

since it is positive, it only make the convergence easier.

V.5: Conclusion for w-adic convergence of exponential and loga-

rithm

Recall from Proposition V.1 that

w(ln) = w(J ′
n+1)− w(J ′

1)− ew

n∑
k=1

v(Ik),

By using Corollary V.5 and Corollary V.2, we now have the following result.

Theorem V.1. For n ≫ 0, w(ln) is negative, and |w(ln)| has order of magnitude O(n).

This allows us to show the v (or equivalently w)-adic convergence of Hayes logarithm in

Cv.

Theorem V.2. The logarithm series for Hayes module, in the cases of an elliptic curve or

a ramifying hyperelliptic curve with ∞ the rational point at infinity, converges w-adically for

all z ∈ Cv with w(z) > 0.

Proof. Suppose z ∈ Cv with w(z) > 0. Then

w(lnz
qn) = w(ln) + qnw(z).
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Since w(z) > 0 and w(ln) is in the order of magnitude O(n), w(lnz
qn) goes to infinity as n

does, showing that the series

logρ(z) =
∞∑
n=0

lnz
qn

converges in Cv.

As for exponential, we can conclude the following.

Theorem V.3. The exponential series for Hayes module, in the case of an elliptic curve or

a ramifying hyperelliptic curve with ∞ as the rational point at infinity, converges w-adically

for all z ∈ Cv with

w(z) > w(J0) + ew min{eθ, eη}
1

qC − 1
.

where C =
deg p

gcd(fθ, fη)
.

Proof. By combining Corollary V.5 and Lemma V.1, we can see that

w(en) = w(Jn)− w(J
(n)
0 )− ew

n−1∑
k=0

v(I
(k)
n−k)

≥ −
(
w(J0) + ew min{eθ, eη}

1

qC − 1

)
qn.

Hence if w(z) is bigger than the number in the parentheses, we have that

w(enz
qn) ≥ εqn,

for some ε > 0. This valuation goes to infinity as n → ∞. This shows that the series

eρ(z) =
∞∑
n=0

enz
qn

converges in Cv.

Definition V.4. We denote by ev,ρ(z) and logv,ρ(z) the functions defined by the respective

series on Cv, whenever the series converges.
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CHAPTER VI

L-functions on Drinfeld Modules

As an application of the v-adic convergence of logv,ρ, we will prove a log-algebraicity formula

for a certain analogue of p-adic L-function in characteristic p. In this chapter, we will

first provide the preliminaries for L-functions over function fields, and then prove the log-

algebracity result.

The theory of zeta functions, L-functions and p-adic L-functions is important in number

theory. In the number field case, it provides useful tools for studying a lot of interesting

topics, such as prime distributions, representations, elliptic curves, etc. Given how well the

analogy between number fields and function fields is, we naturally hope that we can develop

a similar theory in the function field case.

There have been L-functions defined on algebraic curves (or more generally, varieties)

in algebraic geometry. To quickly recall, given a smooth projective curve X over Fq, the

arithmetic zeta function is defined to be

ζ(X, s) := exp

(∑
m≥1

Nm

m
q−ms

)
,

where Nm := #X(Fqm) is the number of Fqm-points of X. It is well-known (e.g. [Har13,

Appendix C]) that this zeta function is a rational function (of q−s), satisfies a functional

equation and a version of Riemann hypothesis.

However, this zeta function does not match all aspects of the Riemann zeta function. For

example:

� it does not give good information about closed points of X: this zeta function counts

the number of closed points of each degree, but does not distinguish them;

� it does not have an Euler product with respect to closed points of X;

� there is no analogy of trivial zeros;

� it is rational;
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� it is a function on C, while the curve is over characteristic p.

The first characteristic p zeta function was studied by Carlitz in 1935 [Car35]. His

approach was to directly imitate the Riemann zeta function: summing up the reciprocal of

a nicely-chosen representative from each nonzero ideal of Fq[θ].

ζC(n) :=
∑

a∈Fq [θ]
a monic

1

an

The first analogue of this zeta function and the Riemann zeta function was discovered in

the same paper: the special values of this zeta function at positive “even” integers are given

by power of transcendental period and Bernoulli numbers.

Perhaps due to Carlitz’s massive amount of writings, this new zeta function was forgotten

for a while. At the 70s, Goss [Gos78], [Gos79], [Gos80] revisited the idea and generalize this

to L-functions on all curves X/Fq. We will see how these L-functions are defined and show

where they converges in the next section. We will also describe how we can extend the

domain from Z to a characteristic p analytic space in section VI.3.

With the convergence results, Goss also defined, for each closed point v of X, a v-adic

L-function on characteristic p. These v-adic L-functions satisfies an interpolation formula,

just as the p-adic L-function over Q does. We will give the definition in section VI.2. As

a remark, the theory of such v-adic L-function is still in development. For instance, its

relationship with towers of v-cyclotomic extensions and Iwasawa theory are still not clear.

In the number field case, we have a formula for the special L-values L(1, χ) and Lp(1, χ) for

Dirichlet characters χ. Under certain conditions for χ, these values are Q-linear combinations

of logarithm of elements in Q (cf. [Was97, 4.9,5.18]). We will call this a log-algebraic formula.

In 1996, Anderson [And96] discovered a log-algebraic formula for the Goss L-values and v-

adic L-values L(1, χ) and Lv(1, χ) for Fq[θ], where χ is a Dirichlet character of conductor v

on Fq[θ]. Then in 2010, Lutes [Lut10] generalized Anderson’s result for Goss L-values to any

curve and any A in his thesis. In this thesis, we will show a log-algebraic formula for the

Goss v-adic L-values for elliptic curves and ramifying hyperelliptic curves in section VI.4.

VI.1: Goss zeta function

VI.1.1: Simple case: PID

To make things simple, let us first talk about zeta function instead of an L-function. We

begin with the assumption that A is a PID, so we can make direct analogies from the Riemann

zeta function. It should be noted that this does not occur a lot: since h(A), the class number
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of the Dedekind domain A, is the same as hX ·d∞, where hX is the class number of the curve

X, we need both hX = 1 and the existence of a rational point in X. There are only 5 (up to

isomorphism) cases where A is a PID (cf. [LMQ75], [Mac71], [Sti14]):

1. Fq[θ], g = 0;

2. F3[θ, η]/(η
2 − (θ3 − θ − 1)), g = 1;

3. F2[θ, η]/(η
2 + η + (θ3 + θ + 1)), g = 1;

4. F4[θ, η]/(η
2 + η + (θ3 + c)) where c generates F×

4 , g = 1;

5. F2[θ, η]/(η
2 + η + (θ5 + θ3 + 1)), g = 2.

Following Carlitz’s definition of the zeta function on Fq[θ], we need to pick a “good”

representative from each nonzero ideal of A. For Fq[θ], Carlitz picked the monic generator

from each ideal. For general A, we have generalized the notion of “monic” element, by fixing

a sign function. Upon fixing sgn, we define A+ to be the subset of A of monic (i.e. sgn 1)

elements, and A+(d) to be the subset of monic degree d elements for each d ∈ Z.

Definition VI.1. For n ∈ Z≥0 and A a PID, we define the Goss zeta function to be the

series

ζ(n) =
∑
a∈A+

1

an
:=
∑
d≥0

∑
a∈A+(d)

1

an
.

The series is summed in the order of increasing degree. This matches how the Riemann

zeta series is summed up: the latter terms in the series should have smaller (infinity-adic)

absolute values. For a ∈ A, recall that |a|∞ = qdeg a, so the above sum is indeed in the order

of decreasing ∞-adic absolute value.

Since the absolute value | · |∞ is non-archimedean and the terms in the series go to 0, the

series converges for all n ∈ Z>0. For n = 0, we have ζ(0) = 1 since the partial sum for each

degree d ≥ 1 is 0. Hence ζ(n) is an element in C∞ for all n ∈ Z≥0.

VI.1.2: Goss’s Lemma

The usual Riemann zeta series converges for Rez > 1, and can be extended to a meromorphic

function on C. Interestingly, the Goss zeta series actually converges at the negative integers

as well, which we will see in section VI.1.3. This is because the degree d partial sum vanishes

for d ≫ 0. This observation is due to Goss [Gos79], using the following lemma. Using

this lemma, Goss extended the L-functions and v-adic L-functions to certain characteristic

p analytic spaces, which we will see in section VI.3. The following version of the lemma is
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from Goss’s book [Gos98]. The details of the induction in the second part is found in [Gos92,

3.6.7].

Lemma VI.2 (Goss’s Lemma). 1. Let J, J1 be two fields over Fq, W ⊂ J be a finite-

dimensional vector space over Fq of dimension α, and let {L1, . . . ,Lt} be Fq-linear

maps of J into J1. Let x ∈ J and {i1, . . . , it} be a set of non-negative integers such

that
t∑

h=1

ih < (q − 1)α.

Then ∑
w∈W

(
t∏

h=1

Lh(x+ w)ih

)
= 0.

2. Suppose now that J1 has an additive valuation v with v(Lh(w)) > 0 for all h and for all

w ∈ W . Let {ih} be an arbitray collection of non-negative integers. For j > 0, define

Wj = {w ∈ W | v(Lh(w)) ≥ j for all h}.

Then

v

(∑
w∈W

t∏
h=1

Lh(w)
ih

)
≥ (q − 1)

∞∑
j=1

dj,

where

dj = dimFq(Wj).

Note that this is independent on ih.

Proof. The proof of the first part is a straightforward application of the multinomial theorem.

Let {e1, . . . , eα} be a basis for W over Fq. Then the sum in the lemma becomes

∑
c1,...,cα∈Fq

t∏
h=1

(Lh(x) + c1Lh(e1) + · · ·+ cαLh(eα))
ih .

Expand (Lh(x) + c1Lh(e1) + · · ·+ cαLh(eα))
ih via multinomial theorem.

∑
jh1 ,...,j

h
α

(
ih

(ih − jh1 − · · · − jhα), j
h
1 , . . . , j

h
α

)
Lh(x)

ih−jh1−···−jhα

· Lh(e1)
jh1 · · · Lh(eα)

jhαc
jh1
1 . . . cj

h
α
α .

Here the superscript h on j’s is an index, not a power. Take the product over h. Each
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term in the sum (over c1, . . . , cα ∈ Fq and over jhi ) now looks like

(junk)c
j11+···+jt1
1 . . . cj

1
α+···+jtα
α ,

where (junk) is in J1 and depends only on x and j’s, but not c’s.

The sum of the exponents

j11 + j21 + · · ·+ jtα = (j11 + j12 + · · ·+ j1α) + · · ·+ (jt1 + · · ·+ jtα) ≤ i1 + · · ·+ it,

which is by assumption less than (q−1)α. Hence, for each term in the sum, at least one of the

exponent of c’s is less than (q−1). For that particular combination of jhi with
∑

h j
h
i < q−1,

we consider the sum over ci ∈ Fq:

∑
ci∈Fq

(junk)c
j11+···+jt1
1 . . . cj

1
α+···+jtα
α =

(junk) ·
∏

1≤i′≤α
i′ ̸=i

c
j1
i′+···+jt

i′
i′

∑
ci∈Fq

c
j1i +···+jti
i

The equality is true since everything in the product other than the term

c
j1i +···+jti
i

stays constant in the sum. If
∑

i j
h
i = 0, i.e. jhi = 0 for all h, then the ci term is 1 in the

multinomial expansion (even for ci = 0) as no power of ci is picked up in the expansion. The

sum over ci is then ∑
ci∈Fq

1 = 0

For other exponent 1 ≤ C < q − 1, ∑
ci∈Fq

cCi = 0

for 1 ≤ C < q − 1. Hence the sum∑
ci∈Fq

(junk)c
j11+···+jt1
1 . . . cj

1
α+···+jtα
α

is 0. Repeat this process for every tuple (jhi )i,h, we can see that the entire sum

∑
c1,...,cα∈Fq

t∏
h=1

(Lh(x) + c1Lh(e1) + · · ·+ cαLh(eα))
ih = 0,
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completing the proof of the first part.

As for the second part, first observe that since W is finite-dimensional over Fq, the set

{v(Lh(w))|h,w} is bounded. Hence there is an integer j0 > 0 such that Wj0+1 = 0 but

Wj0 ̸= 0. This also shows that the sum on the right hand side of the inequality is finite.

We claim the following.

Claim: For any integer j with 1 ≤ j ≤ j0, and for any choice of exponents {i1, . . . , it},

v

∑
w∈Wj

t∏
h=1

Lh(w)
ih

 ≥ (q − 1)djj + (q − 1)
∑
l>j

dl.

The second part of Goss’s lemma is the case when j = 1. We will prove the claim by

induction in reverse order.

For j = j0, we have two cases. If
∑

h ih < (q − 1)dj0 , then the first part of the lemma

with x = 0 implies that the sum is 0, and so the left hand side is ∞. Now we suppose∑
h ih ≥ (q − 1)dj0 . By definition of Wj0 , v(Lh(w)) ≥ j0 for all w and all h. Thus

v

(
t∏

h=1

Lh(w)
ih

)
=

t∑
h=1

ihv(Lh(w)) ≥
t∑

h=1

ihj0 ≥ (q − 1)dj0j0.

Now suppose the claim holds for some j +1 with 2 ≤ j +1 ≤ j0. If dj = dj+1, then both

sides of the inequality do not change. Suppose dj > dj+1. Pick a basis {e1, . . . , edj} for Wj

such that {e1, . . . , edj+1
} is a basis for Wj+1. This gives us a decomposition

Wj = Wj+1 ⊕ Fq[edj+1+1, . . . , edj ].

For every w ∈ Wj, let w
′ ∈ Fq[e1, . . . , edj+1

] = Wj+1 and

w′′ ∈ Fq[edj+1+1, . . . , edj ] =: Wj/Wj+1 such that w = w′ + w′′. By binomial theorem,

∑
w∈Wj

t∏
h=1

Lh(w)
ih =

∑
w′∈Wj+1

∑
w′′∈Wj/Wj+1

t∏
h=1

ih∑
kh=0

(
ih
kh

)
Lh(w

′)ih−khLh(w
′′)kh .

Exchange the order of summation and factorize, the sum is equal to

∑
ih,kh

(
ih
kh

) ∑
w′∈Wj+1

t∏
h=1

Lh(w
′)ih−kh

 ∑
w′′∈Wj/Wj+1

t∏
h=1

Lh(w
′′)kh

 .

By induction hypothesis, the first part in the factorization has valuation ≥ (q − 1)dj+1(j +

1)+(q−1)
∑

l>j+1 dl. For the second part of the factorization, we use the first part of Goss’s
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lemma again. If
∑

h ih < (q− 1) dimFq Wj/Wj+1, the second part is 0 by the first part of the

lemma. Else, a similar calculation as above shows that

v

 ∑
w′′∈Wj/Wj+1

t∏
h=1

Lh(w
′′)kh

 ≥ (q − 1) dimFq(Wj/Wj+1)j

= (q − 1)(dj − dj+1)j.

Therefore, each term in our sum has valuation at least(
(q − 1)dj+1(j + 1) + (q − 1)

∑
l>j+1

dl

)
+ (q − 1)(dj − dj+1)j

= (q − 1)djj + (q − 1)
∑
l>j

dl.

VI.1.3: Convergence at negative integers

As a small application of the lemma, we will show that the Goss zeta function over a PID

converges at negative integers n.

Proposition VI.3. Suppose A is a PID. The Goss zeta function converges at negative

integers n < 0.

Proof. This can be seen directly with first part of lemma VI.2, with {J = J1 = C∞}, W the

space of elements with degree at most d − 1, {Lh}h = {id}, x a nonzero element in A+(d),

and i1 = −n > 0. Then for d ≫ 0, we have

−n < (q − 1) dimFq A
+(d− 1).

By the first part of lemma VI.2, ∑
a∈W

(x+ a)−n = 0.

For A a PID, all elements in A+(d) is in the form x plus an element in W , for a fixed nonzeros

x ∈ A+(d). Therefore ∑
a∈A+(d)

a−n = 0.
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As we can see in the proof, ζ(−n) is actually an element in A. This is an instance of the

phenomenon called “essential algebraicity” of Goss L-function. See [Gos98, 8.4].

VI.2: Goss v-adic zeta function

The usual p-adic L-function in the Q and Qp case is defined via interpolating values of L-

function at negative integers, see [Was97]. In particular, the Riemann zeta series with the

terms divisible by p taken away do not converge p-adically. However, this is very different

in the function field case. Fix a finite place v. With the help of Goss’s lemma from the

last section, Goss [Gos79] showed that the series defining the Goss zeta function, with terms

divisible by v taken away, does converge v-adically. We will illustrate the details in this

section.

VI.2.1: Simple case: PID

Let v be a place of X away from ∞, and p ⊂ A the corresponding maximal ideal. Let

Av,Av, Kv,Kv be the completion of the corresponding rings/fields with the place v, and Cv

the completion of the algebraic closure of Kv (NOT Kv). Let n be an integer, and consider

the formal zeta series in Cv.

∑
d≥0

∑
a∈A+(d)

1

an
.

There is no hope for convergence in Cv, since there are more and more poles at v as d

increases. A way to fix this is to remove those a divisible by p from the sum.

∑
d≥0

∑
a∈A+(d)

p∤a

1

an
.

We will see in the next section that this series converges in Cv for n ∈ Z.

VI.2.2: Convergence

Proposition VI.1. Fix a nonzero congruence class α mod p. The series∑
d≥0

∑
a∈A+(d)

a≡α (mod p)

a−n
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converges in Cv for all integers n. Hence for all integers n, we can define

ζv(n) :=
∑
d≥0

∑
a∈A+(d)

p∤a

a−n :=
∑

α∈(A/p)×

∑
d≥0

∑
a∈A+(d)

a≡α (mod p)

a−n.

Proof. For n ≤ 0, the proof is the same as Proposition VI.3, which shows ζ(n) converges

for n < 0. Fix d ≫ 0. Define W to be the space of elements of degree at most d − 1 and

divisible by p, and x an element of degree d such that x − α is divisible by p, which exists

since d ≫ 0. The degree d partial sum is then∑
a∈A+(d)

a≡α (mod p)

a−n =
∑
w∈W

(x+ w)−n,

which is 0 by part 1 of Goss’s lemma VI.2.

For n > 0, this requires part 2 of Goss’s lemma VI.2. As with the proof of n ≤ 0, fix

d ≫ 0, and define W,x in the same way. Then∑
a∈A+(d)

a≡α (mod p)

a−n =
∑
w∈W

(x+ w)−n =
∑
w∈W

x−n
(
1 +

w

x

)−n

.

Since w/x has v-adic absolute value less than 1, we can expand (1 + w/x)−n via binomial

theorem in Cv.

∑
w∈W

x−n
(
1 +

w

x

)−n

=
∑
w∈W

x−n

∞∑
k=0

(
−n

k

)(w
x

)k
= x−n

∞∑
k=0

(
−n

k

)∑
w∈W

(w
x

)k
.

By part 2 of Goss’s lemma VI.2, in particular with w 7→ w

x
as the Fq-linear map,

v

(∑
w∈W

(w
x

)k)
≥ (q − 1)

∞∑
j=1

dj,

where dj is defined as in the lemma

dj = dimFq Wj = dimFq{w ∈ W | v(w/x) ≥ j}.

Since A is a PID, we have that

dimFq{w ∈ W | v(w/x) ≥ j} = dimFq{a ∈ A | deg a ≤ (d− 1), pj | a}
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= dimFq{a ∈ A | deg a ≤ (d− 1)− deg pj} = d− j deg p,

which is, upon fixing j, linear with respect to d. As a remark, we used that A is a PID to

derive an explicit formula for the dimension, but the dimension will always be linear with

respect to d even if A is not a PID, because of Riemann-Roch.

Putting this back to the inequality from Goss’s lemma, we can see that

v

(∑
w∈W

(w
x

)k)
≥ (q − 1)

∞∑
j=1

dj

grows quadratically with respect to d, and is independent on the exponent k. Therefore,

∑
d≥0

x−n

∞∑
k=0

(
−n

k

)∑
w∈W

(w
x

)k
converges in Cv.

In fact, the proof for n > 0 works for all integers, and even for n ∈ Zp, if we have a way

to make sense of x−n. This hints that the Goss zeta series converges on a larger domain. We

shall investigate the extension of domain in the next section.

VI.3: Extension to a larger domain

In this section, we will extend the Goss zeta functions in two ways following Goss: analytic

extension to a larger space, and to define the series when A is not a PID. We first describe

how the extension to larger space is done, motivated by generalizing the power functions xn

to non-integer exponent. To go from PID to non-PID, for each integral ideal we need to

assign an element to the series. Unlike Dedekind L-function in the number field case, where

we take the norm of ideals to Q to get a principal ideal, in function field Goss achieved the

goal by defining the exponentiation of an ideal as an element.

VI.3.1: S∞

In number fields, the Dirichlet L-series are extended from Z to C. Following the insight,

the ideal candidate of a larger analytic space as the domain of L-function will be C∞. To

extend the L-function to an analytic space, we need to make sense of exponentiation with

exponent somehow in C∞. This needs to be done in a way that is compatible with the usual

exponentiation with exponent in Z. Since C∞ has characteristic p, we need to embed Z into

C×
∞ multiplicatively, instead of into C∞ additively.
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Definition VI.1. (cf. [Gos98, §8.1]) Set

S∞ := C×
∞ × Zp.

Fix a uniformizer π ∈ K∞ with sgn π = 1, and let π∗ be a d∞-th root of π in C∞. Then Z
embeds into S∞ via

j 7→ (π−j
∗ , j).

For α ∈ K×
∞, we can write

α = sgnα · πv∞(α) · ⟨α⟩,

where ⟨α⟩ is a 1-unit in C×
∞. In particular it makes sense to raise it by an exponent in Zp.

For s = (x, y) ∈ S∞, we define

αs := x−d∞v∞(α)⟨α⟩y.

This extends the usual exponentiation with integer exponent.

For n ∈ Z, we denote [n] ∈ S∞ to be the corresponding element in S∞. We can then define

the extend the Goss zeta function (for A a PID at the moment) to a function S∞ → C∞

ζ(s) :=
∑
d≥0

∑
a∈A+(d)

a−s.

We will check the convergence later when we also generalize the function for A not a PID.

VI.3.2: Ideal Exponentiation

Recall our notation that I is the group of fractional A-ideals in K, and P+ is the subgroup

of principal ideals generated by sgn 1 elements. Let Û1 be the group of 1-units in C×
∞. The

exponential function

ua
1

for u1 ∈ Û1 can be extended uniquely from a ∈ Zp to a ∈ Qp. Thus the group Û1 is

uniquely-divisible. Since I/P+ is finite, we can extend

⟨−⟩ : P+ → Û1

uniquely to I.
Now we can define exponentiation of an ideal by an element in S∞:

Definition VI.2. (cf. [Gos98, §8.2]) Let I ⊂ A be a nonzero ideal and s = (x, y) ∈ S∞. We
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define

deg I := −d∞v∞(I),

and

Is := xdeg I⟨I⟩y.

One can check that this is an extension of exponentiation of a positive element by an

exponent in S∞ ([Gos98, 8.2.6]).

This takes care of the ∞-adic extension, but we also want to extend the v-adic functions,

which have image in Cv. To do so, we study the field that contains all such I [1].

Definition VI.3. Let V ⊂ C∞ be the smallest subfield generated by K and {I [1] | I ∈ I}.

Proposition VI.4. [Gos98, 8.2.9, 8.2.10] V/K is finite, with

IOV = (I [1]).

It is however not true that V = H+. In fact, V/K could be inseparable, which happens

if p | h(A).

VI.3.3: Sv and v-adic ideal exponentiation

Since V/K is finite, upon fixing an embedding K ↪→ Kv we can also define ideal exponenti-

ation v-adically. Let w be the place of V above v given by the embedding V ⊂ K ↪→ Kv.

The decomposition of a nonzero positive element is slightly more complicated in Vw than

in K∞: Since a positive element has sgn 1, we do not have to worry about roots of unity F×
∞

in the decomposition of K×
∞. However, this cannot be omitted in V ×

w , as a monic polynomial

is not necessarily a 1-unit in Cv.

Imitating what we did for the v-adic Goss zeta function when A is a PID, we do not

consider those ideals divisible by p. This means that we only have to define exponentiation

with base from the group of integral units O×
V,w instead of the entire V ×

w .

For all α ∈ O×
V,w, we have a decomposition

α = ωw(α)⟨α⟩w,

where ωw(α) ∈ F×
w is given by the composition

O×
V,w → (OV,w/(w))

×
Hansel’s

lift−→ O×
V,w,
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and ⟨α⟩w ∈ U1,w is a 1-unit. Let Dw := #(F×
w). This gives us the following requirements for

defining the topological group of possible exponents for v-adic ideal exponentiation:

� the group of possible exponents should have a Z/DwZ×Zp component, to accommodate

for ωw(α) and ⟨α⟩w respectively;

� the embedding from Z into the space of possible exponents needs to send n to (n, n)

in Z/DwZ× Zp;

� as with the C∞ case, there is a C×
v component; the image of Z to the C×

v component

in the group of exponents is 1, so the exponentiation is compatible with the usual one

with positive integer exponent.

This gives the following definition.

Definition VI.5. (cf. [Gos98, §8.3])

1. For (s1, s2) ∈ Sv := Z/DwZ× Zp and α ∈ O×
V,w, we define

α(s1,s2) := ωw(α)
s1⟨α⟩s2w

2. For (x, s1, s2) ∈ C×
v ×Sv = C×

v ×Z/DwZ×Zp, and I ⊂ I an ideal prime to p, we define

I(x,s1,s2) := xdeg I(I [1])(s1,s2).

Here we view I [1] as an element in O×
V,w via the fixed embedding K → Kv.

This coincides with the exponentiation of a positive element by a positive integer, via

the embedding Z → C×
v × Sv with n 7→ (1, n, n).

VI.3.4: Extension of Goss zeta and v-adic zeta functions

We are now ready to extend the Goss zeta function and v-adic zeta function to a non-

PID A and to an analytic domain. Let h+ = #I/P+ be the narrow class number, and

a1, · · · , ah+ ⊂ A be A-ideals representing the classes of I/P+. We borrow the notation from

number fields and use a−1
j to stand for the inverse fractional A-ideal of aj, and we denote

the subset of sgn 1 elements in a−1
j by a−1,+

j .

Definition VI.6. For s ∈ S∞ and a general A, we define

ζA(s) =
∑

0̸=I⊂A

1

Is
:=

h+∑
j=1

1

asj

∞∑
d=0

∑
i∈a−1,+

j

deg i+deg aj=d

1

is
.

63



And for (x, s) ∈ C×
v × Sv, we define

ζA,v(x, s) :=
∑
d≥0

∑
0̸=I⊂A
v(I)=0
deg I=d

I−s,

with the sum split into different congruence classes of the narrow ray class group I(I)/P+
I .

For a finite order character Ψ of conductor p on I, the Goss L-function L(s,Ψ) and

Lv(1,Ψ) can be defined similarly.

As for convergence, the difficulty of the proof resembles the number field case. Namely,

it is very easy to prove convergence when the absolute value is sufficiently large, similar to

the convergence of zeta functions over number fields at the complex right half plane. On the

other hand, the convergence when the absolute value is small is also true, but the proof is a

lot more involved, invoking Goss’s lemma VI.2 and requiring more technical details. We will

illustrate the proof for the sufficiently large case, and refer readers to Goss’s book [Gos98]

for the general case.

Proposition VI.7. The function ζA(s) converges for |x| > 1, where s = (x, y), and ζA,v(x, s)

converges for all (x, s) ∈ C×
v × Sv with |x|v > 1.

Proof. We will only show the proof for ζA(s). The proof for ζA,v(x, s) is very similar. We

unwind the exponential is from the aj-component of the zeta series.

∞∑
d=0

∑
i∈a−1,+

j

deg i+deg aj=d

i−s

=
∞∑
d=0

∑
i∈a−1,+

j

deg i+deg aj=d

x− deg i⟨i⟩−y

=
∞∑
d=0

x−(d−deg aj)
∑

i∈a−1,+
j

deg i+deg aj=d

⟨i⟩−y

Since the sums of 1-units ⟨i⟩−y have absolute value at most 1, the infinite sum (over d)

converges as |x| > 1.

Proposition VI.8. (cf. [Gos98, Theorem 8.9.2]) The function ζA(s) converges for all s =

(x, y), and the function ζA,v(x, s) converges for all (x, s) ∈ C×
v × Sv.
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In fact, Goss proved a statement for these L-functions better than just convergence: these

functions are analytic in the C×
∞ (resp. C×

v ) variable, and varies continuously along the Zp

(resp. Sv) variable. See [Gos98, Ch 8] for the definition and discussion of analyticity on S∞

and C×
v × Sv.

VI.4: Log-algebraicity

In his paper introducing log-algebraicity [And96], Anderson discovered a strong log-algebraicity

statement, and used it to deduce a formula for L(1, χ), which follows the classical “Gauss

sum · log(algebraic integers)” pattern as in the number field case. He then applied his for-

mula as well as the fact that the Carlitz logarithm as v-adic radius of convergence 1 to show

a similar formula for Lv(1, χ). Later, Lutes in his thesis [Lut10] used Anderson’s technique

to compute L(1,Ψ) over any ring A, where Ψ is now a character on the group of fractional

A-ideals with prime conductor. Our goal in this section is to use Anderson’s idea to expand

Lutes’s computation to Lv(1,Ψ).

It is also worth mentioning that Green and Papanikolas [GP18] use independent tech-

niques to come up with another formula for L(1,Ψ) in the genus 1 case, as a special case for

a formula for Pellarin L-series. It would be an exciting idea to see if we can come up with

similar v-adic results for Pellarin L-series [Pel12] or in the sense of Taelman [Tae12].

VI.4.1: Anderson’s Log algebraicity

We shall first briefly go through Anderson’s log-algebracity statement. Let ρI(τ) be the

monic generator of the principal left ideal {ρi(τ) | i ∈ I} ⊂ H+{τ}, D(ρI) be its constant

term, and ρI(Y ) be obtained by replacing τ j with Y qj in ρI(τ). Here Y is a free variable, in

particular transcendental over H+.

Let ϖρ to be a generator of zero lattice Λρ for eρ(z). To ease the notations, define

eA(z) := eρ(ϖρz), and eI(z) := eI∗ρ(D(ρI)ϖρz).

Definition VI.1. 1. Let

b(Y ) =

deg b∑
i=0

biY
i ∈ H+[Y ].

We define an action of nonzero A-ideals on H+[Y ] by

(J ∗ b)(Y ) :=

deg b∑
i=0

b
(J,H+/K)
i ρJ(Y )i,

where (J,H+/K) ∈ Gal(H+/K) is the Artin symbol.
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2. For each b ∈ H+[Y ], let l(b; z) be a power series in z over H+[Y ] defined by

l(b; z) :=
∑
J

J ∗ b
D(ρJ)

zq
deg J

,

where the sum is over all nonzero ideals J ⊂ A. Similarly, upon fixing a nonzero ideal

I ⊂ A, we define

lI(b; z) :=
1

D(ρI)

∑
α∈I−1,+

(αI) ∗ b
α

zq
deg I+degα

.

As a remark, it is clear that l(b; z) =
h+∑
i=1

lai(b; z), where ai goes over all classes of I/P+.

Anderson’s main result in [And96] asserts that given b ∈ OH+ [Y ], l(b; z) can be viewed as a

certain logarithm. To be precise, by applying the exponential power series associated to ρ,

we can obtain a polynomial in Y, z over OH+ .

Theorem VI.2. (Anderson, [And96, Theorem 3]) For b ∈ OH+ [Y ], the formal power series

S(b; z) := eρ(l(b; z)),

a priori in the ring (H+[Y ])[[z]], is in fact in OH+ [Y, z].

This is an analogue of the fact that exp(log(1 − z)), a priori a formal power series in

Q[[z]], is in fact in Z[z]. Readers can refer to [And96] for a more careful formulation of this

theorem, via writing l(b; z) in increasing power of z and defining S(b; z) in terms of such

coefficients. Readers can also refer to a beautiful survey article by Perkins [Per13].

By definition of S(b; z), we have that S(Y m; z) is divisible by Y m. We will use this

observation very soon.

VI.4.2: L(1,Ψ)

Next, we pick appropriate b ∈ OH+ [Y ], and evaluate at particular values of Y and z.

Definition VI.3. For a nonzero ideal I ⊂ A, we define

lm,I(x) =
1

D(ρI)

∑
α∈(I−1)+

eI(αx)

α
= lI(X

m; z)|Y=eA(x),z=1.

Here x is another formal variable. Later we will substitute x by elements in p−1Λρ/Λρ.

Fix an isomorphism

A/p −→ p−1Λρ/Λρ
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a 7→ aµ

Recall that a1, . . . , ah+ ⊂ A are integral ideals representing the classes of I/P+. We then

substitute b = Y m, Y = eI(aµ), and z = 1 to Anderson’s log-algebraicity and obtain that

eρ

(
h+∑
i=1

lm,ai(aµ)

)
= S(Y m; z)|Y=eA(aµ),z=1

is an algebraic integer in OH+ [ρ[p]]. Before we move on to values of L(1,Ψ), we shall first

mention an important lemma. This lemma is a key to prove the log-algebraicity for Lv(1,Ψ).

Lemma VI.4. For any β ∈ OK(ρ[p]), the element S(βY m; z)|Y=eA(aµ),z=1 is divisible by

eA(aµ)
m in OK(ρ[p]).

Proof. Recall from the discussion after Theorem VI.2 that S(Y m; z) is divisible by Y m.

The exact same argument shows that the same is true for S(βY m; z). Now evaluate at

Y = eA(aµ), z = 1, we have that S(βY m; z)|Y=eA(aµ),z=1 is divisible by

eA(aµ)
m = (ρa(eA(µ)))

m,

which is divisible by eA(µ)
m.

We now return to the study of L(1,Ψ). With the notation lm,I(x), Anderson and Lutes

gave formula for L(1,Ψ) in terms of eI(aµ)’s and lm,I(bµ), using Lagrange interpolation.

Theorem VI.5. 1. (Anderson, [And96, (38)]) Let A = Fq[θ] and χ : A → C∞ a charac-

ter of conductor p. In this case I/P+ = 1. Then

L(1, χ) = − 1

p[1]

qdeg p−1∑
m=1

∑
a∈F×

p

e∗m(a)

∑
b∈F×

p

χ−1(b)lm,A(bµ)

 .

The e∗m(a) are elements algebraic over Fq(θ), obtained via Lagrange interpolation.

2. (Lutes, [Lut10, V.13]) For a general A, and Ψ a character of conductor p on I(p), the
group of fractional A-ideals prime to p,

L(1,Ψ) =
h+∑
j=1

[
− χ(aj)

a
[1]
j

qdeg p−1∑
m=1

∑
a∈F×

p

(
χ(a)e∗m,aj

(a/νj)
)

∑
b∈F×

p

(
χ−1(b)lm,aj(bµ)

) ]
.
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The νj’s, em,aj(a/νj)’s are defined similarly as µ and e∗m(a). See [Lut10] for detailed

definitions.

When A = Fq[θ], we can rewrite the term lm,A(bµ) as

lm,A(bµ) = l(Y m; z)|Y=eA(bµ),z=1 = logρ S(Y
m; z)|Y=eA(bµ),z=1,

in particular the Carlitz logarithm of an algebraic integer. This shows that L(1, χ) is log-

algebraic.

However, in Lutes’s scenario, the log-algebraicity is not as immediate. A direct difficulty

we encounter is that we cannot directly conclude that lm,aj(bµ) is log-algebraic. To fix this,

Lutes fixed a set of K-linearly independent elements {β1, · · · , βh+} in OH+ . Then he applied

Anderson’s log-algebraicity theorem VI.2 to b = βjY
m instead of Y m. This shows that

S(βjY
m; z) = eρ(l(βjY

m; z))

is a polynomial in Y, z with coefficients in OH+ . Evaluate this at Y = eA(bµ), z = 1, we have

that

S(βjY
m; z)Y=eA(bµ),z=1

is an algebraic integer for all βj. Now, unwinding the right side, we see that

S(βjY
m; z)Y=eA(bµ),z=1 = eρ (l(βjY

m; z))Y=eA(bµ),z=1

=
h+∑
i=1

eρ (lai(βjY
m; z))Y=eA(bµ),z=1

=
h+∑
i=1

eρ

(
β
(ai,H

+/K)
j lai(Y

m; z)
)
Y=eA(bµ),z=1

=
h+∑
i=1

eρ(β
(ai,H

+/K)
j lm,ai(bµ)).

As βj varies in the set {β1, . . . , βh+}, these equations can be written in terms of a matrix

equation. For ease of notation, set Lj := logρ
(
S(βjY

m; z)Y=eA(bµ),z=1

)
.


L1

L2

...

Lh+

 =


β
(a1,H+/K)
1 β

(a2,H+/K)
1 · · · β

(ah+ ,H+/K)
1

β
(a1,H+/K)
2 β

(a2,H+/K)
2 · · · β

(ah+ ,H+/K)
2

...
...

. . .
...

β
(a1,H+/K)

h+ β
(a2,H+/K)

h+ · · · β
(ah+ ,H+/K)

h+




lm,a1(bµ)

lm,a2(bµ)
...

lm,ah+
(bµ)

 .

68



By definition, {β1, · · · , βh+} is K-linearly independent. Thus the matrix here has linearly-

independent rows, equivalently nonzero determinant. This shows that lm,ai(bµ) is an H+-

linear combination of Lj = logρ
(
S(βjY

m; z)Y=eA(bµ),z=1

)
. Combining this with theorem VI.5,

we obtain the following.

Theorem VI.6. [Lut10, V.14] The special value L(1,Ψ) is log-algebraic, i.e. there exists

α1, · · · , αs, S1, · · · , Ss ∈ K such that

L(1,Ψ) =
∑
i

αi logρ Si.

In fact, we can pick Si ∈ K(ρ[p]), αi ∈ V (ρ[p]), and s ≤ (qdeg p − 1)2 · h+.

If one wishes, the αi’s can be written very explicitly, by using Cramer’s rule to solve the

matrix equation. The expression will get too long, so we skip it here. Interested readers can

refer to [Lut10].

VI.4.3: Lv(1, χ) over Fq[θ]

Anderson applied the log-algebraicity for L(1, χ) as well as the v-adic convergence for logρ

to deduce the log-algebraicity for Lv(1, χ) on the Carlitz module. We will illustrate it here

as a motivation to our generalization of this result. In this section, A = Fq[θ] and we are

using the Carlitz module ρt = θ + τ .

Proposition VI.7. [And96, Prop 12] The series

∑
d≥0


∑
a∈A+

v(a)=0
deg a=d

eA(ab/p)
m

a


converges v-adically to logv(S(Y

m; z)|Y=eA(bµ,z=1)).

The proof is easy: realize that S(Y m; z)|Y=eA(bµ,z=1) lies in the radius of convergence for

logv, and the calculation follows from formal manipulation of series.

Using this, Anderson wrote down a formula for Lv(1, χ), which is similar to the Kubota-

Leopoldt formula.
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Proposition VI.8. [And96, (43)]

Lv(1, χ) = −
qd−1∑
m=1

 1

p[1]

∑
a∈F×

p

χ(a)e∗m(a)


·

∑
b∈F×

p

χ−1(b) logv(S(Y
m; z)|Y=eA(bµ,z=1))

 .

In particular the elements e∗m(a) is the same as in VI.5.

VI.4.4: Log-algebraicity for Lv(1,Ψ) on Elliptic curves and Ramifying Hyperel-

liptic curves

We now proceed to prove our application, which is the log-algebraicity for Lv(1,Ψ) for our

curves.

Proposition VI.9. Fix β ∈ OH+. The series

h+∑
j=1

β(aj ,H
+/K)lm,aj(bµ)

=
∞∑
k=0


h+∑
j=1

1

D(ρaj)
β(aj ,H

+/K)

 ∑
α∈a−1,+

j

deg aj+degα=k

eaj(αbµ)
m

α


 ,

summing in the order as indicated, converges v-adically to

logv,ρ
(
S(βY m; z)|Y=eA(bµ),z=1

)
.

Proof. By definition of eI(z),

eaj(αbµ) = eaj∗ρ(D(ρaj)ϖραbµ).

We shall investigate the right hand side. Since α is positive, by definition of ρI we have that

D(ραaj) = αD(ρaj).

Since αaj is in the same ideal class as aj, the Hayes modules (αaj) ∗ ρ and aj ∗ ρ are the
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same. As a result

e(αaj)∗ρ = eaj∗ρ.

Thus

eaj(αbµ) = e(αaj)∗ρ(D(ραaj)ϖρbµ) = ραaj(eA(bµ)),

where functional equation for ρI is used in the last equality. Putting everything together,

the degree-k part of our series becomes

h+∑
j=1

∑
α∈a−1,+

j

deg aj+degα=k

β(aj ,H
+/K)

αD(ρaj)
(ραaj(eA(bµ)))

m

=
h+∑
j=1

∑
α∈a−1,+

j

deg aj+degα=k

1

D(ραaj)
((αaj) ∗ (βY m))

∣∣∣∣∣∣∣∣∣
Y=eA(bµ)

.

The sum goes over all ideals J ⊂ A with deg J = k. Hence this equals

∑
deg J=k

J ∗ (βY m)

D(ρJ)

∣∣∣∣∣
Y=eA(bµ)

.

Therefore, our whole series is the same as

∞∑
k=0

( ∑
deg J=k

J ∗ (βY m)

D(ρJ)

)∣∣∣∣∣
Y=eA(bµ)

= l(βY m; z)|Y=eA(bµ),z=1.

By Anderson’s log-algebraicity theorem VI.2, the formal power series

eρ(l(βY
m; z))

is actually a polynomial in Y, z over OH+ . Hence as formal series,

l(βY m; z)|Y=eA(bµ),z=1 = logv,ρ S(βY
m; z)|Y=eA(bµ),z=1

=
∑
n≥0

Ln(S(βY
m; z)|Y=eA(bµ),z=1)

qn ,

where Ln are the coefficients of logarithm. To makes sense of this series, we need the right

hand side to converge v-adically. By Lemma VI.4, S(βY m; z)|Y=eA(bµ),z=1 is an algebraic inte-

ger divisible by eA(µ)
m. Since eA(µ) has positive v-adic valuation, so is S(βY

m; z)|Y=eA(bµ),z=1.
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Therefore, by Theorem V.2 the series converges v-adically to logv,ρ(S(βY
m; z)|Y=eA(bµ)z=1).

Following the method of Anderson, we are now able to prove the log-algebraicity of

L(1,Ψ) for elliptic curves and ramifying hyperelliptic curves.

Theorem VI.10. Lv(1,Ψ) is log-algebraic, i.e. there exists

α1, · · · , αs, S1, · · · , Ss ∈ K,

with v(Si) > 0, such that

Lv(1,Ψ) =
∑
i

αi logv,ρ Si.

The αi, Si, s are the same as in log-algebraic theorem VI.6 for L(1,Ψ).

Proof. The expression
h+∑
j=1

β(aj ,H
+/K)lm,aj(bµ)

we considered in Proposition VI.9 is precisely S(βY m; z)Y=eA(bµ),z=1. As in the proof of

Theorem VI.6, let {β1, · · · , βh+} be a K-linearly independent subset of OK(ρ[p]). By going

through the same argument as the proof of Theorem VI.6 again, but doing everything v-

adically, we arrive at the desired equality.
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CHAPTER VII

Examples and Possible Generalizations

VII.1: Examples

VII.1.1: A = F3[t, y]/(y
2 − (t3 − t− 1)), g = 1, h = 1

([Hay79, 11.5], [Tha93, 2.3c], [GP18, 9.1], [Lut10, VIII.4]) Our first example is an elliptic

curve over F3 with h(A) = 1. Let A = F3[t, y]/(y
2 − (t3 − t− 1)). Then V = (θ + 1, η), and

f =
y − η − η(t− θ)

t− (θ + 1)
.

The Hayes module is given by

ρt = θ + η(θ3 − θ)τ + τ 2, ρy = η + η(η3 − η)τ + (η9 + η3 + η)τ 2 + τ 3.

Let v be place on K corresponding to the prime ideal p := (θ). Fix
√
−1 ∈ F9. This gives

a character of conductor p by χ : A → F9, a(θ, η) 7→ a(0,
√
−1). Let λ ∈ K(ρ[p]) be a

primitive t-torsion point of ρ, i.e. a generator of ρ[p] as an A-module, and let λ′ = ρy(λ). In

[Lut10, VIII.4], a log-algebraic formula of L(1, χ) is given as

L(1, χ) =
logρ(λ

′) +
√
−1 logρ(λ)

λ′ +
√
−1λ

,

L(1, χ3) =
logρ(λ

′)−
√
−1 logρ(λ)

λ′ −
√
−1λ

.

By Theorem VI.10, we obtain a log-algebraic formula for Lv(1, χ) given by the same
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numbers.

Lv(1, χ) =
logv,ρ(λ

′) +
√
−1 logv,ρ(λ)

λ′ +
√
−1λ

,

Lv(1, χ
3) =

logv,ρ(λ
′)−

√
−1 logv,ρ(λ)

λ′ −
√
−1λ

.

VII.1.2: A = F2[t, y]/(y
2 + y + (t5 + t3 + 1), g = 2, h = 1

([Hay79, 11.6], [Tha93, 2.3d]) This is the only genus at least 2 example with h(A) = 1 (cf.

[LMQ75, Sti14]). Let A = F2[t, y]/(y
2+y+(t5+t3+1)). Then V = (θ, η+1)+(θ2+1, η2+θ4),

and

f =
y + η + (t+ θ)(θ4 + θ3 + θ2(t+ 1))

t2 + (θ2 + θ + 1)t+ (θ3 + θ)
.

The Hayes module is given by

ρt = θ + (θ2 + θ)2τ + τ 2, ρy = η + y1τ + y2τ
2 + y3τ

3 + y4τ
4 + τ 5,

where

y1 = (θ2 + θ)(η2 + η)

y2 = θ2(θ + 1)(η2 + η)(η + θ3)(η + θ3 + 1)

y3 = η(η + 1)(θ5 + θ3 + θ2 + θ + 1)[(θ3 + θ2 + 1)η + θ7 + θ4 + θ2]

[(θ3 + θ2 + 1)η + θ7 + θ4 + θ3 + 1]

y4 = [θ(η2 + η)(θ5 + θ2 + 1)(η + θ)(η + θ + 1)]2.

To illustrate our Corollary IV.3 and V.3, we have factorized the first few coefficients of

logρ as A-ideals.

(l1) = (θ)(θ + 1),

(l2) = (θ)−1(θ + 1)−1(θ8 + θ6 + θ5 + θ4 + θ3 + θ + 1),

(l3) = (θ2 + θ + 1)2(θ10 + θ9 + θ8 + θ3 + θ2 + θ + 1),

(l4) = (θ2 + θ + 1)−1(θ)−2(θ + 1)−2(η + θ2)(η + θ2 + 1)(η + θ)(η + θ + 1)

(η + θ2 + θ)(η + θ2 + θ + 1)(η + 1)(η)

(θ12 + θ9 + θ8 + θ6 + θ3 + θ2 + 1)(θ4 + θ + 1).

As an illustration of Proposition V.1 and Corollary V.3, the primes (θ) and (θ+1), both
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of degree 2, divide l−1
2 once and l−1

4 twice. It is worth noticing that Corollary V.3 predicts

that (θ) and (θ + 1) should also divide l−1
3 once, but they did not show up in the above

factorization. This is because both of them get canceled by the terms coming from V ′(4),

equivalently w(J ′
n+1) as in Proposition V.1.

VII.1.3: A = F3[t, y]/(y
2 − (t3 + t2 + t), g = 1, h = 2

([Hay79, 11.7], [GP18, 9.2], [Lut10, VIII.5]) The third example is a class number 2 elliptic

curve over F3. Let A = F3[t, y]/(y
2 − (t3 − t2 − t)). We have h(A) = 2, H = K(

√
θ) and

OH = F3[
√
θ, η√

θ
]. We have to fix a Hayes module with respect to sgn. Set

ρt = θ + (
√
θ − θ

9
2 − η − η3)τ + τ 2,

and ρy is determined uniquely from ρt by ρtρy = ρyρt. For this Hayes module, we have

V = (−θ − 1− η√
θ
,−η − θ

3
2 −

√
θ), and

f =
y − η − (−η − θ

3
2 +

√
θ)(t− θ)

t+ θ + 1 + η√
θ

.

We have that

(l−1
1 ) =(

√
θ)(

η√
θ
− 1, θ + 1)−1,

(l−1
2 ) =(

√
θ)2(

η√
θ
+
√
θ)(

η√
θ
−
√
θ)(

η√
θ
+ 1, θ + 1)(

η√
θ
− 1, θ + 1)

(
√
θ + 1)(

√
θ − 1)(

η√
θ
)

(
θ2(θ − 1)3

η√
θ
+ (θ5 + θ3 + θ2 + 1)

)−1

This time, the ideal coming from Ξ(1) is

(θ2 − θ, η2 − η) = (
√
θ),

instead of (1), since (
√
θ) ∩ A = (θ) in A is of degree 2, not 1. As we can see, (

√
θ) divides

(l−1
2 ) twice, matching the prediction from proposition V.2.

Let v be the place on K corresponding to the prime ideal p := (θ, η). Then ([Hay79,

11.7])

ρp =

(
1 + θ +

η√
θ

)−1√
θ + τ.

We define a character χ : A → F3 of conductor p by a(θ, η) 7→ a(0, 0). Extend χ to a
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character Ψ on the group of fractional A-ideals in K. Fix λ to be a primitive p-torsion point.

An log-algebraic expression for L(1,Ψ) is given by ([Lut10, VIII.5])

L(1,Ψ) =

(
D(ρp)√

θ
− 1

λ

)
logρ S(X; 1)X=λ

+

(
−
√

D(ρp
θ

− 1

λ
√
θ

)
logρ S(

√
θX; 1)X=λ.

Lutes also computed the special polynomial S(Y ; z):

S(Y ; z) = Y z +
(
(−η −

√
θ)(θ − 1)Y 3 + Y

)
z3

+
(
Y 9 + (η +

√
θ(θ − 1)Y 3

)
z9 − Y 9z27.

Once again, the same formula holds v-adically.

VII.1.4: s̃gn(F ) = 1, but s̃gn(F (1)) transcendental

Back in Remark II.15, we have promised an example of a function F with s̃gn(F ) = 1, but

s̃gn(F (1)) transcendental over Fq. Here we provide such an example: suppose X = P1 with

function field Fq(t), and set ∞ to be corresponding to t − c for some c ∈ Fq. Fix sgn such

that sgn of the minimal polynomial of ∞ is 1. Then the function

F =
c− cq

c− θ

t− θ

t− cq

has s̃gn(F ) = 1. For d∞ > 2, we have that

s̃gn(F (1)) =

(
c− cq

c− θ

)q
c− θq

c− cq2
=

cq − cq
2

c− cq2
c− θq

cq − θq
,

which is transcendental over Fq. If d∞ = 2, then from

s̃gn((t− c)(t− cq)) = 1,

we have that

s̃gn(t− c) =
1

c− cq
.

Thus

s̃gn(F (1)) =

(
c− cq

c− θ

)q

(c− θq)(c− cq) = (c− cq)q+1 c− θq

cq − θq
,
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which is also transcendental over Fq.

VII.1.5: X = P1, any d∞

To end our list of examples, we will have a glimpse on how the v-adic convergence should

work for a general curve, by studying Hayes modules coming from P1 other than the Carlitz

module.

We continue using the settings from the previous example VII.1.4. Let X = P1 with

function field Fq(t). Set ∞ to be the point corresponding to the place t− c for some c ∈ Fq.

This will only exclude the case with ∞ corresponding to the usual degree at t, which gives

the well-understood Carlitz module.

Once again, fix sgn such that sgn of the minimal polynomial of ∞ is 1. A shtuka function

f has divisor

div(f) = V (1) − V + (Ξ)− (∞(1)),

and is given by

f = C
t− θ

t− cq
,

where C ∈ C∞ is a constant. Since

s̃gn(ff (1) · · · f (d∞−1)) = 1

(see Remark II.15), we can compute that

C
qd∞−1

q−1 =
(
(c− θ)(c− θq) · · · (c− θq

d∞−1

)
)−1

.

We can also rewrite the shtuka functions as

f = U
1

c− θ

t− θ

t− cq
,

where

U
qd∞−1

q−1 =
(c− θ)

qd∞−q
q−1

(c− θq) · · · (c− θqd∞−1)
.

The advantage of writing f in this way is that as an element in H, the
qd∞ − 1

q − 1
-th power of

U only has nonzero valuation at places above ∞ (as in K, not K). The notation U comes

from the fact that the
qd∞ − 1

q − 1
-th power of U is a unit in OH . In particular, U has valuation

zero at the place above “degree in θ”, which is not true for C. This will help us to compute

the v-adic convergence of eρ and logρ for v to be the place “degree in θ”.
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Now fix such a U (out of the choice of a
qd∞ − 1

q − 1
-th root of unity). The exponential series

for the Hayes module corresponding to this choice is given by

eρ(z) = z + U−1(c− θ)
(θ − c)q

θq − θ
zq

+ U−(q+1)(c− θ)1+q (θ
q − c)q(θ − c)q

2

(θq2 − θ)(θq − θ)q
zq

2

+ · · ·

= z −
∞∑
n=1

U− qn−1
q−1 (c− θ)

qn+1−1
q−1

· (θ
qn−1 − c)q(θq

n−2 − c)q
2 · · · (θq − c)q

n−1

(θqn − θ)(θqn−1 − θ)q · · · (θq − θ)qn−1 zq
n

.

The differential ω ∈ H0(X,Ω1(V − (∞) − (∞(−1)))) as in Definition II.19 and [Tha93,

0.3.7] (also see Remark II.21) is given by

ω(1) = −U
dt

(t− cq)(t− c)
,

and the logarithm series is given by

logρ(z) = z + U−1(c− θ)
(θ − c)q

(θ − θq)
zq

+ U−(q+1)(c− θ)1+q (θ − c)q
2
(θ − cq)

(θ − θq)(θ − θq2)
zq

2

+ · · ·

= z −
∞∑
n=1

U− qn−1
q−1 (c− θ)

qn+1−1
q−1

· (θ − cq)(θ − cq
2
) · · · (θ − cq

n−1
)

(θ − θq)(θ − θq2) · · · (θ − θqn)
zq

n

.

From the calculation we have done in Chapter V, namely Corollary V.3, we can see that

if v is a place of P1 away from ∞ and the one corresponding to deg on θ, then

� eρ(z) converges in Cv for all w(z) > ew
1

qdeg p−1
, where w, ew are as in section V;

� logρ(z) converges in Cv for all v(z) > 0.

For v corresponding to degree in θ, we can directly compute the valuation. Let w be a place

in H+ := H(U) above v, and ew the ramification index of w over v. Then

w(en) = −ew
qn − 1

q − 1
> −ewq

n 1

q − 1
,
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w(ln) = −ewn,

by looking at the degree in θ of the coefficients. This shows that the v-adic convergence

behavior of eρ(z) and logρ(z) is the same also when v is the “degree in θ”. This gives

evidence to the general v-adic convergence behavior of eρ and logρ in the case when d∞ > 1.

VII.2: Possible directions for generalization

Before we end this thesis, we present a few possible directions for generalizing results in this

paper.

VII.2.1: A conjecture for the general case

From the previous P1 example and Theorems V.2 and V.3, we formulate the following con-

jecture that predicts the general v-adic convergence for eρ and logρ.

Conjecture VII.2.1. Let ρ be a Hayes module on X, with no restriction on genus X or

d∞. Fix a place v of X the same as ∞. Let FracR be the field extension of H+ containing

all zeros of the Drinfeld divisor V corresponding to ρ. Let w be the place (normalized so the

value group is Z) in FracR over v upon a fixed embedding K → Kv, and ew the ramification

index of w over v. Then:

1. the exponential series eρ(z) converges in Cv when

w(z) > w(J0) + ew · eθ ·
1

q
deg p
fθ − 1

,

where J0 is some ideal coming from V evaluated at Ξ, eθ is some number coming from

ramification, and fθ is some number coming from intertia;

2. the logarithm series logρ(z) converges in Cv when v(z) > 0. Moreover, the coefficients

of logarithm should have v-adic valuation in the order of O(n).

An immediate difficulty that we face when trying to prove this conjecture is that it is

hard to explicitly write down

1. the shtuka function f with a nice integral model, with all zeros being integral;

2. the differential ω in terms of the shtuka function f .

In particular, the way we obtain the good presentation for the shtuka functions f for

elliptic curves and ramifying hyperelliptic curves is via long division, which requires that
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there is a degree 2 element in A. Obviously this does not have to be true in general. For

instance this will fail immediately when d∞ ≥ 3. In the general case, long division can still

be done, but the result will no longer be in terms of integral functions, needless to say s̃gn

1 functions. It also becomes hard to keep track of the relations of the generators in a model

for A, when there are more than 2 generators and/or more than 1 relation.

VII.2.2: Higher dimension

It has been shown by Anderson and Thakur [AT90, 2.4.1] that for the n-th tensor of Carlitz

module C⊗n, the logarithm series Logn(z) converges v-adically for all z ∈ Cn
v with v(z) > 0,

and they used the convergence to calculate the values ζv(n). In [CM17, Theorem 3.3.3],

Chang and Mishiba showed a generalization for some uniformizable t-modules. As for elliptic

curves with∞ as the rational point at infinity, Green has given an expression of coefficients of

the logarithm series for the n-tensor power of a Hayes module in his thesis [Gre18, Theorem

4.2.4]. A work in progress of the author is to prove a similar v-adic convergence result on

the tensor product, which can be used to calculate v-adic zeta values.

VII.2.3: Other L-series

It is also worth mentioning that Green and Papanikolas [GP18] studied the shtuka functions

for elliptic curves and come up with another formula for L(1, χ), as a special case for a

formula for Pellarin L-series [Pel12]. It would be an exciting idea to see if we can come up

with similar v-adic results for Pellarin L-series [Pel12].
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