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#### Abstract

We introduce a two-parameter family of diffusion processes $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}, r, s>0$, on the general linear group $\mathbb{G} \mathbb{L}_{N}$ that are Brownian motions with respect to certain natural metrics on the group. At the same time, we introduce a two-parameter family of free Itô processes $\left(b_{r, s}(t)\right)_{t \geq 0}$ in a faithful, tracial $W^{*}$-probability space, and we prove that the process $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}$ converges to $\left(b_{r, s}(t)\right)_{t \geq 0}$ in noncommutative distribution as $N \rightarrow \infty$ for each $r, s>0$. The processes $\left(b_{r, s}(t)\right)_{t \geq 0}$ interpolate between the free unitary Brownian motion when $(r, s)=(1,0)$, and the free multiplicative Brownian motion when $r=s=\frac{1}{2}$; we thus resolve the open problem of convergence of the Brownian motion on $\mathbb{G}_{L_{N}}$ posed by Philippe Biane in 1997.
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## 1 Introduction

### 1.1 Main Theorems and Discussion

Let $\mathbb{M}_{N}$ denote the space of $N \times N$ complex matrices, and let $\mathbb{G L}_{N}$ denoted the Lie group of invertible matrices in $\mathbb{M}_{N}$. In this paper, we will address the behavior of Brownian motion on this group as $N \rightarrow \infty$. In fact, we introduce a two-parameter family $B_{r, s}^{N}$ of diffusion processes that are all left-invariant Brownian motions with respect to a family of metrics on $\mathbb{G L}_{N}$ (achieved by scaling the inner product by independent factors $r, s>0$ on the real and imaginary parts of the Lie algebra); see Definitions 1.3 and 1.5 . The canonical Brownian motion on $\mathbb{G L}_{N}$ coincides with $B_{\frac{1}{2}, \frac{1}{2}}^{N}$, while the degenerate case $B_{1,0}^{N}$ is Brownian motion on the unitary group $\mathbb{U}_{N}$.

Our main concern is with the large- $N$ limit of the finite-dimensional (noncommutative) distributions of these $(r, s)$-Brownian motions. To be precise: the classical distribution of the stochastic process $B_{r, s}^{N}$ is a measure on paths taking values in $\mathbb{G L}_{N}$, and it is very difficult to make sense of a large- $N$ limit of such objects (though attempts have been made in the analogous case of $\mathbb{U}_{N}$-valued processes, cf. [11, 12]). Motivated instead by random matrix theory and free probability, we study statistics of the process that live in an $N$-independent space. For a single random matrix ensemble $X=X^{N}$ taking values in the normal matrices in $\mathbb{M}_{N}$, the standard object of study is the empirical spectral distribution: the random probability measure on $\mathbb{C}$ that places equal weights at the eigenvalues of the matrix. This measure is captured by its (random) trace moments: random variables of the form $\left\{\operatorname{tr}\left(X^{k} X^{* m}\right): k, m \in \mathbb{N}\right\}$, where $\operatorname{tr}=\frac{1}{N} \operatorname{Tr}$ is the normalized trace on $\mathbb{M}_{N}$ and $X^{*}$ is the adjoint (conjugate transpose) of $X$. For a collection $X_{1}, \ldots, X_{n}$ of random matrix ensembles that do not generally commute, the natural analog is the noncommutative distribution: the collection of all random variables $\operatorname{tr}\left(f\left(X_{1}, X_{1}^{*}, \ldots, X_{n}, X_{n}^{*}\right)\right)$ for all noncommutative polynomials $f$ in the matrices and their adjoints.

The main theorem of this paper is the identification of the large- $N$ limit of the noncommutative distribution of any finite collection of instances of the Brownian motion $B_{r, s}^{N}\left(t_{1}\right), \ldots, B_{r, s}^{N}\left(t_{n}\right)$. In the limit, one does not find the distribution of a diffusion, or any (classical) Itô process at all. Rather, the limit is a free Itô process $b_{r, s}$, which we refer to as a free multiplicative $(r, s)$-Brownian motion; see Definition 1.6 (Sections 2.2 and 2.3 give brief recollections of the basics of free probability and free stochastic analysis, with some references to more in depth treatments.) That is: the limit of $B_{r, s}^{N}$ is identified as a one-parameter family of operators $\left\{b_{r, s}(t)\right\}_{t \geq 0}$ in a tracial noncommutative probability space $(\mathscr{A}, \tau)$, whose finite-dimensional noncommutative distributions are precisely the large $-N$ limits of those of $B_{r, s}^{N}$. As is standard in noncommutative probability, we refer to this as convergence of the process (as this is the strongest notion of convergence that makes sense for noncommutative stochastic processes whose distributions are not measures on a fixed path space).

Theorem 1.1. For $r, s>0$, let $B_{r, s}^{N}$ be an $(r, s)$-Brownian motion on $\mathbb{G}_{N}$, and let $b_{r, s}$ be a free multiplicative $(r, s)$-Brownian motion. Then $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}$ on $\mathbb{G L}_{N}$ converges, as a noncommutative stochastic process, to $\left(b_{r, s}(t)\right)_{t \geq 0}$ as $N \rightarrow \infty$. More precisely: if $n \in \mathbb{N}$ and $f$ is any noncommutative polynomial in $2 n$ indeterminates, then for any $t_{1}, \ldots, t_{n} \geq 0$,

$$
\begin{align*}
\mathbb{E} \operatorname{tr}\left[f \left(B_{r, s}^{N}\left(t_{1}\right), B_{r, s}^{N}\left(t_{1}\right)^{*}\right.\right. & \left.\left., \ldots, B_{r, s}^{N}\left(t_{n}\right), B_{r, s}^{N}\left(t_{n}\right)^{*}\right)\right] \\
& =\tau\left[f\left(b_{r, s}\left(t_{1}\right), b_{r, s}\left(t_{1}\right)^{*}, \ldots, b_{r, s}\left(t_{n}\right), b_{r, s}\left(t_{n}\right)^{*}\right)\right]+O\left(\frac{1}{N^{2}}\right) . \tag{1.1}
\end{align*}
$$

Theorem 1.1 is proved in Section 5. It answers a question left by Biane in [2]. The main result of that paper was the analogous statement of Theorem 1.1 for the canonical Brownian motion $U^{N}$ on the unitary group $\mathbb{U}_{N}$. In that paper, Biane introduced the free unitary Brownian motion for the first time; it has now become a standard tool used in free probability theory (see [7], [28], and many others). Biane's proof had two main steps: first establishing the convergence for a fixed time $t>0$, and then using group properties resepcted by the process and its limit (namely independent multiplicative increments) together with complementary asymptotic freeness results to extend the convergence to all finite-dimensional distributions. Since a single instance $U^{N}(t)$
of the unitary Brownian motion is a unitary (hence normal) matrix, the spectral theorem is available. Thus the noncommutative distribution becomes the empirical spectral distribution $\nu_{t}$, whose limit is then computed via a careful analysis of the characters of irreducible representation of $\mathbb{U}_{N}$. See Definition 1.7 for a closed formula for the limiting moments of this distribution; these moments will come into play in the present analysis as well.

Our proof is similarly broken into two parts, first establishing the convergence for a fixed $t$, and then leveraging more general asymptotic freeness results (cf. Section 2.3) to extend to convergence of the process. For a single $t$, the story is quite different. The process $B_{r, s}^{N}$ is almost surely never normal (cf. Proposition 4.15), and so the empirical spectral distribution of $B_{r, s}^{N}(t)$ has no simple connection to the noncommutative distribution of the process (it is not even a continuous function of the moments in the limit). In [2, p. 19], Biane states "It is very likely that the process $\left(\Gamma_{t}\right)_{t \in \mathbb{R}_{+}}$" (which is our process $B_{r, s}^{N}$ with $r=s=\frac{1}{2}$ ) "is the limit in distribution... of the Brownian motion with values in $\mathbb{G L}_{N} \ldots$... but we have not proved this." He goes on to list a partial result, showing that the convergence holds for a single time $t \geq 0$ for the self-adjoint process $\Gamma_{t}^{*} \Gamma_{t}$, which, he states, can be computed following the same general outline as his analysis of the heat kernel on $\mathbb{U}_{N}$ but using the spherical functions for the pair $\left(\mathbb{G L}_{N}, \mathbb{U}_{N}\right)$ in the place of the characters of $\mathbb{U}_{N}$. It is possible that a more involved representation theoretic approach like this might yield a proof of our Theorem 1.1 for a single time $t$, but such a proof has not appeared in the literature in the 17 years since this question was posed.

Our approach is more geometric, using a structure theorem for the Laplacian on $\mathbb{G}_{N}$ proved in the author's earlier joint paper [9], and associated concentration of heat kernel measure results from that paper. (A similar approach was indepednently developed by Guillaume Cébron in [5] Theorem 4.6], and is used there to give a somewhat different proof of the special case of Theorem 1.1 for a single time $t \geq 0$ and for the canonical case $r=s=\frac{1}{2}$.) These ideas go back to earlier papers by Eric Rains [22] and Ambar Sengupta [25]. To give a little more detail presently: for a single time $t \geq 0$, we compare the left- and right-hand sides of (1.1) using stochastic calculus. Each can be represented as a stochastic integral involving noncommutative polynomials of lower order (thanks to the linearity of the diffusion and drift coefficients in (1.5), and the proof proceeds by a careful induction using the following key concentration of measure result, which is another main theorem of the present paper.
Theorem 1.2. Let $n \in \mathbb{N}, t_{1}, \ldots, t_{n} \geq 0$, and let $B_{r, s}^{1, N}\left(t_{1}\right), \ldots, B_{r, s}^{n, N}\left(t_{n}\right)$ be independent copies of the Brownian motion $B_{r, s}^{N}(\cdot)$ at these times. These operators possess a limit joint distribution, and, for any noncommutative polynomials in $2 n$ indeterminates, there is a constant $C=C\left(r, s, t_{1}, \ldots, t_{n}, f, g\right)$ such that

$$
\begin{equation*}
\operatorname{Cov}\left[\operatorname{tr}\left(f\left(B_{r, s}^{1, N}\left(t_{1}\right), \ldots, B_{r, s}^{1, N}\left(t_{n}\right)^{*}\right)\right), \operatorname{tr}\left(g\left(B_{r, s}^{1, N}\left(t_{1}\right), \ldots, B_{r, s}^{n, N}\left(t_{n}\right)^{*}\right)\right)\right] \leq \frac{C}{N^{2}} \tag{1.2}
\end{equation*}
$$

Theorem 1.2 is proved in Section3. It is a multivariate extension of the technology in [9, Sections 3 \& 4].

### 1.2 Definitions, Notation, and Auxiliary Results

To motivate our interest in the diffusions $B_{r, s}^{N}$ (formally defined below), let us briefly discuss the complexity of the Lie group $\mathbb{G}_{N}$ as compared to $\mathbb{U}_{N}$. The Lie algebra Lie $\left(\mathbb{G}_{N}\right)=\mathfrak{g l}_{N}=\mathbb{M}_{N}$ possesses no $\operatorname{Ad}\left(\mathbb{G}_{N}\right)$ invariant inner product (as it is not of compact type, cf. [15]). However, $\mathbb{G L}_{N}$ is the complexification of $\mathbb{U}_{N}$, which in particular gives the decomposition of its Lie algebra $\mathfrak{g l}_{N}=\mathfrak{u}_{N} \oplus i \mathfrak{u}_{N}$, where $\mathfrak{u}_{N}=\operatorname{Lie}\left(\mathbb{U}_{N}\right)$ consists of skew-Hermitian matrices.

The standard inner product on $\mathfrak{u}_{N}$ is $\langle\xi, \eta\rangle=-\operatorname{Tr}(\xi \eta)$, which is $\operatorname{Ad}\left(\mathbb{U}_{N}\right)$-invariant. It extends to the real Hilbert-Schmidt inner product $\langle\xi, \eta\rangle=\Re \operatorname{Tr}\left(\xi \eta^{*}\right)$ on $\mathfrak{g l}_{N}$ which, while not $\operatorname{Ad}\left(\mathbb{G}_{N}\right)$-invariant, remains invariant under conjugation by $\mathbb{U}_{N}$. It is surely not the only such $\operatorname{Ad}\left(\mathbb{U}_{N}\right)$-invariant inner product on $\mathfrak{g l} l_{N}$. The simplest generalization is given by scaling the inner product independently on the two part of the decomposition $\mathfrak{g l}_{N}=\mathfrak{u}_{N} \oplus i \mathfrak{u}_{N}$. This is closely related to the two-parameter Segal-Bargmann transform of Driver and Hall (cf. [8]) whose large- $N$ limit is the topic of [9], and is the real motivation for the present discussion. Let us define the inner products now.

Definition 1.3. Let $r, s>0$. Define the real inner product $\langle\cdot, \cdot\rangle_{r, s}$ on $\mathfrak{g l}_{N}$ by

$$
\begin{equation*}
\left\langle\xi_{1}+i \eta_{1}, \xi_{2}+i \eta_{2}\right\rangle_{r, s}^{N}=-\frac{1}{r} N \operatorname{Tr}\left(\xi_{1} \xi_{2}\right)-\frac{1}{s} N \operatorname{Tr}\left(\eta_{1} \eta_{2}\right), \quad \xi_{1}, \xi_{2}, \eta_{1}, \eta_{2} \in \mathfrak{u}_{N} . \tag{1.3}
\end{equation*}
$$

That is: $\langle\cdot, \cdot\rangle_{r, s}^{N}$ makes $\mathfrak{u}_{N}$ and $\mathfrak{u}_{N}$ orthogonal, and its restrictions to these two orthocomplementary subspaces are positive scalar multiples of the Hilbert-Schmidt inner product.

Remark 1.4. The inner product $\langle\cdot, \cdot\rangle_{r, s}^{N}$ may alternatively be written in the form

$$
\langle A, B\rangle_{r, s}^{N}=\frac{1}{2}\left(\frac{1}{s}+\frac{1}{r}\right) N \Re \operatorname{Tr}\left(A B^{*}\right)+\frac{1}{2}\left(\frac{1}{s}-\frac{1}{r}\right) N \Re \operatorname{Tr}(A B) .
$$

We scale with $N T r$ in order to produce a meaningful limit as $N \rightarrow \infty$. That is must scale opposite to the trace $\operatorname{tr}=\frac{1}{N} \operatorname{Tr}$ used to define the limit moments is a consequence of the fact that, in general, the Laplacian scales opposite to the metric.

Any real inner product on $\mathfrak{g l}_{N}$ gives rise to a left-invariant Riemannian metric on $\mathbb{G L}_{N}$, and hence to a left-invariant Laplacian and associated diffusion process: the Brownian motion.

Definition 1.5. Let $r, s>0$. Let $\Delta_{r, s}^{N}$ denote the Laplace-Beltrami operator on $\mathbb{G}_{L_{N}}$ associated to the leftinvariant Riemannian metric induced by the inner product $\langle\cdot, \cdot\rangle_{r, s}^{N}\left(c f\right.$. (2.8). The diffusion process $B_{r, s}^{N}(t)$ on $\mathbb{G}_{N}$, started at $B_{r, s}^{N}(0)=I_{N}$, with generator $\frac{1}{2} \Delta_{r, s}^{N}$, is called an $(r, s)$-Brownian motion on $\mathbb{G}_{N}$. Fix a probability space $(\Omega, \mathscr{F}, \mathbb{P})$ from which the random matrices $B_{r, s}^{N}(t)$ are sampled, and denote $\mathbb{E}=\int_{\Omega} \cdot d \mathbb{P}$.

Theorem 1.1 characterizes the large- $N$ limit of $B_{r, s}^{N}(t)$ as a noncommutative stochastic process. To do so, we introduce the following free stochastic processes (for a discussion of free stochastic calculus, see Section 2.2).
Definition 1.6. Fix $r, s \geq 0$. Let $(\mathscr{A}, \tau)$ be a $W^{*}$-probability space that contains two freely independent free semicircular Brownian motions $x$ and $y$. For $t \geq 0$, let

$$
\begin{equation*}
w_{r, s}(t)=i \sqrt{r} x(t)+\sqrt{s} y(t) . \tag{1.4}
\end{equation*}
$$

The free multiplicative Brownian motion of parameters $r, s$, denoted $b_{r, s}$, is the unique solution to the following free stochastic differential equation:

$$
\begin{equation*}
d b_{r, s}(t)=b_{r, s}(t) d w_{r, s}(t)-\frac{1}{2}(r-s) b_{r, s}(t) d t, \quad b_{r, s}(0)=1 \tag{1.5}
\end{equation*}
$$

Note that, when $r=s=\frac{1}{2}, w_{r, s}(t)=\frac{1}{\sqrt{2}}(i x(t)+y(t))$ which is the variance-normalized circular Brownian motion (the large- $N$ limit of the appropriately scaled Brownian motion on the Lie algebra $\mathbb{M}_{N}$, cf. [26]), more commonly denoted $Z_{t}$. In this case, setting $\Gamma_{t}=b_{\frac{1}{2}, \frac{1}{2}}(t)$, (1.5) reduces to

$$
\begin{equation*}
d \Gamma_{t}=\Gamma_{t} d Z_{t}, \quad \Gamma_{0}=1 \tag{1.6}
\end{equation*}
$$

which is the left-invariant version of the free multiplicative Brownian motion referenced in [2, 3]. We may also consider the degenerate case $(r, s)=(1,0)$. Let $u(t)=b_{1,0}(t)$; then 1.5 becomes

$$
\begin{equation*}
d u(t)=i u(t) d x(t)-\frac{1}{2} u(t) d t, \quad u(0)=1 \tag{1.7}
\end{equation*}
$$

which is the free SDE for the (left) free unitary Brownian motion, introduced in [2].
In order to prove Theorem 1.1, we need to describe more concretely the noncommutative distribution of $b_{r, s}$; to that end, we introduce the following indispensable constants, which are (extensions) of the moment of the free unitary Brownian motion.

Definition 1.7. For each $t \in \mathbb{R}$, there exists a unique probability measure $\nu_{t}$ on $\mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$ with the following properties. For $t>0, \nu_{t}$ is supported in the unit circle $\mathbb{U}$; for $t<0, \nu_{t}$ is compactly supported in $\mathbb{R}_{+}=(0, \infty)$; and $\nu_{0}=\delta_{1}$. In all cases, $\nu_{t}$ is determined by its moments: $\nu_{0}(t) \equiv 1$ and, for $n \in \mathbb{Z} \backslash\{0\}$,

$$
\begin{equation*}
\nu_{n}(t) \equiv \int_{\mathbb{C}^{*}} u^{n} \nu_{t}(d u)=e^{-\frac{|n|}{2} t} \sum_{k=0}^{|n|-1} \frac{(-t)^{k}}{k!}|n|^{k-1}\binom{|n|}{k+1} . \tag{1.8}
\end{equation*}
$$

The existence of the measure was proved in [1] for $t<0$ and in [2] for $t>0$. In the latter case, it is the a.s. limit of the empirical spectral distribution of the free unitary Brownian motion; in the former case, it has a similar description in terms of a positive free diffusion process sometimes called multiplicative Brownian motion.

The two parts of the proof of Theorem 1.1 (convergence for a single $t$, and then asymptotic freeness of increments to extend to multiple $t$ ) rely on the following auxiliary results. They are fairly straightforward computations using the Itô formula, and their proofs are outlined in Section 4 ,

Proposition 1.8. Let $r, s, t \geq 0$ and $n \in \mathbb{N}$. Then

$$
\begin{align*}
& \tau\left[b_{r, s}(t)^{n}\right]=\tau\left[b_{r, s}(t)^{* n}\right]=\nu_{n}((r-s) t)  \tag{1.9}\\
& \tau\left[\left(b_{r, s}(t) b_{r, s}(t)^{*}\right)^{n}\right]=\nu_{n}(-4 s t),  \tag{1.10}\\
& \tau\left[b_{r, s}(t)^{2} b_{r, s}(t)^{* 2}\right]=e^{4 s t}+4 s t(1+s t) e^{(3 s-r) t} \tag{1.11}
\end{align*}
$$

Equations (1.9) and (1.10) were proved in the author's paper [16, Theorems $1.3 \& 1.5$ ]. They are included here to show how they can be derived more directly from the limit process $b_{r, s}(t)$; the final steps of the calculations are in Corollaries 4.5 and 4.8. Equation (1.11) is needed in the proof of Proposition 1.10 below. In particular, comparing (1.10) and 1.11) shows that $b_{r, s}(r)$ is never normal if $r, s, t>0$, as holds for finite $N$ as well.
Remark 1.9. Proposition 4.15 below shows the unsurprising fact that $B_{r, s}^{N}$ is non normal for all $t>0$ (with probability 1 ), since the submanifold of normal matrices is of codimension $>1$ and is therefore a polar set for the diffusion $B_{r, s}^{N}$. One might hope to be able to prove this directly using Itô's formula, but the best one can do in that framework is a calculation akin to (1.10) and (1.11) which shows the weaker statement that for each fixed $t>0, B_{r, s}^{N}(t)$ is a.s. non-normal.

Finally, we will use the fact that the free stochastic process $\left(b_{r, s}(t)\right)_{t \geq 0}$ inherits all of the invariant properties from $B_{r, s}^{N}(t)$ that qualify it as a Brownian motion.

Proposition 1.10. For $r, s>0$ and $N \in \mathbb{N}$, the $\mathbb{G}_{\mathbb{L}_{N}}$ Brownian motion $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}$ has independent, stationary multiplicative increments. If $N \geq 2$, then, with probability $1, B_{r, s}^{N}(t)$ is not a normal matrix for any $t>0$.

For $r, s \geq 0$, the free multiplicative Brownian motion $\left(b_{r, s}(t)\right)_{t \geq 0}$ is invertible for all $t \geq 0$, and has freely independent, stationary multiplicative increments. If $s>0$, then $b_{r, s}(t)$ is not a normal operator for any $t>0$.

Remark 1.11. A simple time change argument shows that if $s=0$, then $b_{r, 0}$ is unitary, and $u(t) \equiv b_{r, 0}(t / r)$ is a free unitary Brownian motion for any $r>0$. The same applies to $B_{r, 0}^{N}$, which we define (in this degenerate case) as the solution to the $\operatorname{SDE}$ (2.11) below.

## 2 Background

In this section, we briefly outline the technology needed to prove the results in this paper: stochastic calculus for matrix-valued Itô processes (particularly for invertible random matrices), the corresponding stochastic calculus in the free probability setting, and the notion of asymptotic freeness that ties the two together.

### 2.1 Stochastic Calculus on $\mathbb{G L}_{N}$

Let $G$ be a connected Lie group, with Lie algebra $\mathfrak{g}$. For $\xi \in \mathfrak{g}$, the associated left-invariant vector field on $G$ is denoted $\partial_{\xi}$ :

$$
\begin{equation*}
\left(\partial_{\xi} f\right)(g)=\left.\frac{d}{d t}\right|_{t=0} f(g \exp (t \xi)), \quad f \in C^{\infty}(G) \tag{2.1}
\end{equation*}
$$

Let $\langle\cdot, \cdot\rangle$ be a real inner product on $\mathfrak{g}$, and let $\beta$ be an orthonormal basis for $(\mathfrak{g},\langle\cdot, \cdot\rangle)$. Then the Laplace-Beltrami operator on $G$ for the Riemannian metric induced by $\langle\cdot, \cdot\rangle$ is

$$
\begin{equation*}
\Delta_{G}=\sum_{\xi \in \beta} \partial_{\xi}^{2}, \tag{2.2}
\end{equation*}
$$

which does not depend on the particular orthonormal basis used.
If $G \subset \mathbb{M}_{N}$ is a linear Lie group, then the Brownian motion on $G$ (the diffusion process with generator $\frac{1}{2} \Delta_{G}$ ) may be constructed as the solution to a stochastic differential equation. Fix an orthonormal basis $\beta$ for $\mathfrak{g}$, and let $W(t)$ denote the following Wiener process in $\mathfrak{g}$ :

$$
W(t)=\sum_{\xi \in \beta} W_{\xi}(t) \xi
$$

where $\left\{W_{\xi}: \xi \in \beta\right\}$ are i.i.d. standard $\mathbb{R}$-valued Brownian motions. Then the Brownian motion $B(t)$ is determined by the Stratonovich SDE

$$
\begin{equation*}
d B(t)=B(t) \circ d W(t), \quad W(0)=I_{N} . \tag{2.3}
\end{equation*}
$$

While convenient for proving geometric invariance, the Stratonovich form is less well-adapted to computation. We can convert (2.3) to Itô form. The result, due to McKean [18, p. 116], is

$$
\begin{equation*}
d B(t)=B(t) d W(t)+\frac{1}{2} B(t)\left(\sum_{\xi \in \beta} \xi^{2}\right) d t, \quad B(0)=I_{N} \tag{2.4}
\end{equation*}
$$

See, also, [13].
Let us specialize to the case of interest, with $G=\mathbb{G L}_{N}$ and $\mathfrak{g l}_{N}$ equipped with an $\operatorname{Ad}_{\mathbb{U}_{N}}$-invariant inner product $\langle\cdot, \cdot\rangle_{r, s}^{N}$ of 1.3 . To clarify: let $\langle\cdot, \cdot\rangle_{\mathfrak{u}_{N}}$ denote the following real inner product on $\mathfrak{u}_{N}$ :

$$
\begin{equation*}
\langle\xi, \eta\rangle_{\mathfrak{u}_{N}}=-N \operatorname{Tr}(\xi \eta) . \tag{2.5}
\end{equation*}
$$

Then the inner product $\langle\cdot, \cdot\rangle_{r, s}^{N}$ on $\mathfrak{g l}_{N}=\mathfrak{u}_{N} \oplus i \mathfrak{u}_{N}$ is given by

$$
\begin{equation*}
\left\langle\xi_{1}+i \eta_{1}, \xi_{2}+i \eta_{2}\right\rangle_{r, s}^{N}=\frac{1}{r}\left\langle\xi_{1}, \xi_{2}\right\rangle_{u_{N}}+\frac{1}{s}\left\langle\eta_{1}, \eta_{2}\right\rangle_{\mathfrak{u}_{N}} . \tag{2.6}
\end{equation*}
$$

It is straightforward to check that, if $\beta_{N}$ is an orthonormal basis for $\mathfrak{u}_{N}$ with respect to $\langle\cdot, \cdot\rangle_{\mathfrak{u}_{N}}$, then

$$
\begin{equation*}
\beta_{r, s}^{N}=\left\{\sqrt{r} \xi: \xi \in \beta_{N}\right\} \cup\left\{\sqrt{s} i \xi: \xi \in \beta_{N}\right\} \tag{2.7}
\end{equation*}
$$

is an orthonormal basis for $\mathfrak{g l}_{N}$ with respect to $\langle\cdot, \cdot\rangle_{r, s}^{N}$. Equation 2.2 and a straightforward application of the chain rule in (2.1) then shows that the Laplace-Beltrami operator is

$$
\begin{equation*}
\Delta_{r, s}^{N}=\sum_{\xi \in \beta}\left(r \partial_{\xi}^{2}+s \partial_{i \xi}^{2}\right) . \tag{2.8}
\end{equation*}
$$

Remark 2.1. In [9, 16], we used the elliptic operator

$$
A_{s, t}^{N}=\left(s-\frac{t}{2}\right) \sum_{\xi \in \beta_{N}} \partial_{\xi}^{2}+\frac{t}{2} \sum_{\xi \in \beta_{N}} \partial_{i \xi}^{2}=\Delta_{s-t / 2, t / 2}^{N} .
$$

The linear change of parameters was convenient for our discussion of the two-parameter Segal-Bargmann transform, and so all of the theorems in [16] are stated using this language as well.

We will have frequent use for the following "magic formula"; it was stated and proved as [9, Proposition 3.1], but it surely goes back further (for example to the work of Sengupta [25], and Gordina [14] where it was used in the context of infinite dimensional orthogonal groups). If $\beta_{N}$ is an orthonormal basis of $\mathfrak{u}_{N}$, then

$$
\begin{equation*}
\sum_{\xi \in \beta_{N}} \xi A \xi=-\operatorname{tr}(A) I_{N}, \quad A \in \mathbb{M}_{N} \tag{2.9}
\end{equation*}
$$

In particular, taking $A=I_{N}$ yields

$$
\begin{equation*}
\sum_{\xi \in \beta_{N}} \xi^{2}=-I_{N} \tag{2.10}
\end{equation*}
$$

Combining this with (2.7) gives

$$
\sum_{\xi \in \beta_{r, s}^{N}} \xi^{2}=-(r-s) I_{N}
$$

and so, by 2.4 , the $\mathbb{U}_{N}$-invariant Brownian motion $B_{r, s}^{N}(t)$ is determined by the Itô SDE

$$
\begin{equation*}
d B_{r, s}^{N}(t)=B_{r, s}^{N}(t) d W_{r, s}^{N}(t)-\frac{1}{2}(r-s) B_{r, s}^{N}(t) d t \tag{2.11}
\end{equation*}
$$

where $W_{r, s}^{N}(t)=\sum_{\xi \in \beta_{r, s}^{N}} W_{\xi}(t) \xi$. It will be convenient to express this Itô process in a slightly different form. Let us choose the following orthonormal basis $\beta_{N}$ for $\mathfrak{u}_{N}$ :

$$
\begin{equation*}
\beta_{N}=\left\{\frac{1}{\sqrt{N}} E_{j j}, \frac{1}{\sqrt{2 N}}\left(E_{j k}-E_{k j}\right), \frac{1}{\sqrt{2 N}} i\left(E_{j k}+E_{j k}\right): 1 \leq j<k \leq N\right\} \tag{2.12}
\end{equation*}
$$

where $E_{j k}$ is the matrix unit with a 1 in the $(j, k)$-entry and 0 elsewhere. Then it is strightforward to check that

$$
W_{r, s}^{N}(t)=\sqrt{r} \sum_{\xi \in \beta_{N}} B_{\xi}(t) \xi+i \sqrt{s} \sum_{\xi \in \beta_{N}} B_{i \xi}(t) \xi=\sqrt{r} i X^{N}(t)+\sqrt{s} Y^{N}(t),
$$

where $X^{N}(t)$ and $Y^{N}(t)$ are independent $\mathrm{GUE}_{N}$ Brownian motions. That is: the matrices $X^{N}(t), Y^{N}(t)$ are Hermitian, the diagonal entries are $\mathbb{R}$-valued Brownian motions of variance $t / N$, and the entries $\left[X^{N}(t)\right]_{j k}$ and $\left[Y^{N}(t)\right]_{j k}$ with $1 \leq j<k \leq N$ are complex Brownian motions of total variance $t / N$ (i.e. $\frac{1}{\sqrt{2}}\left(B(t)+i B^{\prime}(t)\right)$ where $B(t), B^{\prime}(t)$ are independent $\mathbb{R}$-valued Brownian motions of variance $\left.t / N\right)$. This is a convenient representation, due to the following easily-verified stochastic calculus rules that apply to matrix stochastic integrals with respect to (linear combinations of) $X^{N}(t)$ and $Y^{N}(t)$.
Lemma 2.2. Let $\Theta(t), \Theta_{1}(t), \Theta_{2}(t)$ be $\mathbb{M}_{N}$-valued stochastic processes that are adapted to the filtration $\mathscr{F}_{t}$ of $X^{N}(t)$ and $Y^{N}(t)$, with all entries in $L^{2}(\Omega, \mathscr{F}, \mathbb{P})$. Then, for any $t \geq 0$, the following hold:

$$
\begin{align*}
& \mathbb{E}\left(\int_{0}^{t} \Theta_{1}(s) d X^{N}(s) \Theta_{2}(s)\right)=\mathbb{E}\left(\int_{0}^{t} \Theta_{1}(s) d Y^{N}(s) \Theta_{2}(s)\right)=0  \tag{2.13}\\
& \int_{0}^{t} d X^{N}(s) \Theta(t) d X^{N}(s)=\int_{0}^{t} d Y^{N}(s) \Theta(t) d Y^{N}(s)=\int_{0}^{t} \operatorname{tr}(\Theta(s)) d s \cdot I_{N}  \tag{2.14}\\
& \int_{0}^{t} d X^{N}(t) \Theta(s) d Y^{N}(s)=\int_{0}^{t} d Y^{N}(s) \Theta(s) d X^{N}(s)=0 . \tag{2.15}
\end{align*}
$$

Moreover, let $\Theta_{1}(t)$ and $\Theta_{2}(t)$ be $\mathbb{M}_{N}$-valued Itô processes: solutions to SDEs of the form

$$
\begin{equation*}
d \Theta(t)=f_{1}(\Theta(t)) d X^{N}(t) f_{2}(\Theta(t))+g_{1}(\Theta(t)) d Y^{N}(t) g_{2}(\Theta(t))+h(\Theta(t)) d t \tag{2.16}
\end{equation*}
$$

for Lipschitz functions $f_{1}, f_{2}, g_{1}, g_{2}, h: \mathbb{M}_{N} \rightarrow \mathbb{M}_{N}$. Then the following Itô product rules hold:

$$
\begin{align*}
& d\left(\Theta_{1}(t) \Theta_{2}(t)\right)=d \Theta_{1}(t) \cdot \Theta_{2}(t)+\Theta_{1}(t) \cdot d \Theta_{2}(t)+d \Theta_{1}(t) \cdot d \Theta_{2}(t)  \tag{2.17}\\
& \Theta_{1}(t) d X^{N}(t) \Theta_{2}(t) d t=\Theta_{1}(t) d Y^{N}(t) \Theta_{2}(t) d t=0 \tag{2.18}
\end{align*}
$$

Lemma 2.2 is straightforward to verify from the standard Itô calculus for vector-valued processes. Note, for example, that $(2.14)$ is a consequence of the magic formula 2.9 .
Remark 2.3. The global Lipschitz assumption on the drift and diffusion coefficient functions in (2.16) guarantee the existence of a unique solution for all time by the standard theory, cf. [10]. In all the examples considered presently, these functions will be first-order polynomials in the matrix entries.

### 2.2 Free Stochastic Calculus

For an introduction to noncommutative probability theory, and free probability in particular, we refer the reader to [21]. We assume familiarity with noncommutative probability spaces and $W^{*}$-probability spaces. The reader is directed to [17] Sections 1.1-1.3] for a quick introduction to free additive (semicircular) Brownian motion, and to [7] Section 1.3] for a brief introduction to free unitaty Brownian motion. Also, we give a brief discussion of free independence at the beginning of Section 2.3 below.

Let $(\mathscr{A}, \tau)$ be a faithful, tracial $W^{*}$-probability space. To fix notation, for $a \in \mathscr{A}$ denote its noncommutative distribution as $\varphi_{a}$. I.e. letting $\mathbb{C}\left\langle X, X^{*}\right\rangle$ denote the noncommutative polynomials in two variables, $\varphi_{a}: \mathbb{C}\left\langle X, X^{*}\right\rangle \rightarrow \mathbb{C}$ is the linear functional

$$
\varphi_{a}(f)=\tau\left(f\left(a, a^{*}\right)\right), \quad f \in \mathbb{C}\left\langle X, X^{*}\right\rangle
$$

A free semicircular Brownian motion $x(t)$ is a self-adjoint stochastic process $(x(t))_{t \geq 0}$ in $\mathscr{A}$ such that $x(0)=0$, $\operatorname{Var}(x(1))=1$, and the additive increments of $x$ are stationary and freely independent: for $0 \leq t_{1}<t_{2}<\infty$, $\varphi_{x\left(t_{2}\right)-x\left(t_{1}\right)}=\varphi_{x\left(t_{2}-t_{1}\right)}$, and $x\left(t_{2}\right)-x\left(t_{1}\right)$ is freely independent from the $W^{*}$-subalgebra $\mathscr{A} \supset \mathscr{A}_{t_{1}} \equiv$ $W^{*}\left\{x(t): 0 \leq t \leq t_{1}\right\}$. Since $x(t)$ is a bounded self-adjoint operator, its distribution is given by a compactlysupported probability measure on $\mathbb{R}$; the freeness of increments and stationarity then implies that $\varphi_{x\left(t_{2}\right)-x\left(t_{1}\right)}$ is the semicircle law: setting $t=t_{2}-t_{1}$,

$$
\tau\left[\left(x\left(t_{2}\right)-x\left(t_{1}\right)\right)^{n}\right]=\int_{-2 \sqrt{t}}^{2 \sqrt{t}} s^{n} \frac{1}{2 \pi t} \sqrt{4 t-s^{2}} d s, \quad n \in \mathbb{N}
$$

In [26], it was proven that, if $X^{N}(t)$ is a $\mathrm{GUE}_{N}$ Brownian motion, then the process $\left(X^{N}(t)\right)_{t \geq 0}$ converges to a free semicircular Brownian motion: for any $n$ and any $t_{1}, t_{2}, \ldots, t_{n} \geq 0$, and any noncommutative polynomial $f \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}\right\rangle$,

$$
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left[f\left(X^{N}\left(t_{1}\right), \ldots, X^{N}\left(t_{n}\right)\right)\right]=\tau\left[f\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right)\right]
$$

Appealing to Lemma 2.2, this paves the way to free stochastic differential equations.
Let $x(t)$ and $y(t)$ be two freely independent free semicircular Brownian motions in a $W^{*}$-probability space $(\mathscr{A}, \tau)$, and let $\mathscr{A}_{t}=W^{*}\{x(s), y(s): 0 \leq s \leq t\}$. Let $\theta(t), \theta_{1}(t), \theta_{2}(t)$ be processes that are adapted to the filtration $\mathscr{A}_{t}$. The free Itô integral

$$
\begin{equation*}
\int_{0}^{t} \theta_{1}(s) d x(s) \theta_{2}(s) \tag{2.19}
\end{equation*}
$$

is defined in precisely the same manner as Itô integrals of real-valued processes with respect to real Brownian motion: as $L^{2}\left(\mathscr{A}_{t}, \tau\right)$-limits of sums $\sum_{j} \theta_{1}\left(t_{j}\right)\left(x\left(t_{j}\right)-x\left(t_{j-1}\right)\right) \theta_{2}\left(t_{j}\right)$ over partitions $\left\{0=t_{0} \leq \cdots \leq t_{n}=t\right\}$ as the partition width $\sup _{j}\left|t_{j}-t_{j-1}\right|$ tends to 0 . Standard Picard iteration techniques show that, if $f_{1}, f_{2}, g_{1}, g_{2}, h$ are Lipschitz functions then the integral equation

$$
\begin{equation*}
b(t)=1+\int_{0}^{t} f_{1}(b(s)) d x(s) f_{2}(b(s))+\int_{0}^{t} g_{1}(b(s)) d y(s) g_{2}(b(s))+\int_{0}^{t} h(b(s)) d s \tag{2.20}
\end{equation*}
$$

has a unique adapted solution $b(t) \in \mathscr{A}_{t}$ satisfying $b(0)=1$.
Remark 2.4. We are over-simplifying here: (2.19) should really be a sum of such terms (or a limit thereof) representing the stochastic integral of a biprocess. It is only possible to make sense of Lipschitz functional calculus for self-adjoint (or at least normal) biprocesses; in the simplified form of 2.19 , this would require $\theta_{1}=$ $\theta_{2}$. Otherwise, we are restricted to polynomial functions $f_{1}, f_{2}, g_{1}, g_{2}, h$, and the (global) Lipschitz requirement then limits the theory to first-order polynomials. Fortunately, that is sufficient for the present purposes (cf. (1.5)). The question of extending a more general theory of existence of solutions to free stochastic differential equations involving non-self-adjoint biprocesses is an active area of current research.

As usual, we use differential notation to express 2.20 in the form

$$
\begin{equation*}
d b(t)=f_{1}(b(t)) d x(t) f_{2}(b(t))+g_{1}(b(t)) d y(t) g_{2}(b(t))+h(b(t)) d t, \quad b(0)=1 \tag{2.21}
\end{equation*}
$$

We refer to (2.21) as a free stochastic differential equation. Solutions of such equations are called free Itô processes. The matrix stochasic calculus of Lemma 2.2 has a precise analogue for free Itô processes.

Lemma 2.5. Let $(\mathscr{A}, \tau)$ be a $W^{*}$-probability space containing two freely independent free semicircular Brownian motions $x(t)$ and $y(t)$, adapted to the filtration $\left\{\mathscr{A}_{t}\right\}_{t \geq 0}$. Let $\theta(t), \theta_{1}(t), \theta_{2}(t)$ be processes adapted to $\mathscr{A}_{t}$. Then, for any $t \geq 0$, the following hold:

$$
\begin{align*}
& \tau\left(\int_{0}^{t} \theta_{1}(s) d x(s) \theta_{2}(s)\right)=\tau\left(\int_{0}^{t} \theta_{1}(s) d y(s) \theta_{2}(s)\right)=0  \tag{2.22}\\
& \int_{0}^{t} d x(s) \theta(s) d x(s)=\int_{0}^{t} d y(s) \theta(s) d y(s)=\int_{0}^{t} \tau(\theta(s)) d s  \tag{2.23}\\
& \int_{0}^{t} d x(s) \theta(s) d y(s)=\int_{0}^{t} d y(s) \theta(s) d x(s)=0 \tag{2.24}
\end{align*}
$$

Moreover, if $\theta_{1}(t)$ and $\theta_{2}(t)$ are free Itô processes, then the following Itô product rules hold:

$$
\begin{align*}
& d\left(\theta_{1}(t) \theta_{2}(t)\right)=d \theta_{1}(t) \cdot \theta_{2}(t)+\theta_{1}(t) \cdot d \theta_{2}(t)+d \theta_{1}(t) \cdot d \theta_{2}(t)  \tag{2.25}\\
& \theta_{1}(t) d x(t) \theta_{2}(t) d t=\theta_{1}(t) d y(t) \theta_{2}(t) d t=0 \tag{2.26}
\end{align*}
$$

For a proof of Lemma 2.5, see [4].

### 2.3 Asymptotic Freeness

Definition 2.6. Let $(\mathscr{A}, \tau)$ be a noncommutative probability space. Unital $*$-subalgebras $\mathscr{A}_{1}, \ldots, \mathscr{A}_{m} \subset \mathscr{A}$ are called free with respect to $\tau$ if, given any $n \in \mathbb{N}$ and $k_{1}, \ldots, k_{n} \in\{1, \ldots, m\}$ such that $k_{j-1} \neq k_{j}$ for $1<j \leq n$, and any elements $a_{j} \in \mathscr{A}_{k_{j}}$ with $\tau\left(a_{j}\right)=0$ for $1 \leq j \leq n$, it follows that $\tau\left(a_{1} \cdots a_{n}\right)=0$. Random variables $a_{1}, \ldots, a_{m}$ are said to be freely independent if the unital $*$-algebras $\mathscr{A}_{j}=\left\langle a_{j}, a_{j}^{*}\right\rangle \subset \mathscr{A}$ they generate are free.

Free independence is a $*$-moment factorization property. By centering $a_{i}-\tau\left(a_{i}\right) 1_{\mathscr{A}} \in \mathscr{A}_{i}$, the freeness rule allows (inductively) any moment $\tau\left(a_{k_{1}}^{\varepsilon_{1}} \cdots a_{k_{n}}^{\varepsilon_{n}}\right)$ to be decomposed as a polynomial in moments $\tau\left(a_{i}^{\varepsilon}\right)$ in the variables separately. For example, if $a, b$ are freely independent then $\tau\left(a^{\varepsilon} b^{\delta}\right)=\tau\left(a^{\varepsilon}\right) \tau\left(b^{\delta}\right)$, while

$$
\tau\left(a^{\varepsilon_{1}} b^{\delta_{1}} a^{\varepsilon_{2}} b^{\delta_{2}}\right)=\tau\left(a^{\varepsilon_{1}}\right) \tau\left(a^{\varepsilon_{2}}\right) \tau\left(b^{\delta_{1}} b^{\delta_{2}}\right)+\tau\left(a^{\varepsilon_{1}} a^{\varepsilon_{2}}\right) \tau\left(b^{\delta_{1}}\right) \tau\left(b^{\delta_{2}}\right)-\tau\left(a^{\varepsilon_{1}}\right) \tau\left(a^{\varepsilon_{2}}\right) \tau\left(b^{\delta_{1}}\right) \tau\left(b^{\delta_{2}}\right),
$$

for any $\varepsilon, \varepsilon_{1}, \varepsilon_{2}, \delta, \delta_{1}, \delta_{2} \in\{1, *\}$. In general, if $a_{1}, \ldots, a_{n}$ are freely independent, then their noncommutative joint distribution $\varphi_{a_{1}, \ldots, a_{n}}$ (a linear functional on $\left.\mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle\right)$ is determined by the individual distributions $\varphi_{a_{1}}, \ldots, \varphi_{a_{n}}$ (linear functionals on $\mathbb{C}\left\langle X, X^{*}\right\rangle$ ).

Let $L^{\infty-}(\Omega, \mathscr{F}, \mathbb{P})=\bigcap_{p>1} L^{p}(\Omega, \mathscr{F}, \mathbb{P})$, and let $\mathbb{M}_{N} \otimes L^{\infty-}$ denote the algebra of $N \times N$ matrices with entries in $L^{\infty-}(\Omega, \mathscr{F}, \mathbb{P})$. There are scant few non-trivial instances of free independence in the noncommutative probability space $\left(\mathbb{M}_{N} \otimes L^{\infty-}, \mathbb{E t r}\right)$. However, asymptotic freeness abounds.

Definition 2.7. Let $n \in \mathbb{N}$. For each $N \in \mathbb{N}$, let $A_{1}^{N}, \ldots, A_{n}^{N}$ be random matrices in $\mathbb{M}_{N} \otimes L^{\infty-}$. Say that $\left(A_{1}^{N}, \ldots, A_{n}^{N}\right)$ are asymptotically free if there is a noncommutative probability space $(\mathscr{A}, \tau)$ containing freely independent random variables $a_{1}, \ldots, a_{n}$ such that $\left(A_{1}^{N}, \ldots, A_{n}^{N}\right)$ converges in noncommutative distribution to $\left(a_{1}, \ldots, a_{n}\right)$.

The general mantra for producing asymptotically free random matrices is as follows.
If $A_{1}^{N}, \ldots, A_{n}^{N}$ are random matrices whose distribution is invariant under unitary conjugation, and possess a joint limit distribution, then they are asymptotically free.
The first result in this direction was proved in [26], where the matrices $A_{j}^{N}$ were taken to have the form $A_{j}^{N}=U_{j}^{N} D_{j}^{N}\left(U_{j}^{N}\right)^{*}$ where $U_{1}^{N}, \ldots, U_{n}^{N}$ are independent Haar-distributed unitaries, and $D_{j}^{N}$ are deterministic diagonal matrices with uniform bounds on their trace moments. This was later improved to include all deterministic matrices (with uniform bounds on their operator norms) in [27]; see, also, [6, 30] for related results. We will use the following form of the mantra, which is a weak form of [20, Theorem 1].
Theorem 2.8 (Mingo, Śniady, Speicher, 2007). Let $A_{1}^{N}, \ldots, A_{n}^{N}$ be independent random matrices in $\mathbb{M}_{N} \otimes L^{\infty-}$, with the following properties.
(1) The joint law of $A_{1}^{N}, \ldots, A_{n}^{N}$ is invariant under conjugation by unitary matrices in $\mathbb{U}_{N}$.
(2) There is a joint limit distribution: for any noncommutative polynomial $f \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle$, $\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(f\left(A_{1}^{N}, \ldots, A_{n}^{N},\left(A_{1}^{N}\right)^{*}, \ldots,\left(A_{n}^{N}\right)^{*}\right)\right)$ exists.
(3) The fluctuations are $O\left(1 / N^{2}\right)$ : for any noncommutative polynomials $f, g$ as in (2), there is a constant $C=C(f, g)$ so that

$$
\operatorname{Cov}\left[\operatorname{tr}\left(f\left(A_{1}^{N}, \ldots, A_{n}^{N},\left(A_{1}^{N}\right)^{*}, \ldots,\left(A_{n}^{N}\right)^{*}\right)\right), \operatorname{tr}\left(g\left(A_{1}^{N}, \ldots, A_{n}^{N},\left(A_{1}^{N}\right)^{*}, \ldots,\left(A_{n}^{N}\right)^{*}\right)\right)\right] \leq \frac{C}{N^{2}}
$$

Then $A_{1}^{N}, \ldots, A_{n}^{N}$ are asymptotically free.
Remark 2.9. [20, Theorem 1] has a much stronger assumption than (3): it also assumes that the classical cumulants $k_{r}$ in normalized traces of noncommutative polynomials are $o\left(1 / N^{r}\right)$ for all $r>2$, thus producing a so-called second-order limit distribution. However, this stronger assumption is used only to produce a stronger conclusion: that the matrices are asymptotically free of second-order. Following the proof, it is relatively easy to see that Theorem 2.8 is proved along the way, at least in the case $n=2$. To go from 2 to general finite $n$ can be achieved by induction together with the associativity of freeness; cf. [29, Proposition 2.5.5(iii)]. See, also, [19] where this is proved more explicitly in the harder case of real random matrices (where $\mathbb{U}_{N}$-invariance is replaced with $\mathbb{O}_{N}$-invariance).

## 3 Heat Kernels on $\mathbb{G} \mathbb{L}_{N}^{n}$

Here we generalize the technology we developed in [9, Sections $3.4 \& 4.1$ ] to independent products of heat kernel measures on $\mathbb{G L}_{N}$.

### 3.1 Laplacians on $\mathbb{G L}_{N}^{n}$

Let $n, N \in \mathbb{N}$. Then $\mathbb{G} \mathbb{L}_{N}^{n}=\mathbb{G L}_{N} \times \cdots \times \mathbb{G L}_{N}$ is a Lie group of real dimension $2 n N^{2}$. Its Lie algebra is $\mathfrak{g l}_{N}^{n}=\mathfrak{g l}_{N} \oplus \cdots \oplus \mathfrak{g l}_{N}$. For $\xi \in \mathfrak{g l}_{N}$, and $1 \leq j \leq n$, let $\xi_{j}$ denote the vector $(0, \ldots, 0, \xi, 0, \ldots, 0) \in \mathfrak{g l}_{N}^{n}$ (with $\xi$ in the $j$ th component). The Lie product on $\mathfrak{g} l_{N}^{n}$ is then determined by $\left[\xi_{j}, \eta_{k}\right]=\delta_{j k}\left(\xi_{j} \eta_{k}-\eta_{k} \xi_{j}\right.$ ) for $1 \leq j, k \leq n$. In particular, if $j \neq k$ and $\xi, \eta \in \mathfrak{g l}_{N}$, then the left-invariant derivations $\partial_{\xi_{j}}$ and $\partial_{\eta_{k}}$ on $C^{\infty}\left(\mathbb{G L}_{N}^{n}\right)$ commute. To be clear, note that, for $f \in C^{\infty}\left(\mathbb{G L}_{N}^{n}\right)$,

$$
\begin{equation*}
\left(\partial_{\xi_{j}} f\right)\left(A_{1}, \ldots, A_{n}\right)=\left.\frac{d}{d t}\right|_{t=0} f\left(A_{1}, \ldots, A_{j-1}, A_{j} e^{t \xi}, A_{j+1}, \ldots, A_{n}\right) \tag{3.1}
\end{equation*}
$$

Let $\beta_{r, s}^{N}$ denote an orthonormal basis for $\mathfrak{g l}_{N}$ (with respect to $\langle\cdot, \cdot\rangle_{r, s}^{N}$, as in 2.7 ). For $1 \leq j \leq n$, define

$$
\begin{equation*}
\Delta_{r, s}^{j, N}=\sum_{\xi \in \beta_{r, s}^{N}} \partial_{\xi_{j}}^{2} \tag{3.2}
\end{equation*}
$$

Note that $\Delta_{r, s}^{j, N}$ and $\Delta_{r, s}^{k, N}$ commute for all $j, k$. Now, fix $t_{1}, \ldots, t_{n}>0$. Then the operator

$$
t_{1} \Delta_{r, s}^{1, N}+\cdots+t_{n} \Delta_{r, s}^{n, N}
$$

is elliptic, essentially self-adjoint on $C_{c}^{\infty}\left(\mathbb{G} \mathbb{L}_{N}^{n}\right)$, and non-positive. We may therefore use the spectral theorem to define the bounded operator

$$
e^{\frac{1}{2}\left(t_{1} \Delta_{r, s}^{1, N}+\cdots+t_{n} \Delta_{r, s}^{n, N}\right)}=e^{\frac{1}{2} t_{1} \Delta_{r, s}^{1, N}} \cdots e^{\frac{1}{2} t_{n} \Delta_{r, s}^{n, N}} .
$$

Define the heat kernel measure $\mu_{r, s ; t_{1}, \ldots, t_{n}}^{n, N}$ on $\mathbb{G} \mathbb{L}_{N}^{n}$ by

$$
\begin{equation*}
\int_{\mathbb{G} \mathbb{L}_{N}^{n}} f d \mu_{r, s ; t_{1}, \ldots, t_{n}}^{n, N}=\left(e^{\frac{1}{2}\left(t_{1} \Delta_{r, s}^{1, N}+\cdots+t_{n} \Delta_{r, s}^{n, N}\right)} f\right)\left(I_{N}^{n}\right), \quad f \in C_{c}\left(\mathbb{G} \mathbb{L}_{N}^{n}\right) \tag{3.3}
\end{equation*}
$$

where $I_{N}^{n}=\left(I_{N}, \ldots, I_{N}\right) \in \mathbb{G L}_{N}^{n}$. In particular, let $K_{1}, \ldots, K_{n} \subset \mathbb{G L}_{N}$ be compact sets; by approximating $\mathbb{1}_{K_{1} \times \cdots \times K_{n}}$ with a continuous function, we see that

$$
\mu_{r, s ; t_{1}, \ldots, t_{n}}^{n, N}\left(K_{1} \times \cdots \times K_{n}\right)=\left(e^{\frac{1}{2} t_{1} \Delta_{r, s}^{N}} \mathbb{1}_{K_{1}}\right)\left(I_{N}\right) \cdots\left(e^{\frac{1}{2} t_{n} \Delta_{r, s}^{N}} \mathbb{1}_{K_{n}}\right)\left(I_{N}\right)=\mu_{r, s ; t_{1}}^{1, N}\left(K_{1}\right) \cdots \mu_{r, s ; t_{n}}^{1, N}\left(K_{n}\right) .
$$

Since $\mu_{r, s ; t}^{1, N}$ is the heat kernel measure on $\mathbb{G}_{L_{N}}$ corresponding to $\Delta_{r, s}^{N}$, it is the distribution of the Brownian motion $B_{r, s}^{N}(t)$, and so we have shown the following.

Lemma 3.1. Let $\left(B_{r, s}^{1, N}(t)\right)_{t \geq 0}, \ldots,\left(B_{r, s}^{n, N}(t)\right)_{t \geq 0}$ be $n$ independent $(r, s)$-Brownian motions on $\mathbb{G}_{L_{N}}$. Then the joint law of the random vector $\left(B_{r, s}^{1, N}\left(t_{1}\right), \ldots, B_{r, s}^{n, N}\left(t_{n}\right)\right)$ is $\mu_{r, s, t_{1}, \ldots, t_{n}}^{n, N}$.

### 3.2 Multivariate Trace Polynomials

Let $J$ be an index set (for our purposes in this section, we will usually take $J=\{1, \ldots, n\}$ for some $n \in \mathbb{N}$ ). Let $\mathscr{E}_{J}$ denote the set of all nonempty words in $J \times\{1, *\}, \mathscr{E}_{J}=\bigcup_{n \in \mathbb{N}}(J \times\{1, *\})^{n}$. Let $\mathbf{v}_{J}=\left\{v_{\varepsilon}: \varepsilon \in \mathscr{E}_{J}\right\}$ be commuting variables, and let

$$
\mathscr{P}(J)=\mathbb{C}\left[\mathbf{v}_{J}\right]
$$

be the algebra of (commutative) polynomials in the variables $\mathbf{v}_{J}$. That is: as a $\mathbb{C}$-vector space, $\mathscr{P}(J)$ has as its standard basis 1 together with the monomials

$$
\begin{equation*}
v_{\varepsilon^{(1)}} \cdots v_{\varepsilon^{(k)}}, \quad k \in \mathbb{N}, \quad \varepsilon^{(1)}, \ldots, \varepsilon^{(k)} \in \mathscr{E}_{J} \tag{3.4}
\end{equation*}
$$

and the (commutative) product on $\mathscr{P}(J)$ is the standard polynomial product.
We may identify monomials in $\mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle$ with the variables $v_{\varepsilon}$, via

$$
\Upsilon\left(X_{j_{1}}^{\varepsilon_{1}} \cdots X_{j_{k}}^{\varepsilon_{k}}\right)=v_{\left(\left(j_{1}, \varepsilon_{1}\right), \ldots,\left(j_{k}, \varepsilon_{k}\right)\right)} .
$$

Extending linearly, $\Upsilon: \mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle \hookrightarrow \mathscr{P}(J)$ is a linear inclusion, identifying $\mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle$ with the linear polynomials in $\mathscr{P}(J)$. The algebra $\mathscr{P}(J)$ is the "universal enveloping algebra" of $\mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle$, in the following sense: any linear functional $\varphi$ on $\mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle$ extends (via $\Upsilon$ ) uniquely to an algebra homomorphism $\widetilde{\varphi}: \mathscr{P}(J) \rightarrow \mathbb{C}$. Conversely, any algebra homomorphism $\mathscr{P}(J) \rightarrow \mathbb{C}$ is determined by its restriction to $\Upsilon\left(\mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle\right)$, which intertwines a unique linear functional on $\mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle$. Hence, the noncommutative distribution $\varphi_{\left\{a_{j}: j \in J\right\}}$ of $J$ random variables can be equivalently represented as an algebra homomorphism $\mathscr{P}(J) \rightarrow \mathbb{C}$.
Definition 3.2. For a monomial (3.4), the trace degree is defined to be

$$
\operatorname{deg}\left(v_{\varepsilon^{(1)}} \cdots v_{\varepsilon^{(k)}}\right)=\left|\varepsilon^{(1)}\right|+\cdots+\left|\varepsilon^{(k)}\right|
$$

where $|\varepsilon|=n$ if $\varepsilon \in(J \times\{1, *\})^{n}$. More generally, if $P \in \mathscr{P}(J)$, then $\operatorname{deg}(P)$ is the maximal trace degree of the monomial terms in $P$. Define $\operatorname{deg}(0)=0$. Note that $\operatorname{deg}(P Q)=\operatorname{deg}(P)+\operatorname{deg}(Q)$, and $\operatorname{deg}(P+Q) \leq$ $\max \{\operatorname{deg}(P), \operatorname{deg}(Q)\}$ for $P, Q \in \mathscr{P}(J)$. For $d \in \mathbb{N}$, denote by $\mathscr{P}_{d}(J)$ the subspace

$$
\mathscr{P}_{d}(J)=\{P \in \mathscr{P}(J): \operatorname{deg}(P) \leq d\} .
$$

Note that $\mathscr{P}_{d}(J)$ is finite dimensional (if $J$ is finite), and $\mathscr{P}(J)=\bigcup_{d \geq 1} \mathscr{P}_{d}(J)$.
We now introduce a kind of functional calculus for $\mathscr{P}(J)$.
Definition 3.3. Let $(\mathscr{A}, \tau)$ be a noncommutative probability space. Let $J$ be an index set, and let $\left\{a_{j}: j \in J\right\}$ be specified elements in $\mathscr{A}$. For $n \in \mathbb{N}$, and $(J \times\{1, *\})^{n} \ni \varepsilon=\left(\left(j_{1}, \varepsilon_{1}\right), \ldots,\left(j_{n}, \varepsilon_{n}\right)\right)$, define

$$
a^{\varepsilon} \equiv a_{j_{1}}^{\varepsilon_{1}} \cdots a_{j_{n}}^{\varepsilon_{n}} .
$$

We define for each $P \in \mathscr{P}(J)$ a complex number $P_{\tau}\left(a_{j}: j \in J\right)$ as follows: for $\varepsilon \in \mathscr{E}_{J},\left[v_{\varepsilon}\right]_{\tau}\left(a_{j}: j \in J\right)=$ $\tau\left(a^{\varepsilon}\right)$; and, in general, the map $P \mapsto P_{\tau}\left(a_{j}: j \in J\right)$ is an algebra homomorphism from $\mathscr{P}(J)$ to $\mathbb{C}$.
In other words: $P_{\tau}$ is the unique algebra homomorphism extending (via $\Upsilon$ ) the linear functional $\varphi_{\left\{a_{j}: j \in J\right\}}$ on $\mathbb{C}\left\langle X_{j}, X_{j}^{*}: j \in J\right\rangle$ (i.e. the noncommutative distribution of $\left\{a_{j}: j \in J\right\}$ ).
Example 3.4. Let $J=\{1,2\}$, and consider $\mathscr{P}(J) \ni P=v_{(1, *),(2,1),(1,1)}-2 v_{(2,1)}^{2}$, which has trace degree 3 ; then

$$
P_{\tau}\left(a_{1}, a_{2}\right)=\tau\left(a_{1}^{*} a_{2} a_{1}\right)-2\left(\tau\left(a_{2}\right)\right)^{2} .
$$

We generally refer to the functions $\left\{P_{\tau}: P \in \mathscr{P}(J)\right\}$ as (multivariate) trace polynomials.
Notation 3.5. For $N \in \mathbb{N}$, in the noncommutative probability space $\left(\mathbb{M}_{N}\right.$, tr), we denote the evaluation map $P \mapsto P_{\operatorname{tr}}$ of Definition 3.3 as $P \mapsto P_{N}$. Thus, if $A_{1}, \ldots, A_{n} \in \mathbb{M}_{N} \otimes L^{\infty-}$, and $P$ is as in Example 3.4 then $P_{N}\left(A_{1}, \ldots, A_{n}\right)=\operatorname{tr}\left(A_{1}^{*} A_{2} A_{1}\right)-2\left(\operatorname{tr}\left(A_{2}\right)\right)^{2}$, which is a random variable, to be clear.

### 3.3 Intertwining Formula

The following "magic formulas" appeared as [9, Proposition 1]; note that (2.10) is a special case of (3.5).
Proposition 3.6. Let $\beta_{N}$ be an orthonormal basis for $\mathfrak{u}_{N}$ with respect to the inner product (2.5). Then for any $A \in \mathbb{M}_{N}$

$$
\begin{align*}
& \sum_{\xi \in \beta_{N}} \xi A \xi=-\operatorname{tr}(A) I_{N}  \tag{3.5}\\
& \sum_{\xi \in \beta_{N}} \operatorname{tr}(A \xi) \xi=-\frac{1}{N^{2}} A \tag{3.6}
\end{align*}
$$

For the remainder of this section, we usually suppress the indices $r, s$ for notational convenience; so, for example, $\Delta^{j, N} \equiv \Delta_{r, s}^{j, N}$ for $1 \leq j \leq n$. Let $J=\{1, \ldots, n\}$ throughout.
Theorem 3.7. Let $j \in J$. There are collections $\left\{Q_{\varepsilon}^{j}: \varepsilon \in \mathscr{E}_{J}\right\}$ and $\left\{R_{\varepsilon, \delta}^{j}: \varepsilon, \delta \in \mathscr{E}_{J}\right\}$ in $\mathscr{P}(J)$ with the following properties.
(1) For each $\varepsilon \in \mathscr{E}_{J}, Q_{\varepsilon}^{j}$ is a finite sum of monomials of homogeneous trace degree $|\varepsilon|$ such that

$$
\Delta^{j, N}\left(\left[v_{\varepsilon}\right]_{N}\right)=\left[Q_{\varepsilon}^{j}\right]_{N} .
$$

(2) For each $\varepsilon, \delta \in \mathscr{E}_{J}, R_{\varepsilon, \delta}^{j}$ is a finite sum of monomials of homogeneous trace degree $|\varepsilon|+|\delta|$ such that

$$
r \sum_{\xi \in \beta_{N}}\left(\partial_{\xi_{j}}\left[v_{\varepsilon}\right]_{N}\right)\left(\partial_{\xi_{j}}\left[v_{\delta}\right]_{N}\right)+s \sum_{\xi \in \beta_{N}}\left(\partial_{i \xi_{j}}\left[v_{\varepsilon}\right]_{N}\right)\left(\partial_{i \xi_{j}}\left[v_{\delta}\right]_{N}\right)=\frac{1}{N^{2}}\left[R_{\varepsilon, \delta}^{j}\right]_{N}
$$

for any orthonormal basis $\beta_{N}$ of $\mathfrak{u}_{N}$.
Please note that $Q_{\varepsilon}^{j}$ and $R_{\varepsilon, \delta}^{j}$ do not depend on $N$. The $1 / N^{2}$ in (2) comes from the magic formula 3.6, as we will see in the proof.

Proof. Fix $\mathscr{E}_{J} \ni \varepsilon=\left(\left(j_{1}, \varepsilon_{1}\right), \ldots,\left(j_{m}, \varepsilon_{m}\right)\right)$; then $\left[v_{\varepsilon}\right]_{N}\left(A_{1}, \ldots, A_{n}\right)=\operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right)$. Applying the product rule, for any $\xi \in \beta_{N}$ we have

$$
\begin{align*}
\partial_{\xi_{j}}^{2}\left(\left[v_{\varepsilon}\right]_{N}\right)= & \sum_{k=1}^{m} \delta_{j, j_{k}} \operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots\left(A_{j_{k}} \xi^{2}\right)^{\varepsilon_{k}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right)  \tag{3.7}\\
& +2 \sum_{1 \leq k<\ell \leq m} \delta_{j, j_{k}} \delta_{j, j_{\ell}} \operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots\left(A_{j_{k}} \xi\right)^{\varepsilon_{k}} \cdots\left(A_{j_{\ell}} \xi\right)^{\varepsilon_{\ell}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right) \tag{3.8}
\end{align*}
$$

Similarly, $\partial_{i \xi_{j}}^{2}$ is given by the same formula but possibly with some minus signs in some of the terms (depending on $\varepsilon_{k}, \varepsilon_{\ell}$ ). For convenience, let $\beta_{N}^{+}=\beta_{N}$ and $\beta_{N}^{-}=i \beta_{N}$. Magic formula 2.10 gives $\sum_{\xi \in \beta_{N}^{ \pm}} \xi^{2}=\mp I_{N}$, and so summing over $\beta_{N}^{ \pm}$we have, for each $k$,

$$
\sum_{\xi \in \beta_{N}^{ \pm}} \operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots\left(A_{j_{k}} \xi^{2}\right)^{\varepsilon_{k}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right)= \pm\left[v_{\varepsilon}\right]_{N}
$$

where the $\pm$ on the left and right do not necessarily match (we will not keep careful track of signs through this proof). Thus, 3.7) summed over $\beta_{N}^{ \pm}$gives some integer multiple $n_{j}^{ \pm}(\varepsilon)$ of $\left[v_{\varepsilon}\right]_{N}$. Summing the terms in 3.8. over $\xi \in \beta_{N}^{ \pm}$, using 3.5), yields

$$
\sum_{\xi \in \beta_{N}^{ \pm}} \operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots\left(A_{j_{k}} \xi\right)^{\varepsilon_{k}} \cdots\left(A_{j_{\ell}} \xi\right)^{\varepsilon_{\ell}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right)= \pm\left[v_{\varepsilon_{k, \ell}}\right]_{N}\left[v_{\varepsilon_{k, \ell}^{\prime}}\right]_{N}
$$

where $\varepsilon_{k, \ell}$ is a substring of $\varepsilon$ (running between index $k$ or $k+1$ and index $\ell-1$ or $\ell$, depending on $\varepsilon_{k}, \varepsilon_{\ell}$ ) and $\varepsilon_{k, \ell}^{\prime}$ is the concatenation of the two remaining substrings of $\varepsilon$ when $\varepsilon_{k, \ell}$ is removed. Hence, define

$$
Q_{\varepsilon}^{j, \pm}=n_{ \pm}(\varepsilon) v_{\varepsilon}+2 \sum_{1 \leq k<\ell \leq m} \pm \delta_{j, j_{k}} \delta_{j, j_{\ell}} v_{\varepsilon_{k, \ell}} v_{\varepsilon_{k, \ell}^{\prime}}
$$

Note that $|\varepsilon|=\left|\varepsilon_{k, \ell}\right|+\left|\varepsilon_{k, \ell}^{\prime}\right|$ for each $k, \ell$; so $Q_{\varepsilon}^{j, \pm}$ are homogeneous of trace degree $|\varepsilon|$. The above argument shows that

$$
\sum_{\xi \in \beta_{N}^{ \pm}} \partial_{\xi_{j}}^{2}\left[v_{\varepsilon}\right]_{N}=\left[Q_{\varepsilon}^{j, \pm}\right]_{N},
$$

and so setting $Q_{\varepsilon}^{j}=r Q_{\varepsilon}^{j,+}+s Q_{\varepsilon}^{j,-}$ completes item (1) of the theorem.
For item (2), fix $\mathscr{E}_{J} \ni \delta=\left(\left(h_{1}, \delta_{1}\right), \ldots,\left(h_{p}, \delta_{p}\right)\right)$; then $\left[v_{\delta}\right]_{N}\left(A_{1}, \ldots, A_{n}\right)=\operatorname{tr}\left(A_{h_{1}}^{\delta_{1}} \cdots A_{h_{p}}^{\delta_{p}}\right)$. Thus, for $\xi \in \beta_{N}$,

$$
\begin{equation*}
\left(\partial_{\xi}\left[v_{\varepsilon}\right]_{N}\right)\left(\partial_{\xi}\left[v_{\delta}\right]_{N}\right)=\sum_{k=1}^{m} \sum_{\ell=1}^{p} \delta_{j, j_{k}} \delta_{j, h_{\ell}} \operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots\left(A_{j_{k}} \xi\right)^{\varepsilon_{k}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right) \operatorname{tr}\left(A_{h_{1}}^{\delta_{1}} \cdots\left(A_{h_{\ell}} \xi\right)^{\delta_{\ell}} \cdots A_{h_{p}}^{\delta_{p}}\right) \tag{3.9}
\end{equation*}
$$

(To be clear: the terms $\delta_{j, j_{k}} \delta_{j, h_{\ell}}$ are indicator functions, not related to the string $\delta \in \mathscr{E}_{J}$.) Taking $\partial_{i \xi_{j}}$ instead yields the same formula, possibly with some minus signs inside the sum (depending on $\varepsilon_{k}$ and $\delta_{\ell}$ ). We can write each term in (3.9) in the form

$$
\pm \operatorname{tr}\left(\xi A^{\varepsilon^{(k)}}\right) \operatorname{tr}\left(\xi A^{\delta^{(\ell)}}\right)
$$

where $\varepsilon^{(k)}$ and $\delta^{(\ell)}$ are certain cyclic permutations of $\varepsilon$ and $\delta$. Using 3.6, summing over $\xi \in \beta_{N}^{ \pm}$then yields

$$
\frac{1}{N^{2}} \sum_{k=1}^{m} \sum_{\ell=1}^{p} \pm \delta_{j, j_{k}} \delta_{j, h_{\ell}}\left[v_{\varepsilon}(k) \delta_{(\ell)}\right]_{N},
$$

where $\varepsilon^{(k)} \delta^{(\ell)}$ denotes the concatenation; in particular, $\left|\varepsilon^{(k)} \delta^{(\ell)}\right|=|\varepsilon|+|\delta|$. Thus, setting

$$
R_{\varepsilon, \delta}^{j, \pm}=\sum_{k=1}^{m} \sum_{\ell=1}^{p} \pm \delta_{j, j_{k}} \delta_{j, h_{\ell}} v_{\varepsilon}(k) \delta^{(\ell)}
$$

(where the $\pm$ on the two sides do not necessarily match), we have shown that

$$
\sum_{\xi \in \beta_{N}^{ \pm}}\left(\partial_{\xi_{j}}\left[v_{\varepsilon}\right]_{N}\right)\left(\partial_{\xi_{j}}\left[v_{\delta}\right]_{N}\right)=\frac{1}{N^{2}}\left[R_{\varepsilon, \delta}^{j, \pm}\right]_{N} .
$$

Set $R_{\varepsilon, \delta}^{j} \equiv r R_{\varepsilon, \delta}^{j,+}+s R_{\varepsilon, \delta}^{j,-}$; then $R_{\varepsilon, \delta}^{j}$ has homogeneous trace degree $|\varepsilon|+|\delta|$, and so satisfies item (2), concluding the proof of the theorem.
Theorem 3.8 (Intertwining Formula). For $j \in J$, let $\left\{Q_{\varepsilon}^{j}: \varepsilon \in \mathscr{E}_{J}\right\}$ and $\left\{R_{\varepsilon, \delta}^{j}: \varepsilon, \delta \in \mathscr{E}_{J}\right\}$ be the collections in $\mathscr{P}(J)$ given in Theorem 3.7 Define the following operators on $\mathscr{P}(J)$ :

$$
\begin{equation*}
\mathcal{D}_{r, s}^{j}=\sum_{\varepsilon \in \mathscr{E}_{J}} Q_{\varepsilon}^{j} \frac{\partial}{\partial v_{\varepsilon}} \quad \text { and } \quad \mathcal{L}_{r, s}^{j}=\sum_{\varepsilon, \delta \in \mathscr{E}_{J}} R_{\varepsilon, \delta}^{j} \frac{\partial^{2}}{\partial v_{\varepsilon} \partial v_{\delta}} . \tag{3.10}
\end{equation*}
$$

Then $\mathcal{D}_{r, s}^{j}$ and $\mathcal{L}_{r, s}^{j}$ preserve trace degree (when $(r, s) \neq(0,0)$ ), and, for all $P \in \mathscr{P}(J)$,

$$
\begin{equation*}
\Delta_{r, s}^{j, N}\left([P]_{N}\right)=\left[\left(\mathcal{D}_{r, s}^{j}+\frac{1}{N^{2}} \mathcal{L}_{r, s}^{j}\right) P\right]_{N} \tag{3.11}
\end{equation*}
$$

Proof. The proof is almost identical to the proof of [9, Theorem 3.26]; we repeat it here. Let $\mathbf{V}_{N}: \mathbb{G} \mathbb{L}_{N}^{n} \rightarrow \mathbb{M}_{N}^{\mathscr{C}_{J}}$ be the map

$$
\left(\mathbf{V}_{N}\left(A_{1}, \ldots, A_{n}\right)\right)\left(\left(j_{1}, \varepsilon_{1}\right), \ldots,\left(j_{m}, \varepsilon_{m}\right)\right)=\operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right)
$$

Then, by definition, $[P]_{N}=P \circ \mathbf{V}_{N}$. By the chain rule, if $\xi \in \mathfrak{g l}_{N}$ then

$$
\begin{aligned}
\partial_{\xi_{j}}^{2} P_{N}=\partial_{\xi_{j}}^{2}\left(P \circ \mathbf{V}_{N}\right) & =\sum_{\varepsilon \in \mathscr{E}} \partial_{\xi_{j}}\left[\left(\frac{\partial P}{\partial v_{\varepsilon}}\right)\left(\mathbf{V}_{N}\right) \cdot \partial_{\xi_{j}}\left[v_{\varepsilon}\right]_{N}\right] \\
& =\sum_{\varepsilon \in \mathscr{E}}\left(\frac{\partial P}{\partial v_{\varepsilon}}\right)\left(\mathbf{V}_{N}\right) \cdot \partial_{\xi_{j}}^{2}\left(\left[v_{\varepsilon}\right]_{N}\right)+\sum_{\varepsilon, \delta \in \mathscr{E}}\left(\frac{\partial^{2} P}{\partial v_{\varepsilon} \partial v_{\delta}}\right)\left(\mathbf{V}_{N}\right) \cdot\left(\partial_{\xi_{j}}\left[v_{\varepsilon}\right]_{N}\right)\left(\partial_{\xi_{j}}\left[v_{\delta}\right]_{N}\right)
\end{aligned}
$$

from which it follows that

$$
\begin{aligned}
\Delta_{r, s}^{j, N} P_{N} & =\sum_{\varepsilon \in \mathscr{E}}\left(\frac{\partial P}{\partial v_{\varepsilon}}\right)\left(\mathbf{V}_{N}\right) \cdot \Delta_{r, s}^{j, N}\left(\left[v_{\varepsilon}\right]\right) \\
& +\sum_{\varepsilon, \delta \in \mathscr{E}}\left(\frac{\partial^{2} P}{\partial v_{\varepsilon} \partial v_{\delta}}\right)\left(\mathbf{V}_{N}\right) \cdot\left[r \sum_{\xi \in \beta_{N}}\left(\partial_{\xi_{j}}\left[v_{\varepsilon}\right]\right)\left(\partial_{\xi_{j}}\left[v_{\delta}\right]\right)+s \sum_{\xi \in i \beta_{N}}\left(\partial_{\xi_{j}}\left[v_{\varepsilon}\right]\right)\left(\partial_{\xi_{j}}\left[v_{\delta}\right]_{N}\right)\right] .
\end{aligned}
$$

Combining this equation with the results of Theorem 3.7 completes the proof.
This prompts us to define the following operators.
Definition 3.9. Let $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ for some $t_{1}, \ldots, t_{n}>0$. Define

$$
\mathcal{D}_{r, s}^{\mathrm{t}}=\frac{1}{2} \sum_{j=1}^{n} t_{j} \mathcal{D}_{r, s}^{j}, \quad \mathcal{L}_{r, s}^{\mathrm{t}}=\frac{1}{2} \sum_{j=1}^{n} t_{j} \mathcal{L}_{r, s}^{j} .
$$

Corollary 3.10. For any $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}_{+}^{n}$, and $d \in \mathbb{N}, \mathcal{D}_{r, s}^{\mathbf{t}}$ and $\mathcal{L}_{r, s}^{\mathbf{t}}$ preserve the finite dimensional space $\mathscr{P}_{d}(J)$, and

$$
e^{\frac{1}{2}\left(t_{1} \Delta_{r, s}^{1, N}+\cdots+t_{n} \Delta_{r, s}^{n, N}\right)} P_{N}=\left[e^{\mathcal{D}_{r, s}^{\mathrm{t}}+\frac{1}{N^{2}} \mathcal{L}_{r, s}^{\mathrm{t}}} P\right]_{N}, \quad P \in \mathscr{P}_{d}(J) .
$$

In particular, $e^{\mathcal{D}_{r, s}^{\mathrm{t}}+\frac{1}{N^{2}} \mathcal{L}_{r, s}^{\mathrm{t}}}$ and $e^{\mathcal{D}_{r, s}^{\mathrm{t}}}$ are well-defined operators on the space $\mathscr{P}(J)$.
Proof. Since $\mathcal{D}_{r, s}^{j}$ and $\mathcal{L}_{r, s}^{j}$ preserve trace degree, the corollary follows by expanding the exponentials as power series of operators acting on the finite dimensional spaces $\mathscr{P}_{d}(J)$ and $\left[\mathscr{P}_{d}(J)\right]_{N}$.
Remark 3.11. Since $\Delta_{r, s}^{j, N}$ commute for $1 \leq j \leq n$, it is natural to expect the same holds for the intertwining operators $\mathcal{D}_{r, s}^{j}$ and $\mathcal{L}_{r, s}^{j}$. This is true, and follows easily from examining the explicit form of the coefficients of these operators given in Theorem 3.7. One must be careful about drawing such conclusions in general, however; the map $P \mapsto P_{N}$ is generally not one-to-one, due to the Cayley-Hamilton Theorem. It is asymptotically one-toone, in the sense that its restriction to $\mathscr{P}_{d}(J)$ is one-to-one for all sufficiently large $N$ (depending on $d$ ), and this can be used to prove this commutation result. Note, however, that $\left[\mathcal{D}_{r, s}^{j}, \mathcal{L}_{r, s}^{j}\right] \neq 0$ in general.

### 3.4 Concentration of Measure

We restate a general linear algebra result here, given as [9, Lemma 4.1].

Lemma 3.12. Let $V$ be a finite dimensional normed $\mathbb{C}$-space and supposed that $D$ and $L$ are two operators on $V$. Then there exists a constant $C=C\left(D, L,\|\cdot\|_{V}\right)<\infty$ such that, for any linear functional $\psi \in V^{*}$,

$$
\begin{equation*}
\left|\psi\left(e^{D+\epsilon L} x\right)-\psi\left(e^{D} x\right)\right| \leq C\|\psi\|_{V^{*}}\|x\|_{V}|\epsilon|, \quad x \in V,|\epsilon| \leq 1, \tag{3.12}
\end{equation*}
$$

where $\|\cdot\|_{V^{*}}$ is the dual norm on $V^{*}$.
Coupled with Corollary 3.10, this gives the following.
Proposition 3.13. Let $P \in \mathscr{P}(J)$. Let $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}_{+}^{n}$. Then there is a constant $C=C(r, s, \mathbf{t}, P)$ so that, for all $N \in \mathbb{N}$,

$$
\left|\int_{\mathbb{G} \mathbb{L}_{N}^{n}} P_{N} d \mu_{r, s ; \mathbf{t}}^{n, N}-\left(e^{\mathcal{D}_{r, s}^{\mathbf{t}}} P\right)(\mathbf{1})\right| \leq \frac{C}{N^{2}},
$$

where, for $Q \in \mathscr{P}(J), Q(\mathbf{1})$ is the complex number given by evaluating all variables of $Q$ at 1 .
Proof. Let $d=\operatorname{deg}(P)$; then $P \in \mathscr{P}_{d}(J)$. By definition (3.3),

$$
\int_{\mathbb{G} \mathbb{L}_{N}^{n}} P_{N} d \mu_{r, s ; \mathbf{t}}^{n, N}=\left(e^{\frac{1}{2}\left(t_{1} \Delta_{r, s}^{1, N}+\cdots+t_{n} \Delta_{r, s}^{n, N}\right)} P_{N}\right)\left(I_{N}^{n}\right) .
$$

(To be clear: the function $P_{N}$ is not compactly-supported, so this does not fall strictly into the purview of (3.3); that the formula extends to such trace polynomials follows from Langland's Theorem; cf. [24], Theorem 2.1 (p. 152)]. See [9, Appendix A] for a concise sketch of the proof.) From Corollary 3.10, therefore

$$
\int_{\mathbb{G L} L_{N}^{n}} P_{N} d \mu_{r, s ; \mathrm{t}}^{n, N}=\left[e^{\mathcal{D}_{r, s}^{\mathrm{t}}+\frac{1}{N^{2}} \mathcal{L}_{r, s}^{\mathrm{t}}} P\right]_{N}\left(I_{N}^{n}\right)=\left(e^{\mathcal{D}_{r, s}^{\mathrm{t}}+\frac{1}{N^{2}} \mathcal{L}_{r, s}^{\mathrm{t}}} P\right)(\mathbf{1}) .
$$

Note that $\psi_{\mathbf{1}}(P)=P(\mathbf{1})$ is a linear functional on the finite dimensional space $\mathscr{P}_{d}(J)$; thus the result follows from 3.12 by choosing any norm $\|\cdot\|_{\mathscr{P}_{d}(J)}$ on $V=\mathscr{P}_{d}(J)$, and setting

$$
C(r, s, \mathbf{t}, P)=C\left(\mathcal{D}_{r, s}^{\mathrm{t}}, \mathcal{L}_{r, s}^{\mathrm{t}},\|\cdot\|_{\mathscr{P}_{d}(J)}\right)\left\|\psi_{\mathbf{1}}\right\|_{\mathscr{P}_{d}(J)^{*}}\|P\|_{\mathscr{P}_{d}(J)}
$$

thus concluding the proof.
We now come to the main theorems of this section.
Theorem 3.14. Let $\left(B_{r, s}^{1, N}(t)\right)_{t \geq 0}, \ldots,\left(B_{r, s}^{n, N}(t)\right)_{t \geq 0}$ be independent Brownian motions on $\mathbb{G}_{\mathbb{L}_{N}}$. Then these matrix processes have a joint limit distribution: for any $m \in \mathbb{N}, j_{1}, \ldots, j_{m} \in\{1, \ldots, n\}, t_{1}, \ldots, t_{n} \geq 0$ and $\varepsilon_{1}, \ldots, \varepsilon_{m} \in\{1, *\}$,

$$
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(B_{r, s}^{j_{1}, N}\left(t_{j_{1}}\right)^{\varepsilon_{1}} \cdots B_{r, s}^{j_{m}, N}\left(t_{j_{m}}\right)^{\varepsilon_{m}}\right) \quad \text { exists. }
$$

Proof. Let $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$. The given expected trace is computed in terms of the joint law $\mu_{r, s ; \mathbf{t}}^{n, N}$ of the independent Brownian random matrices as

$$
\mathbb{E} \operatorname{tr}\left(B_{r, s}^{j_{1}, N}\left(t_{j_{1}}\right)^{\varepsilon_{1}} \cdots B_{r, s}^{j_{m}, N}\left(t_{j_{m}}\right)^{\varepsilon_{m}}\right)=\int_{\mathbb{G} \mathbb{L}_{N}^{n}} \operatorname{tr}\left(A_{j_{1}}^{\varepsilon_{1}} \cdots A_{j_{m}}^{\varepsilon_{m}}\right) \mu_{r, s ; \mathbf{t}}^{n, N}\left(d A_{1} \cdots d A_{n}\right)=\int_{\mathbb{G} \mathbb{L}_{N}^{n}}\left[v_{\varepsilon}\right]_{N} d \mu_{r, s ; \mathbf{t}}^{n, N}
$$

where $\varepsilon=\left(\left(j_{1}, \varepsilon_{1}\right), \ldots,\left(j_{m}, \varepsilon_{m}\right)\right)$. Proposition 3.13 thus shows that the limit as $N \rightarrow \infty$ exists, and is equal to $\left(e^{\mathcal{D}_{r, s}^{t}} v_{\varepsilon}\right)(\mathbf{1})$.

Remark 3.15. In light of Theorem 1.1, we can identify the joint limit in Theorem 3.14 as the increments $b_{r, s}\left(t_{1}\right), b_{r, s}\left(t_{1}\right)^{-1} b_{r, s}\left(t_{2}^{\prime}\right), \ldots, b_{r, s}\left(t_{n-1}^{\prime}\right)^{-1} b_{r, s}\left(t_{n}^{\prime}\right)$ where $t_{j}=t_{1}+\cdots+t_{j}$ for $1 \leq j \leq n$.

Theorem 3.16. Let $P, Q \in \mathscr{P}(J)$, and let $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}_{+}^{n}$. There is a constant $C_{2}=C_{2}(r, s, \mathbf{t}, P, Q)$ such that

$$
\begin{equation*}
\left|\operatorname{Cov}_{\mu_{r, s ; \mathrm{t}}^{n, N}}\left(P_{N}, Q_{N}\right)\right| \leq \frac{C_{2}}{N^{2}} . \tag{3.13}
\end{equation*}
$$

Theorem 3.16 is a generalization of [16, Proposition 4.13], and the proof is very similar. First, we need a lemma on intertwining complex conjugation, which is elementary to prove and left to the reader; cf. [16, Lemma 3.11].

Lemma 3.17. Given $\varepsilon \in \mathscr{E}_{J}$, define $\varepsilon^{*} \in \mathscr{E}_{J}$ by $\left(\left(j_{1}, \varepsilon_{1}\right), \ldots,\left(j_{n}, \varepsilon_{n}\right)\right)^{*}=\left(\left(j_{n}, \varepsilon_{n}^{*}\right), \ldots,\left(j_{1}, \varepsilon_{1}^{*}\right)\right)$ where $1^{*}=*$ and $*^{*}=1$. Define $\mathcal{C}: \mathscr{P}(J) \rightarrow \mathscr{P}(J)$ to be the conjugate linear homomorphism satisfying $\mathcal{C}\left(v_{\varepsilon}\right)=v_{\varepsilon^{*}}$ for all $\varepsilon \in \mathscr{E}_{J}$. Then for all $N \in \mathbb{N}$

$$
\begin{equation*}
\overline{P_{N}}=[\mathcal{C}(P)]_{N}, \quad P \in \mathscr{P}(J) . \tag{3.14}
\end{equation*}
$$

Proof of Theorem 3.16 The covariance of $\mathbb{C}$-valued random variables $F, G$ is $\operatorname{Cov}(F, G)=\mathbb{E}(F \bar{G})-\mathbb{E}(F) \mathbb{E}(\bar{G})$. Define $\mathcal{D}_{r, s}^{\mathrm{t}, N}=\mathcal{D}_{r, s}^{\mathrm{t}}+\frac{1}{N^{2}} \mathcal{L}_{r, s}^{\mathrm{t}}$. From Lemma 3.17, we may write $P_{N} \overline{Q_{N}}=\left[P Q^{*}\right]_{N}$, and so, from 3.3 and Corollary 3.10, we have

$$
\begin{equation*}
\mathbb{E}_{\mu_{r, s ; \mathrm{t}}^{n, N}}\left(P_{N} \bar{Q}_{N}\right)=\left(e^{\mathcal{D}_{r, s}^{\mathrm{t}, N}}\left(P Q^{*}\right)\right)(\mathbf{1}) . \tag{3.15}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\mathbb{E}_{\mu_{r, s ; \mathbf{t}}^{n, N}}\left(P_{N}\right) \cdot \mathbb{E}_{\mu_{r, s, \mathrm{t}}^{n, N}}\left(\overline{Q_{N}}\right)=\left(e^{\mathcal{D}_{r, s}^{\mathbf{t}, N}} P\right)(\mathbf{1}) \cdot\left(e^{\mathfrak{D}_{r, s}^{\mathbf{t}, N}} Q^{*}\right)(\mathbf{1}) . \tag{3.16}
\end{equation*}
$$

Now, set

$$
\begin{align*}
\Psi_{1}^{N} & \equiv\left(e^{-\mathcal{D}_{r, s}^{\mathrm{t}, N}} P\right)(\mathbf{1}), & \Psi_{*}^{N} \equiv\left(e^{-\mathcal{D}_{r, s}^{\mathrm{t}, N}} Q^{*}\right)(\mathbf{1}), & \Psi_{1, *}^{N} \equiv\left(e^{-\mathcal{D}_{r, s}^{\mathrm{t}, N}}\left(P Q^{*}\right)\right)(\mathbf{1}),  \tag{3.17}\\
\Psi_{1} & \equiv\left(e^{-\mathcal{D}_{r, s}^{\mathrm{t}}} P\right)(\mathbf{1}), & \Psi_{*} \equiv\left(e^{-\mathcal{D}_{r, s}^{\mathrm{t}}} Q^{*}\right)(\mathbf{1}), & \Psi_{1, *} \equiv\left(e^{-\mathcal{D}_{r, s}^{\mathrm{t}}}\left(P Q^{*}\right)\right)(\mathbf{1}) . \tag{3.18}
\end{align*}
$$

Thus, (3.15) and (3.16) show that

$$
\begin{equation*}
\operatorname{Cov}_{\mu_{r, s, t}^{n, N}}\left(P_{N}, Q_{N}\right)=\Psi_{1, *}^{N}-\Psi_{1}^{N} \Psi_{*}^{N} . \tag{3.19}
\end{equation*}
$$

We estimate this as follows. First

$$
\begin{equation*}
\left|\Psi_{1, *}^{N}-\Psi_{1}^{N} \Psi_{*}^{N}\right| \leq\left|\Psi_{1, *}^{N}-\Psi_{1, *}\right|+\left|\Psi_{1, *}-\Psi_{1} \Psi_{*}\right|+\left|\Psi_{1} \Psi_{*}-\Psi_{1}^{N} \Psi_{*}^{N}\right| . \tag{3.20}
\end{equation*}
$$

Referring to 3.18), note that $\mathcal{D}_{r, s}^{\mathrm{t}}$ is a first-order differential operator; it follows that $e^{\mathcal{D}_{r, s}^{\mathrm{t}}}$ is an algebra homomorphism, and so the second term in 3.20 is 0 . The first term is bounded by $\frac{1}{N^{2}} \cdot C\left(r, s, \mathbf{t}, P Q^{*}\right)$ by Proposition 3.13. For the third term, we add and subtract $\Psi_{1}^{N} \Psi_{*}$ to make the additional estimate

$$
\begin{align*}
\left|\Psi_{1} \Psi_{*}-\Psi_{1}^{N} \Psi_{*}^{N}\right| & \leq\left|\Psi_{*}\right|\left|\Psi_{1}-\Psi_{1}^{N}\right|+\left|\Psi_{1}^{N}\right|\left|\Psi_{*}-\Psi_{*}^{N}\right| \\
& \leq\left|\Psi_{*}\right|\left|\Psi_{1}-\Psi_{1}^{N}\right|+\left(\left|\Psi_{1}\right|+\left|\Psi_{1}^{N}-\Psi_{1}\right|\right)\left|\Psi_{*}-\Psi_{*}^{N}\right| \\
& \leq \frac{1}{N^{2}} \cdot\left|\Psi_{*}\right| C(r, s, \mathbf{t}, P)+\left(\left|\Psi_{1}\right|+\frac{1}{N^{2}} \cdot C(r, s, \mathbf{t}, P)\right) \cdot \frac{1}{N^{2}} \cdot C\left(r, s, \mathbf{t}, Q^{*}\right) \\
& =\frac{1}{N^{2}} \cdot\left(\left|\Psi_{*}\right| C(r, s, \mathbf{t}, P)+\left|\Psi_{1}\right| C\left(r, s, \mathbf{t}, Q^{*}\right)\right)+\frac{1}{N^{4}} \cdot C(r, s, \mathbf{t}, P) C\left(r, s, \mathbf{t}, Q^{*}\right) . \tag{3.21}
\end{align*}
$$

Combining (3.21) with 3.19 - 3.20) and the following discussion shows that the constant

$$
\begin{equation*}
C_{2}(r, s, \mathbf{t}, P, Q)=C\left(r, s, \mathbf{t}, P Q^{*}\right)+C(r, s, \mathbf{t}, P) C\left(r, s, \mathbf{t}, Q^{*}\right)+\left|\Psi_{*}\right| C(r, s, \mathbf{t}, P)+\left|\Psi_{1}\right| C\left(r, s, \mathbf{t}, Q^{*}\right) \tag{3.22}
\end{equation*}
$$

verifies (3.13), proving the proposition.

This brings us to the proof of Theorem 1.2. For convenience, we restate that the desired estimate is

$$
\begin{equation*}
\operatorname{Cov}\left[\operatorname{tr}\left(f\left(B_{r, s}^{1, N}\left(t_{1}\right), \ldots, B_{r, s}^{n, N}\left(t_{n}\right)^{*}\right)\right), \operatorname{tr}\left(g\left(B_{r, s}^{1, N}\left(t_{1}\right), \ldots, B_{r, s}^{n, N}\left(t_{n}\right)^{*}\right)\right)\right] \leq \frac{C_{2}}{N^{2}} \tag{3.23}
\end{equation*}
$$

for any $f, g \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle$, for some constant $C_{2}=C_{2}(r, s, \mathbf{t}, f, g)$; here $B_{r, s}^{1, N}(\cdot), \ldots, B_{r, s}^{n, N}(\cdot)$ are independent $(r, s)$-Brownian motions on $\mathbb{G L}_{N}$.

Proof of Theorem 1.2 Setting $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$, the covariance in (3.23) is precisely

$$
\operatorname{Cov}_{\mu_{r, s ; \mathrm{t}}^{n, N}}\left([\Upsilon(f)]_{N},[\Upsilon(g)]_{N}\right)
$$

and so the result follows immediately from Theorem 3.16 .
Theorem 1.2 , in the special case $f=g$, implies that the convergence to the joint limit distribution in Theorem 3.14 is, in fact, almost sure.

Corollary 3.18. Let $\left(B_{r, s}^{1, N}(t)\right)_{t \geq 0}, \ldots,\left(B_{r, s}^{n, N}(t)\right)_{t \geq 0}$ be independent Brownian motions on $\mathbb{G L}_{N}$. Then, for any $t_{1}, \ldots, t_{n} \geq 0$ and any $f \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle$, the random variable $\operatorname{tr}\left(f\left(B_{r, s}^{1, N}\left(t_{n}\right), \ldots, B_{r, s}^{n, N}\left(t_{n}\right)^{*}\right)\right.$ converges to its mean almost surely.

This follows immediately from the $O\left(1 / N^{2}\right)$ covariance estimate of Theorem 1.2, together with Chebyshev's inequality and the Borel-Cantelli lemma.

Finally, we note that we have proven asymptotic freeness of independent $(r, s)$-Brownian motions.
Corollary 3.19. Let $t_{1}, \ldots, t_{n}>0$ and let $B_{r, s}^{1, N}\left(t_{1}\right), \ldots, B_{r, s}^{n, N}\left(t_{n}\right)$ be independent random matrices sampled from $(r, s)$-Brownian motion. Then these random matrices are asymptotically free.

Proof. Summarizing Theorem [2.8; to verify that a collection of random matrix ensembles is asymptotically free, it sufficies to show that the collection possesses a limit distribution (which we verified in this case in Theorem 3.14) whose fluctuations are $O\left(1 / N^{2}\right)$ (which we refified in Theorem 1.2), and that the joint distribution of the matrices for each fixed in $N$ is invariant under $\mathbb{U}_{N}$-conjugation. This last properly holds trivially in our case, as the heat kernel is $\mathbb{U}_{N}$-invariant (since the inner product is). Hence, independent $(r, s)$-Brownian motion samples verify all the conditions of Theorem 2.8, concluding the proof.

## 4 Invariance Properties and Moments of the $(r, s)$-Brownian Motions

In this section, we compute the relevant moments of the free multiplicative $(r, s)$-Brownian motion summarized in Proposition 1.8, and prove the basic invariance properties of both $B_{r, s}^{N}$ and $b_{r, s}$ needed to extend our main Theorem 1.1 from a single time to multiple times, summarized in Proposition 1.10

### 4.1 Moment Calculations

We begin by reiterating the following differential characterization of the constants $\nu_{n}(t)$ from (1.8).
Lemma 4.1. Let $\left\{\nu_{n}: n \geq 0\right\}$ be the functions in (1.8), and let $\varrho_{n}(t)=e^{\frac{n}{2} t} \nu_{n}(t)$. The functions $\varrho_{n}$ are uniquely determined by the initial conditions $\varrho_{n}(0)=\nu_{n}(0)=1$ for all $n, \varrho_{1}(t) \equiv 1$, and the following system of coupled ODEs for $n \geq 2$.

$$
\varrho_{n}^{\prime}(t)=-\sum_{k=1}^{n-1} k \varrho_{k}(t) \varrho_{n-k}(t) .
$$

Indeed, in [2], this connection was the key step in identifying the distribution of a free unitary Brownian motion as the limit distribution (at each fixed time $t$ ) of a Brownian motion $U_{t}^{N}$ on $\mathbb{U}_{N}$. It is also independently proved in [9, Lemma 5.4, Eq. (5.23)].
Lemma 4.2. Let $b_{r, s}(t)$ be defined by (1.5); for short, let $b=b_{r, s}(t)$. Set $a=a_{r, s}(t)=e^{\frac{1}{2}(r-s) t} b$. Then

$$
\begin{equation*}
d a=a d w \tag{4.1}
\end{equation*}
$$

where $w=w_{r, s}(t)$ of 1.4 .
Proof. Since $t \mapsto e^{\frac{1}{2}(r-s) t}$ is a free Itô process with $d e^{\frac{1}{2}(r-s) t}=\frac{1}{2}(r-s) e^{\frac{1}{2}(r-s) t} d t, 2.25$ shows that

$$
d a=d e^{\frac{1}{2}(r-s) t} \cdot b+e^{\frac{1}{2}(r-s) t} \cdot d b+d e^{\frac{1}{2}(r-s) t} \cdot d b
$$

The last term is 0 , while the first two simplify to

$$
d a=\frac{1}{2}(r-s) e^{\frac{1}{2}(r-s) t} b d t+e^{\frac{1}{2}(r-s) t}\left(b d w-\frac{1}{2}(r-s) b d t\right)=a d w
$$

by (1.5).
We also record the following Itô formula for $d w_{r, s}(t)$ products.
Lemma 4.3. Let $t \geq 0$ and let $\varepsilon, \delta \in\{1, *\}$. For any adapted process $\theta=\theta(t)$,

$$
\begin{equation*}
d w^{\varepsilon} \theta d w^{\delta}=(s \pm r) \tau(\theta) d t \tag{4.2}
\end{equation*}
$$

where the sign is - if $\varepsilon=\delta$ and + if $\varepsilon \neq \delta$.
Lemma 4.3 is an immediate computation from 2.23- 2.26.
We use 4.1) to give a recursive formula for the powers of $a_{r, s}(t)$.
Proposition 4.4. For $n \in \mathbb{N}^{*}$,

$$
\begin{equation*}
d\left(a^{n}\right)=\sum_{k=1}^{n} a^{k} d w a^{n-k}+(s-r) \mathbb{1}_{n \geq 2} \sum_{k=1}^{n-1} k a^{k} \tau\left(a^{n-k}\right) d t \tag{4.3}
\end{equation*}
$$

Proof. When $n=1,4.3$ reduces to (4.1). We proceed by induction, supposing that 4.3 has been verified up to level $n$. Then, using the Itô product rule (2.25), together with (4.1) and (4.3), gives

$$
\begin{aligned}
d\left(a^{n+1}\right)=d\left(a \cdot a^{n}\right) & =d a \cdot a^{n}+a \cdot d\left(a^{n}\right)+d a \cdot d\left(a^{n}\right) \\
& =a d w a^{n}+\sum_{k=1}^{n} a^{k+1} d w a^{n-k}+(s-r) \sum_{k=1}^{n-1} k a^{k+1} \tau\left(a^{n-k}\right) d t+\sum_{k=1}^{n} a d w a^{k} d w a^{n-k}
\end{aligned}
$$

The first two terms combine, reindexing $\ell=k+1$, to give $\sum_{\ell=1}^{n+1} a^{\ell} d w a^{n+1-\ell}$. From 4.2, the last terms are

$$
(s-r) \sum_{k=1}^{n} \tau\left(a^{k}\right) a^{n+1-k} d t
$$

which, when combined with the penultimate terms, yields 4.3 at level $n+1$. This concludes the inductive proof.

Corollary 4.5. The moments of $a=a_{r, s}(t)$ are $\tau\left(a^{n}\right)=\varrho_{n}((r-s) t)$; consequently, the moments of $b=b_{r, s}(t)$ are $\tau\left(b^{n}\right)=\nu_{n}((r-s) t)$, verifying (1.9).

Proof. Since $a(0)=b(0)=1, \tau\left(a(0)^{n}\right)=1=\varrho_{n}(0)$. Taking the trace of 4.3 and using 2.22, we have

$$
\begin{equation*}
d \tau\left(a^{n}\right)=(s-r) \mathbb{1}_{n \geq 2} \sum_{k=1}^{n-1} k \tau\left(a^{k}\right) \tau\left(a^{n-k}\right) d t \tag{4.4}
\end{equation*}
$$

Thus $\frac{d}{d t} \tau(a)=0=\varrho_{1}^{\prime}((r-s) t)$. If $s=r$, 4.4 asserts that $\tau\left(a^{n}\right)=\tau\left(a(0)^{n}\right)=1=\varrho_{n}(0 \cdot t)$ for all $n$. On the other hand, if $s \neq r$, let $\tilde{\varrho}_{n}(t)=\tau\left(a_{r, s}(t /(r-s))^{n}\right)$; then the chain rule applied to 4.4) shows that

$$
\tilde{\varrho}_{n}^{\prime}(t)=-\mathbb{1}_{n \geq 2} \sum_{k=1}^{n-1} k \tilde{\varrho}_{k}(t) \tilde{\varrho}_{n-k}(t) .
$$

By Lemma 4.1, it follows that $\tilde{\varrho}_{n}(t)=\varrho_{n}(t)$ for all $n, t \geq 0$. Hence, $\tau\left(a_{r, s}(t)^{n}\right)=\varrho_{n}((r-s) t)=$ $e^{\frac{n}{2}(r-s) t} \nu_{n}((r-s) t)$, as claimed. As defined in Lemma 4.2, we therefore have

$$
\tau\left(b^{n}\right)=\tau\left[\left(e^{-\frac{1}{2}(r-s) t} a\right)^{n}\right]=e^{-\frac{n}{2}(r-s) t} \varrho_{n}((r-s) t)=\nu_{n}((r-s) t),
$$

verifying (1.9), and concluding the proof.
We now turn to the moments of $b_{r, s}(t) b_{r, s}(t)^{*}$. A different exponential scaling from Lemma 4.2 is in order here.

Lemma 4.6. Let $c_{r, s}(t)=e^{-s t} b_{r, s}(t)$; for short, let $c=c_{r, s}(t)$. Then

$$
\begin{equation*}
d\left(c c^{*}\right)=2 \sqrt{s} c d y c^{*}, \tag{4.5}
\end{equation*}
$$

where $y=y(t)$.
Proof. First note that $c c^{*}=e^{-2 s t} b b^{*}$. As in Lemma 4.2, we have

$$
\begin{equation*}
d\left(c c^{*}\right)=-2 s c c^{*} d t+e^{-2 s t} d\left(b b^{*}\right) \tag{4.6}
\end{equation*}
$$

By the Itô product rule (2.25) and (1.5),

$$
\begin{aligned}
d\left(b b^{*}\right) & =d b \cdot b^{*}+b \cdot d b^{*}+d b \cdot d b^{*} \\
& =b d w b^{*}-\frac{1}{2}(r-s) b b^{*} d t+b d w^{*} b^{*}-\frac{1}{2}(r-s) b b^{*} d t+b d w d w^{*} b^{*} \\
& =b\left(d w+d w^{*}\right) b^{*}-(r-s) b b^{*} d t+(r+s) b b^{*} d t
\end{aligned}
$$

where the last equality follows from Lemma 4.3. Note that $d w+d w^{*}=2 \sqrt{s} d y$, and so this simplifies to $d\left(b b^{*}\right)=2 \sqrt{s} b d y b^{*}+2 s b b^{*} d t$. Combining this with 4.6) yields the result.

Proposition 4.7. For $n \in \mathbb{N}^{*}$,

$$
\begin{equation*}
d\left[\left(c c^{*}\right)^{n}\right]=2 \sqrt{s} \sum_{k=1}^{n}\left(c c^{*}\right)^{k-1} c d y c^{*}\left(c c^{*}\right)^{n-k}+4 s \mathbb{1}_{n \geq 2} \sum_{k=1}^{n-1} k\left(c c^{*}\right)^{k} \tau\left[\left(c c^{*}\right)^{n-k}\right] d t . \tag{4.7}
\end{equation*}
$$

Proof. When $n=1,4.7$, reduces to (4.6), so we proceed by induction: suppose that (4.7) has been verified up to level $n$. Then we use the Itô product formula 2.25 , together with 4.6 and 4.7 , to compute

$$
\begin{aligned}
d\left[\left(c c^{*}\right)^{n+1}\right]= & d\left(c c^{*}\right) \cdot\left(c c^{*}\right)^{n}+c c^{*} \cdot d\left[\left(c c^{*}\right)^{n}\right]+d\left(c c^{*}\right) \cdot d\left[\left(c c^{*}\right)^{n}\right] \\
& =2 \sqrt{s} c d y c^{*}\left(c c^{*}\right)^{n}+2 \sqrt{s} \sum_{k=1}^{n}\left(c c^{*}\right)^{k} c d y c^{*}\left(c c^{*}\right)^{n-k}+4 s \sum_{k=1}^{n-1} k\left(c c^{*}\right)^{k+1} \tau\left[\left(c c^{*}\right)^{n-k}\right] d t \\
& +4 s \sum_{k=1}^{n} c d y c^{*}\left(c c^{*}\right)^{k-1} c d y c^{*}\left(c c^{*}\right)^{n-k}
\end{aligned}
$$

Reindexing $\ell=k+1$, the first two terms combine to give $2 \sqrt{s} \sum_{\ell=1}^{n+1}\left(c c^{*}\right)^{\ell-1} c d y c^{*}\left(c c^{*}\right)^{n+1-\ell}$. In the last term, we use 2.23 to yield

$$
d y c^{*}\left(c c^{*}\right)^{k-1} c d y=\tau\left(c^{*}\left(c c^{*}\right)^{k-1} c\right) d t=\tau\left[\left(c c^{*}\right)^{k}\right] d t
$$

Hence, reindexing $j=n+1-k$, the final sum is

$$
4 s \sum_{k=1}^{n} \tau\left[\left(c c^{*}\right)^{k}\right]\left(c c^{*}\right)^{n+1-k} d t=4 s \sum_{j=1}^{n}\left(c c^{*}\right)^{j} \tau\left[\left(c c^{*}\right)^{n+1-j}\right]
$$

Also reindexing the penultimate sum with $\ell=k+1$, the last two sums combine to give

$$
4 s \sum_{\ell=2}^{n}(\ell-1)\left(c c^{*}\right)^{\ell} \tau\left[\left(c c^{*}\right)^{n+1-\ell}\right] d t+4 s \sum_{j=1}^{n}\left(c c^{*}\right)^{j} \tau\left[\left(c c^{*}\right)^{n+1-j}\right]
$$

Note that the first sum could just as well be started at $\ell=1$ (since that term is 0 ), and these two combine to give the second term in 4.7), concluding the inductive proof.

Corollary 4.8. The moments of $c c^{*}$ are $\tau\left[\left(c c^{*}\right)^{n}\right]=\varrho_{n}(-4 s t)$; consequently, the moments of $b b^{*}$ are $\tau\left[\left(b b^{*}\right)^{n}\right]=$ $\nu_{n}(-4 s t)$, verifying (1.11).

Proof. Since $b(0)=1, \tau\left[\left(c c^{*}(0)\right)^{n}\right]=1=\varrho_{n}(0)$ for all $n$. Taking the trace of 4.7), we have

$$
\begin{equation*}
d \tau\left[\left(c c^{*}\right)^{n}\right]=4 s \mathbb{1}_{n \geq 2} \sum_{k=1}^{n-1} k \tau\left[\left(c c^{*}\right)^{k}\right] \tau\left[\left(c c^{*}\right)^{n-k}\right] d t \tag{4.8}
\end{equation*}
$$

Thus $\frac{d}{d t} \tau\left(c c^{*}\right)=0=\varrho_{1}^{\prime}(-4 s t)$. If $s=0,4.8$ asserts that $\tau\left[\left(c c^{*}\right)^{n}\right]=\tau\left[\left(c c^{*}(0)\right)^{n}\right]=1=\varrho_{n}(0 \cdot t)$ for all $n$. If $s \neq 0$, let $\varrho_{n}(t)=\tau\left[\left(\left(c c^{*}\right)(-t / 4 s)\right)^{n}\right]$; then the chain rule applied to 4.8) shows that

$$
\hat{\varrho}_{n}^{\prime}(t)=-\mathbb{1}_{n \geq 2} \sum_{k=1}^{n-1} k \hat{\varrho}_{k}(t) \hat{\varrho}_{n-k}(t)
$$

By Lemma 4.1, it follows that $\varrho_{n}(t)=\varrho_{n}(t)$ for all $n, t \geq 0$. Hence,

$$
\left.\tau\left[\left(c c^{*}\right)^{n}\right)\right]=\varrho_{n}(-4 s t)=e^{\frac{n}{2}(-4 s) t} \nu_{n}(-4 s t)
$$

as claimed. As defined in Lemma 4.6, we therefore have

$$
\tau\left[\left(b b^{*}\right)^{n}\right]=\tau\left[\left(e^{2 s t} c c^{*}\right)^{n}\right]=e^{-2 n s t} \varrho_{n}(-4 s t)=\nu_{n}(-4 s t)
$$

verifying (1.10), and concluding the proof.

Finally, we calculate $\tau\left(b^{2} b^{* 2}\right)$. We need the following cubic moment as part of the recursive computation.
Lemma 4.9. Let $a=e^{\frac{1}{2}(r-s) t} b$ as in Lemma 4.2 Then

$$
\begin{equation*}
\tau\left(a^{2} a^{*}\right)=(1+2 s t) e^{(s+r) t} . \tag{4.9}
\end{equation*}
$$

Proof. From the Itô product rule (2.25), we have

$$
d\left(a^{2} a^{*}\right)=d a \cdot a a^{*}+a \cdot d a \cdot d a^{*}+a^{2} d a^{*}+(d a)^{2} \cdot a^{*}+d a \cdot a \cdot d a^{*}+a \cdot d a \cdot d a^{*} .
$$

Lemma 4.2 asserts that $d a=a d w$. To compute $d \tau\left(a^{2} a^{*}\right)$, we can ignore the first three terms that have trace 0 by 2.22; the last three terms become

$$
a d w a d w a^{*}+a d w a d w^{*} a^{*}+a^{2} d w d w^{*} a^{*}=(s-r) \tau(a) a a^{*} d t+(s+r) \tau(a) a a^{*} d t+(s+r) a^{2} a^{*} d t
$$

by Lemma 4.3 Taking traces, we therefore have

$$
\begin{equation*}
d \tau\left(a^{2} a^{*}\right)=2 s \tau(a) \tau\left(a a^{*}\right) d t+(s+r) \tau\left(a^{2} a^{*}\right) d t . \tag{4.10}
\end{equation*}
$$

In Corollary 4.5, we computed that $\tau(a)=\varrho_{1}((r-s) t)=e^{\frac{1}{2}(r-s) t} \nu_{1}((r-s) t)$, which, referring to 1.8$)$, is equal to 1. Similarly, in Corollary 4.8, we calculated that $\tau\left(b b^{*}\right)=\nu_{1}(-4 s t)=e^{2 s t}$, and so $\tau\left(a a^{*}\right)=e^{(r-s) t} \tau\left(b b^{*}\right)=$ $e^{(r+s) t}$. Hence, 4.10p reduces to the ODE

$$
\frac{d}{d t} \tau\left(a^{2} a^{*}\right)=2 s e^{(r+s) t}+(s+r) \tau\left(a^{2} a^{*}\right), \quad \tau\left(a^{2} a^{*}(0)\right)=1 .
$$

It is simple to verify that (4.9) is the unique solution of this ODE.
Remark 4.10. As a sanity check, note that in the case $(r, s)=(1,0) 4.9$ shows that $\tau\left(b^{2} b^{*}\right)=e^{-\frac{3}{2} t} \tau\left(a^{2} a^{*}\right)=$ $e^{-t / 2}$. As pointed out in 1.7), $b_{1,0}(t)=u(t)$ is a free unitary Brownian motion, and so $\tau\left(b^{2} b^{*}\right)=\tau(b)$ in this case; thus, we have consistency with 1.8 .
Proposition 4.11. Let $a=e^{\frac{1}{2}(r-s) t} b$ as in Lemma 4.2 Then

$$
\begin{equation*}
\tau\left(a^{2} a^{* 2}\right)=4 s t(1+s t) e^{(s+r) t}+e^{2(s+r) t} \tag{4.11}
\end{equation*}
$$

and thus (1.11) holds true.
Proof. Expanding, once again, using the Itô product rule (2.25, we have

$$
\begin{align*}
d\left(a^{2} a^{* 2}\right)= & d a \cdot a a^{* 2}+a \cdot d a \cdot a^{* 2}+a^{2} \cdot d a^{*} \cdot a^{*}+a^{2} a^{*} \cdot d a^{*}  \tag{4.12}\\
& +(d a)^{2} \cdot a^{* 2}+d a \cdot a \cdot d a^{*} \cdot a^{*}+d a \cdot a a^{*} \cdot d a^{*}  \tag{4.13}\\
& +a \cdot d a \cdot d a^{*} \cdot a^{*}+a \cdot d a \cdot a^{*} \cdot d a^{*}+a^{2} \cdot\left(d a^{*}\right)^{2} . \tag{4.14}
\end{align*}
$$

The terms in (4.12) all have trace 0 . We simplify the terms in (4.13) and (4.14) using $d a=a d w$ and Lemma 4.3 as follows:

$$
\begin{aligned}
4.13) & =a d w a d w a^{* 2}+a d w a d w^{*} a^{* 2}+a d w a a^{*} d w^{*} a^{*} \\
& =(s-r) \tau(a) a a^{* 2} d t+(s+r) \tau(a) a a^{* 2} d t+(s+r) \tau\left(a a^{*}\right) a a^{*} d t,
\end{aligned}
$$

and

$$
\begin{aligned}
\text { (4.14) } & =a^{2} d w d w^{*} a^{* 2}+a^{2} d w a^{*} d w^{*} a^{*}+a^{2} d w^{*} a^{*} d w^{*} a^{*} \\
& =(s+r) a^{2} a^{* 2} d t+(s+r) \tau\left(a^{*}\right) a^{2} a^{*} d t+(s-r) \tau\left(a^{*}\right) a^{2} a^{*} d t .
\end{aligned}
$$

Taking traces, and using the fact (from Lemma 4.9) that $\tau\left(a^{*}\right) \tau\left(a^{2} a^{*}\right)$ is real, this yields

$$
d \tau\left(a^{2} a^{* 2}\right)=2 s \tau(a) \tau\left(a a^{* 2}\right) d t+(s+r)\left[\tau\left(a a^{*}\right)\right]^{2} d t+(s+r) \tau\left(a^{2} a^{* 2}\right) d t+2 s \tau\left(a^{*}\right) \tau\left(a^{2} a^{*}\right) d t .
$$

Using (4.9), together with (1.10) and the fact (pointed out in the proof of Lemma 4.9) that $\tau(a)=1$, gives

$$
\begin{equation*}
\frac{d}{d t} \tau\left(a^{2} a^{* 2}\right)=4 s(1+2 s t) e^{(s+r) t}+(s+r) e^{2(s+r) t}+(s+r) \tau\left(a^{2} a^{* 2}\right) \tag{4.15}
\end{equation*}
$$

It is easy to verify that (4.11) is the unique solution to this ODE with initial condition 1 . Substituting $b=$ $e^{\frac{1}{2}(s-r) t} a$ then yields 1.11 .

Remark 4.12. Again, as a sanity check, 1.11 reduces to $\tau\left(b^{2} b^{* 2}\right)=1$ when $s=0$; this is consistent with the fact that $b$ is unitary in this case.

### 4.2 Invariance Properties

Proposition 1.10 summarizes the main properties of both the matrix Brownian motions $B_{r, s}^{N}(t)$ on $\mathbb{G L}_{N}$ and its limit $\left(b_{r, s}(t)\right)_{t \geq 0}$. We will prove these properties separately for finite $N$ versus the limit, although in many cases the proofs are extremely similar.

We begin by noting that the invertibility of $B_{r, s}^{N}(t)$ follows from the SDE 2.11 .
Proposition 4.13. The diffusion $B_{r, s}^{N}(t)$ is invertible for all $t \geq 0$ (with probability 1 ); the inverse $B_{r, s}^{N}(t)^{-1}$ is a right-invariant version of an $(r, s)$-Brownian motion.

Proof. Fix a Brownian motion $W_{r, s}^{N}(t)=\sqrt{r} i X^{N}(t)+\sqrt{s} Y^{N}(t)$ on $\mathfrak{g l}_{N}$, so that $B_{r, s}^{N}(t)$ is the solution of 2.11 with respect to $W_{r, s}^{N}(t)$. Then define $A_{r, s}^{N}(t)$ to be the solution to

$$
\begin{equation*}
d A_{r, s}^{N}(t)=-d W_{r, s}^{N}(t) A_{r, s}^{N}(t)-\frac{1}{2}(r-s) A_{r, s}^{N}(t) d t . \tag{4.16}
\end{equation*}
$$

Note that $-X^{N}(t)$ and $-Y^{N}(t)$ are also independent $\mathrm{GUE}_{N}$ Brownian motions, so $A_{r, s}^{N}(t)$ is a right-invariant version of $B_{s, t}^{N}(t)$. (Indeed, the reader can readily check that, if $\partial_{\xi}$ is replaced with the right-invariant derivative $\frac{d}{d t} f(\exp (-t \xi) g)$, thus defining a right-invariant Laplacian, the associated Brownian motion satisfies 4.16.).) To simplify notation, let $W=W_{r, s}^{N}(t), B=B_{r, s}^{N}(t)$, and $A=A_{r, s}^{N}(t)$. Using the Itô product rule 2.17), we have

$$
\begin{aligned}
d(B A) & =d B \cdot A+B \cdot d A+d B \cdot d A \\
& =B d W A-\frac{1}{2}(r-s) B A d t-B d W A-\frac{1}{2}(r-s) B A d t-B(d W)^{2} A .
\end{aligned}
$$

From 2.14 - 2.18), we compute exactly as in Lemma 4.3 that $(d W)^{2}=(s-r) I_{N} d t$. This shows that $d(B A)=0$. Since $B_{r, s}^{N}(0)=A_{r, s}^{N}(0)=I_{N}$, it follows that $\overrightarrow{B A}=I_{N}$, so $A_{r, s}^{N}(t)=B_{r, s}^{N}(t)^{-1}$, as claimed.

Proposition 4.14. The multiplicative increments of $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}$ are independent and stationary.
Proof. Let $0 \leq t_{1}<t_{2}<\infty$, and let $\mathscr{F}_{t_{1}}$ denote the $\sigma$-field generated by $\left\{X^{N}(t), Y^{N}(t)\right\}_{0 \leq t \leq t_{1}}$. From the defining SDE (2.11), we have

$$
B_{r, s}^{N}\left(t_{2}\right)-B_{r, s}^{N}\left(t_{1}\right)=\int_{t_{1}}^{t_{2}} B_{r, s}^{N}(t) d W_{r, s}^{N}(t)-\frac{1}{2}(r-s) \int_{t_{1}}^{t_{2}} B_{r, s}^{N}(t) d t
$$

or, in other words,

$$
\begin{equation*}
B_{r, s}^{N}\left(t_{1}\right)^{-1} B_{r, s}^{N}\left(t_{2}\right)=I_{N}+\int_{t_{1}}^{t_{2}} B_{r, s}^{N}\left(t_{1}\right)^{-1} B_{r, s}^{N}(t) d W_{r, s}^{N}(t)-\frac{1}{2}(r-s) \int_{t_{1}}^{t_{2}} B_{r, s}^{N}\left(t_{1}\right)^{-1} B_{r, s}^{N}(t) d t \tag{4.17}
\end{equation*}
$$

This shows that the process $C^{N}(t)=B_{r, s}^{N}\left(t_{1}\right)^{-1} B_{r, s}^{N}(t)$ for $t \geq t_{1}$ satisfies the SDE

$$
d C^{N}(t)=C^{N}(t) d\left(W_{r, s}^{N}(t)-W_{r, s}^{N}\left(t_{1}\right)\right)-\frac{1}{2}(r-s) C^{N}(t) d t
$$

Note that $W_{r, s}^{N}(t)-W_{r, s}^{N}\left(t_{1}\right)=\sqrt{r} i\left(X^{N}(t)-X^{N}\left(t_{1}\right)\right)+\sqrt{s}\left(Y^{N}(t)-Y^{N}\left(t_{1}\right)\right)$. Since $\left(X^{N}(t)-X^{N}\left(t_{1}\right)\right)_{t \geq t_{1}}$ and $\left(Y^{N}(t)-Y^{N}\left(t_{1}\right)\right)_{t \geq t_{1}}$ are independent $\mathrm{GUE}_{N}$ Brownian motions, and since $C_{t_{1}}^{N}=I_{N}$, it follows that $\left(C^{N}(t)\right)_{t \geq t_{1}}$ is a version of $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}$. This shows, in particular, that the multiplicative increments are stationary. Moreover, 4.17 shows that $B_{r, s}^{N}\left(t_{1}\right)^{-1} B_{r, s}^{N}\left(t_{2}\right)$ is measurable with respect to the $\sigma$-field generated by the increments $\left(W_{r, s}^{N}(t)-W_{r, s}^{N}\left(t_{1}\right)\right)_{t_{1} \leq t \leq t_{2}}$, which is independent from $\mathscr{F}_{t_{1}}$ (since the additive increments of $X^{N}(t)$ and $Y^{N}(t)$ are independent). Since all the random matrices $B_{r, s}^{N}\left(t^{\prime}\right)$ with $t^{\prime} \leq t_{1}$ are $\mathscr{F}_{t_{1}}$-measurable, it follows that $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}$ has independent multiplicative increments, as claimed.

Proposition 4.15. For $r, s>0$ and $N \geq 2$, with probability $1, B_{r, s}^{N}(t)$ is non-normal for all $t>0$.
Proof. Let $\mathbb{M}_{N}^{\text {nor }}$ denote the set of normal matrices. Let $\mathbb{D}_{N}$ denote the $2 N$ (real) dimensional space of diagonal matrices in $\mathbb{M}_{N}$, and $\mathbb{T}_{N} \subset \mathbb{U}_{N}$ the $N$ (real) dimensional maximal torus of diagonal unitary matrices. The map $\Phi: \mathbb{D}_{N} \times \mathbb{U}_{N} \rightarrow \mathbb{M}_{N}^{\text {nor }}$ given by $\Phi(D, U)=U D U^{*}$ is smooth, and (by the spectral theorem) surjective. Since $\Phi(D, U)=\Phi(D, T U)$ for any $T \in \mathbb{T}_{N}$, the map descends to a smooth surjection $\widetilde{\Phi}: \mathbb{D}_{N} \times \mathbb{U}_{N} / \mathbb{T}_{N} \rightarrow \mathbb{M}_{N}^{\text {nor }}$. It follows that

$$
\operatorname{dim}_{\mathbb{R}}\left(\mathbb{M}_{N}^{\text {nor }}\right) \leq \operatorname{dim}_{\mathbb{R}}\left(\mathbb{D}_{N}\right)+\operatorname{dim}_{\mathbb{R}}\left(\mathbb{U}_{N} / \mathbb{T}_{N}\right)=2 N+N^{2}-N=N^{2}+N
$$

Thus, as a submanifold of $\mathbb{M}_{N}\left(\right.$ which has real dimension $\left.2 N^{2}\right), \operatorname{codim}_{\mathbb{R}}\left(\mathbb{M}_{N}^{\text {nor }}\right) \geq 2 N^{2}-\left(N^{2}+N\right)=N^{2}-N$. This is $\geq 2$ for $N \geq 2$.

The manifold $\mathbb{G L}_{N}$ is an open dense subset of $\mathbb{M}_{N}$, and the generator $\Delta_{r, s}^{N}$ is easily seen to be a nondegenerate elliptic operator on $C^{\infty}\left(\mathbb{M}_{N}\right)$. Thus, by the main theorem of [23], $\mathbb{M}_{N}^{\text {nor }}$ is a polar set for the diffusion generated by $\frac{1}{2} \Delta_{r, s}^{N}$; i.e. the hitting time of $\mathbb{M}_{N}^{\text {nor }}$ for $\left(B_{r, s}^{N}(t)\right)_{t>0}$ is $+\infty$ almost surely. This concludes the proof.

Remark 4.16. If $D$ is in the open dense subset of $\mathbb{D}_{N}$ with all eigenvalues distinct, then the stabilizer of $D$ in $\mathbb{U}_{N}$ is exactly equal to $\mathbb{T}_{N}$; thus the map $\widetilde{\Phi}$ above is generically a local diffeomorphism. It follows that $\operatorname{dim}_{\mathbb{R}}\left(\mathbb{M}_{N}^{\text {nor }}\right)=N^{2}+N$.

Now we turn to the similar properties of the free Itô process $b_{r, s}$. In many cases the proofs are nearly identical to the above ones, in which case we only highlight the necessary differences.

Proposition 4.17. For all $r, s, t \geq 0$, the free multiplicative $(r, s)$-Brownian motion $b_{r, s}(t)$ is invertible; the inverse $a_{r, s}(t)=b_{r, s}(t)^{-1}$ satisfies the free $S D E$

$$
\begin{equation*}
d a_{r, s}(t)=-d w_{r, s}(t) a_{r, s}(t)-\frac{1}{2}(r-s) a_{r, s}(t) d t . \tag{4.18}
\end{equation*}
$$

Proof. The proof proceeds very similarly to the proof of Proposition 4.13, using (2.23) - 2.26) instead of (2.14) - 2.18, we compute that $d\left(b_{r, s}(t) a_{r, s}(t)\right)=0$, which shows, since $b_{r, s}(0)=a_{r, s}(0)=1$, that $b_{r, s}(t) a_{r, s}(t)=1$.

In this infinite-dimensional setting, we must also verify that $a_{r, s}(t) b_{r, s}(t)=1$. To that end, to simplify notation, let $a_{t}=a_{r, s}(t), b_{t}=b_{r, s}(t)$, and $w_{t}=w_{r, s}(t)$. Then we have

$$
\begin{aligned}
d\left(a_{t} b_{t}\right) & =d a_{t} \cdot b_{t}+a_{t} \cdot d b_{t}+d a_{t} \cdot d b_{t} \\
& =-d w_{t} a_{t} b_{t}-\frac{1}{2}(r-s) a_{t} b_{t} d t+a_{t} b_{t} d w_{t}-\frac{1}{2}(r-s) a_{t} b_{t} d t-d w_{t} a_{t} b_{t} d w_{t} \\
& =\left[a_{t} b_{t}, d w_{t}\right]-(r-s) a_{t} b_{t} d t-d w_{t} a_{t} b_{t} d w_{t} .
\end{aligned}
$$

From Lemma 4.3 ,

$$
d w_{t} a_{t} b_{t} d w_{t}=(s-r) \tau\left(a_{t} b_{t}\right) .
$$

Thus, $a_{t} b_{t}$ satisfies the free SDE

$$
d\left(a_{t} b_{t}\right)=\left[a_{t} b_{t}, d w_{t}\right]+(r-s)\left[a_{t} b_{t}-\tau\left(a_{t} b_{t}\right)\right],
$$

with initial condition $a_{0} b_{0}=1$. Notice that the free $\operatorname{SDE} d \theta_{t}=\left[\theta_{t}, d w_{t}\right]+(r-s)\left[\theta_{t}-\tau\left(\theta_{t}\right)\right]$ holds true for any constant process $\theta_{t}$; thus, with initial condition $\theta_{0}=1$ uniquely determining the solution, we see that $a_{t} b_{t}=1$ as well.

Proposition 4.18. The multiplicative increments of $\left(b_{r, s}(t)\right)_{t \geq 0}$ are freely independent and stationary.
The proof of Proposition 4.18 is virtually identical to the proof of Proposition 4.14, one need only replace the $\sigma$-fields $\mathscr{F}_{t}$ with the von Neumann algebras $\mathscr{A}_{t}=W^{*}\left\{x\left(t^{\prime}\right), y\left(t^{\prime}\right): 0 \leq t^{\prime} \leq t\right\}$.

Proposition 4.19. For $r \geq 0$ and $s>0, b_{r, s}(t)$ is non-normal for all $t>0$.
Proof. Let $b_{t}=b_{r, s}(t)$; we compute that

$$
\left[b_{t}, b_{t}^{*}\right]^{2}=\left(b_{t} b_{t}^{*}\right)^{2}-b_{t}\left(b_{t}^{*}\right)^{2} b_{t}-b_{t}^{*} b_{t}^{2} b_{t}^{*}+\left(b_{t}^{*} b_{t}\right)^{2}
$$

and so

$$
\tau\left(\left[b_{t}, b_{t}^{*}\right]^{2}\right)=2 \tau\left[\left(b_{t} b_{t}^{*}\right)^{2}\right]-2 \tau\left[b_{t}^{2}\left(b_{t}^{*}\right)^{2}\right] .
$$

We now use (1.8), (1.10), and (1.11) to expand this:

$$
\begin{aligned}
\tau\left[\left(b_{t} b_{t}^{*}\right)^{2}\right]-\tau\left[b_{t}^{2}\left(b_{t}^{*}\right)^{2}\right] & =\nu_{2}(-4 s t)-\left(e^{4 s t}+4 s t(1+s t) e^{(3 s-r) t}\right) \\
& =e^{4 s t}(1+4 s t)-\left(e^{4 s t}+4 s t(1+s t) e^{(3 s-r) t}\right) \\
& =4 s t e^{3 s t}\left[e^{s t}-(1+s t) e^{-r t}\right] .
\end{aligned}
$$

Since $r \geq 0, e^{-r t} \leq 1$, and since st $>0, e^{s t}>1+s t$. It follows that $\tau\left(\left[b_{t}, b_{t}^{*}\right]^{2}\right)>0$ for $t>0$, proving that $b_{t}$ is not normal.

## 5 Convergence of the Brownian Motions

This final section is devoted to the proof of Theorem 1.1; that the process $\left(B_{r, s}^{N}(t)\right)_{t \geq 0}$ converges in noncommutative distribution to the process $\left(b_{r, s}(t)\right)_{t \geq 0}$. We first show the convergence of the random matrices $B_{r, s}^{N}(t)$ for each fixed $t \geq 0$; the multi-time statement then follows from asymptotic freeness considerations.

### 5.1 Convergence for a Fixed $t$

We begin by noting the single- $t$ version of Theorem 1.2, which was proved in [16, Proposition 4.13]. For any $r, s>0$ and $t \geq 0$, and any noncommutative polynomials $f, g \in \mathbb{C}\left\langle X, X^{*}\right\rangle$, there is a constant $C_{r, s}(t, f, g)$ such that

$$
\begin{equation*}
\operatorname{Cov}\left[\operatorname{tr}\left(f\left(B_{r, s}^{N}(t), B_{r, s}^{N}(t)^{*}\right)\right), \operatorname{tr}\left(g\left(B_{r, s}^{N}(t), B_{r, s}^{N}(t)^{*}\right)\right)\right] \leq \frac{C_{r, s}(t, f, g)}{N^{2}} \tag{5.1}
\end{equation*}
$$

where $C_{r, s}(t, f, g)$ depends continuously on $t$.
We now proceed to prove the fixed- $t$ case of Theorem 1.1. The idea is to compare the $\operatorname{SDE}$ for $B_{r, s}^{N}(t)$ to the free SDE for $b_{r, s}(t)$, and inductively show that traces of $*-$ moments differ by $O\left(1 / N^{2}\right)$, using 5.1.
Theorem 5.1. Let $r, s, t \geq 0$. Let $n \in \mathbb{N}$ and let $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{1, *\}^{n}$. Then there is a constant $C_{r, s}^{\prime}(t, \varepsilon)$ that depends continuously on $r, s, t$ so that

$$
\begin{equation*}
\left|\mathbb{E} \operatorname{tr}\left(B_{r, s}^{N}(t)^{\varepsilon_{1}} \cdots B_{r, s}^{N}(t)^{\varepsilon_{n}}\right)-\tau\left(b_{r, s}(t)^{\varepsilon_{1}} \cdots b_{r, s}(t)^{\varepsilon_{n}}\right)\right| \leq \frac{C_{r, s}^{\prime}(t, \varepsilon)}{N^{2}} \tag{5.2}
\end{equation*}
$$

Remark 5.2. We remark again that this result was proved, in the special case $r=s$, in [5] (using different techniques). In fact, Cébron's method could well be adapted to give an alternate proof of this result that does not rely explicitly on an inductive analysis of stochastic differential equations, although in some sense the central idea is the same.

Proof. In the case $n=0, \sqrt{5.2}$ holds true vacuously with $C_{r, s}^{\prime}(t, \varnothing)=0$. When $n=1$, as computed in 1.9 . we have $\tau\left(b_{r, s}(t)^{\varepsilon_{1}}\right)=\nu_{1}((r-s) t)$, and so (5.2) follows immediately from [16, Theorem 1.3]. From here, we proceed by induction: assume that 5.2 has been verified up to, but not including, level $n$.

Fix $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{1, *\}^{n}$. Let $A_{r, s}^{N}(t)=e^{\frac{1}{2}(r-s) t} B_{r, s}^{N}(t)$, so that, following precisely the proof of Lemma 4.2 but using (2.17) instead of 2.25), we have

$$
\begin{equation*}
d A_{r, s}^{N}(t)=A_{r, s}^{N}(t) d W_{r, s}^{N}(t) \tag{5.3}
\end{equation*}
$$

For convenience, denote $A=A_{r, s}^{N}(t)$, and denote $A^{\varepsilon}=A^{\varepsilon_{1}} \cdots A^{\varepsilon_{n}}$. Then, using the Itô product rule 2.17, we have

$$
\begin{align*}
d\left(A^{\varepsilon}\right)= & \sum_{j=1}^{n} A^{\varepsilon_{1}} \cdots A^{\varepsilon_{j-1}} \cdot d A^{\varepsilon_{j}} \cdot A^{\varepsilon_{j+1}} \cdots A^{\varepsilon_{n}}  \tag{5.4}\\
& +\sum_{1 \leq j<k \leq n} A^{\varepsilon_{1}} \cdots A^{\varepsilon_{j-1}} \cdot d A^{\varepsilon_{j}} \cdot A^{\varepsilon_{j+1}} \cdots A^{\varepsilon_{k-1}} \cdot d A^{\varepsilon_{k}} \cdot A^{\varepsilon_{k+1}} \cdots A^{\varepsilon_{n}} \tag{5.5}
\end{align*}
$$

From (2.15) and (5.3), the terms in (5.5) become

$$
\begin{aligned}
& A^{\varepsilon_{1}} \cdots A^{\varepsilon_{j-1}} \cdot d A^{\varepsilon_{j}} \cdot A^{\varepsilon_{j+1}} \cdots A^{\varepsilon_{k-1}} \cdot d A^{\varepsilon_{k}} \cdot A^{\varepsilon_{k+1}} \cdots A^{\varepsilon_{n}} \\
= & A^{\varepsilon_{1}} \cdots A^{\varepsilon_{j-1}} A^{\varepsilon_{j}^{\prime}} d W^{\varepsilon_{j}} A^{\varepsilon_{j}^{\prime \prime}} A^{\varepsilon_{j+1}} \cdots A^{\varepsilon_{k-1}} A^{\varepsilon_{k}^{\prime}} d W^{\varepsilon_{k}} A^{\varepsilon_{k}^{\prime \prime}} A^{\varepsilon_{k+1}} \cdots A^{\varepsilon_{n}}
\end{aligned}
$$

where $W=W_{r, s}^{N}(t)$, and $1^{\prime}=1,1^{\prime \prime}=*^{\prime}=0$, and $*^{\prime \prime}=*$. As in Lemma 4.3, 2.14 -2.18 show that, for any adapted process $\Theta$, and any $\varepsilon, \delta \in\{1, *\}$,

$$
\begin{equation*}
d W^{\varepsilon} \Theta d W^{\delta}=(s \pm r) \operatorname{tr}(\Theta) d t \tag{5.6}
\end{equation*}
$$

where the sign is - if $\varepsilon=\delta$ and + if $\varepsilon \neq \delta$. Hence, the terms in (5.5) become

$$
(s \pm r) \operatorname{tr}\left(A^{\varepsilon_{j}^{\prime \prime}} A^{\varepsilon_{j+1}} \cdots A^{\varepsilon_{k-1}} A^{\varepsilon_{k}^{\prime}}\right) A^{\varepsilon_{1}} \cdots A^{\varepsilon_{j-1}} A^{\varepsilon_{j}^{\prime}} A_{k}^{\varepsilon_{k}^{\prime \prime}} A^{\varepsilon_{k+1}} \cdots A^{\varepsilon_{n}}
$$

Now, note that the expected value of all the terms in (5.4) is 0 by (2.13) and (5.3). Therefore, taking $\mathbb{E} \operatorname{tr}$ in (5.4) and (5.5), we have

$$
\frac{d}{d t} \mathbb{E} \operatorname{tr}\left(A^{\varepsilon}\right)=\sum_{1 \leq j<k \leq n}(s \pm r) \mathbb{E}\left[\operatorname{tr}\left(A^{\varepsilon_{j}^{\prime \prime}} A^{\varepsilon_{j+1}} \cdots A^{\varepsilon_{k-1}} A^{\varepsilon_{k}^{\prime}}\right) \operatorname{tr}\left(A^{\varepsilon_{1}} \cdots A^{\varepsilon_{j-1}} A^{\varepsilon_{j}^{\prime}} A^{\varepsilon_{k}^{\prime \prime}} A^{\varepsilon_{k+1}} \cdots A^{\varepsilon_{n}}\right)\right]
$$

It is possible for one of the two trace terms to be trivial, in two special cases.

- If $j=1$ and $k=n$, and if $\varepsilon_{1}=*$ and $\varepsilon_{n}=1$, then the first trace term is equal to $\operatorname{tr}\left(A^{\varepsilon}\right)$, while the second one is just $\operatorname{tr}\left(I_{N}\right)=1$.
- For $1 \leq j<n$, if $k=j+1$, and $\varepsilon_{j}=1$ while $\varepsilon_{k}=*$, then the second trace term is equal to $\operatorname{tr}\left(A^{\varepsilon}\right)$, while the first one is just $\operatorname{tr}\left(I_{N}\right)=1$.

In all other $(\varepsilon, j, k)$ configurations, each trace term involves a non-trivial string of length $<n$. Note that, in both these exceptional cases, the two exponents must be different, and so the factor in front is $s+r$. We separate out these cases as follows:

$$
\begin{aligned}
\frac{d}{d t} \mathbb{E} \operatorname{tr}\left(A^{\varepsilon}\right) & =(s+r) \mathbb{1}_{\left(\varepsilon_{1}, \varepsilon_{n}\right)=(*, 1)} \mathbb{E} \operatorname{tr}\left(A^{\varepsilon}\right)+(s+r) \sum_{j=1}^{n-1} \mathbb{1}_{\left(\varepsilon_{j}, \varepsilon_{j+1}\right)=(1, *)} \mathbb{E} \operatorname{tr}\left(A^{\varepsilon}\right) \\
& +\widetilde{\sum_{1 \leq j<k \leq n}}(s \pm r) \mathbb{E}\left[\operatorname{tr}\left(A^{\varepsilon_{j}^{\prime \prime}} A^{\varepsilon_{j+1}} \cdots A^{\varepsilon_{k-1}} A^{\varepsilon_{k}^{\prime}}\right) \operatorname{tr}\left(A^{\varepsilon_{1}} \cdots A^{\varepsilon_{j-1}} A^{\varepsilon_{j}^{\prime}} A^{\varepsilon_{k}^{\prime \prime}} A^{\varepsilon_{k+1}} \cdots A^{\varepsilon_{n}}\right)\right],
\end{aligned}
$$

where $\widetilde{\sum}$ indicates that the sum excludes the at-most- $n$ terms accounted for in the special cases. Define

$$
\kappa(\varepsilon)=\mathbb{1}_{\left(\varepsilon_{1}, \varepsilon_{n}\right)=(*, 1)}+\sum_{j=1}^{n-1} \mathbb{1}_{\left(\varepsilon_{j}, \varepsilon_{j+1}\right)=(1, *)},
$$

and let

$$
\varepsilon_{j, k}^{1}=\left(\varepsilon_{j}^{\prime \prime}, \ldots, \varepsilon_{k}^{\prime}\right), \quad \varepsilon_{j, k}^{2}=\left(\varepsilon_{1}, \ldots, \varepsilon_{j}^{\prime}, \varepsilon_{k}^{\prime \prime}, \ldots, \varepsilon_{n}\right) .
$$

Thus we have shown that $\mathbb{E} \operatorname{tr}\left(A^{\varepsilon}\right)$ satisfies the ODE

$$
\begin{equation*}
\frac{d}{d t} \mathbb{E} \operatorname{tr}\left(A^{\varepsilon}\right)=\kappa(\varepsilon)(s+r) \mathbb{E} \operatorname{tr}\left(A^{\varepsilon}\right)+\widetilde{\sum_{1 \leq j<k \leq n}}(s \pm r) \mathbb{E}\left[\operatorname{tr}\left(A^{\varepsilon_{j, k}^{1}}\right) \operatorname{tr}\left(A^{\varepsilon_{j, k}^{2}}\right)\right], \tag{5.7}
\end{equation*}
$$

where all the terms in the sum are expectations of products of traces of words in $A$ and $A^{*}$ of length strictly less than $n$. Since $A(0)=I_{N}$, the unique solution of this ODE (in terms of these functions in the sum) is

$$
\begin{equation*}
\mathbb{E} \operatorname{tr}\left(A_{T}^{\varepsilon}\right)=e^{\kappa(\varepsilon)(s+r) T}+\widetilde{\sum_{1 \leq j<k \leq n}}(s \pm r) \int_{0}^{T} e^{\kappa(\varepsilon)(s+r)(T-t)} \mathbb{E}\left[\operatorname{tr}\left(A_{t}^{\varepsilon_{j, k}^{1}}\right) \operatorname{tr}\left(A_{t}^{\varepsilon_{j, k}^{2}}\right)\right] d t \tag{5.8}
\end{equation*}
$$

where we have written $A_{t}=A_{r, s}^{N}(t)$ to emphasize the different times of evaluation. Now returning to $B_{t}=$ $B_{r, s}^{N}(t)=e^{-\frac{1}{2}(r-s) t} A_{t}$, and noting that the total length of the two strings $\varepsilon_{j, k}^{1}$ and $\varepsilon_{j, k}^{2}$ is $n$, the same as the length of $\varepsilon$, this gives

$$
\begin{align*}
\mathbb{E} \operatorname{tr}\left(B_{T}^{\varepsilon}\right) & =e^{\left[\kappa(\varepsilon)(s+r)-\frac{n}{2}(r-s)\right] T} \\
& +{\widetilde{\sum_{1 \leq j<k \leq n}}(s \pm r) \int_{0}^{T} e^{\left[\kappa(\varepsilon)(s+r)-\frac{n}{2}(r-s)\right](T-t)} e^{\frac{n}{2}(r-s) t} \mathbb{E}\left[\operatorname{tr}\left(B_{t}^{\varepsilon_{j, k}^{1}}\right) \operatorname{tr}\left(B_{t}^{\varepsilon_{j, k}^{2}}\right)\right] d t} . \tag{5.9}
\end{align*}
$$

Now, repeating this derivation line-by-line, we find that, setting $b_{t}=b_{r, s}(t)$,

$$
\begin{align*}
\tau\left(b_{T}^{\varepsilon}\right) & =e^{\left[\kappa(\varepsilon)(s+r)-\frac{n}{2}(r-s)\right] T} \\
& +\varlimsup_{1 \leq j<k \leq n}(s \pm r) \int_{0}^{T} e^{\left[\kappa(\varepsilon)(s+r)-\frac{n}{2}(r-s)\right](T-t)} e^{\frac{n}{2}(r-s) t} \tau\left(b_{t}^{\varepsilon_{j, k}^{1}}\right) \tau\left(b_{t}^{\varepsilon_{j, k}^{2}}\right) d t \tag{5.10}
\end{align*}
$$

The principal difference is that, when applying the free Ito product rule (2.25), the trace $\tau$ factors through completely, while in the matrix Itô product rule 2.17 , only the trace tr factors through, while the expectation $\mathbb{E}$ does not. Thus, the desired quantity (on the left-hand-side of 55.2 ) at time $T$ is equal to

$$
\begin{equation*}
\sum_{1 \leq j<k \leq n}(s \pm r) \int_{0}^{T} e^{\left[\kappa(\varepsilon)(s+r)-\frac{n}{2}(r-s)\right](T-t)} e^{\frac{n}{2}(r-s) t}\left(\mathbb{E}\left[\operatorname{tr}\left(B_{t}^{\varepsilon_{j, k}^{1}}\right) \operatorname{tr}\left(B_{t}^{\varepsilon_{j, k}^{2}}\right)\right]-\tau\left(b_{t}^{\varepsilon_{j, k}^{1}}\right) \tau\left(b_{t}^{\varepsilon_{j, k}^{2}}\right)\right) d t \tag{5.11}
\end{equation*}
$$

Again to simplify notation, fix $j, k$ in the sum and let $B_{\ell}=B_{t}^{\varepsilon_{j, k}^{\ell}}$ and $b_{\ell}=b_{t}^{\varepsilon_{j, k}^{\ell}}$ for $\ell=1,2$. Then we expand the difference as

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{tr}\left(B_{1}\right) \operatorname{tr}\left(B_{2}\right)\right]-\tau\left(b_{1}\right) \tau\left(b_{2}\right)=\operatorname{Cov}\left[\operatorname{tr}\left(B_{1}\right), \operatorname{tr}\left(B_{2}\right)\right]+\mathbb{E} \operatorname{tr}\left(B_{1}\right) \mathbb{E} \operatorname{tr}\left(B_{2}\right)-\tau\left(b_{1}\right) \tau\left(b_{2}\right) \tag{5.12}
\end{equation*}
$$

and the last two terms may be written (by adding and subtracting $\tau\left(b_{1}\right) \mathbb{E} \operatorname{tr}\left(B_{2}\right)$ ) as

$$
\begin{equation*}
\mathbb{E} \operatorname{tr}\left(B_{1}\right) \mathbb{E} \operatorname{tr}\left(B_{2}\right)-\tau\left(b_{1}\right) \tau\left(b_{2}\right)=\mathbb{E} \operatorname{tr}\left(B_{2}\right) \cdot\left[\mathbb{E} \operatorname{tr}\left(B_{1}\right)-\tau\left(b_{1}\right)\right]+\tau\left(b_{1}\right) \cdot\left[\mathbb{E} \operatorname{tr}\left(B_{2}\right)-\tau\left(b_{2}\right)\right] \tag{5.13}
\end{equation*}
$$

We now appeal to the inductive hypothesis. By construction, all the terms in the sum $\widetilde{\sum}$ have both strings $\varepsilon_{j, k}^{1}$ and $\varepsilon_{j, k}^{2}$ of length strictly $<n$. As such, the inductive hypothesis yields that $\left|\mathbb{E} \operatorname{tr}\left(B_{\ell}\right)-\tau\left(b_{\ell}\right)\right| \leq C_{\ell}(t) / N^{2}$ for constants $C_{\ell}(t)$ that depend continuously on $t$ (and all of the hidden parameters $r, s, \varepsilon$ ). It follows, in particular, that the constants $\mathbb{E} \operatorname{tr}\left(B_{2}\right)$ are uniformly bounded in $N$ and $t \in[0, T]$. Thus, the terms in 5.13 are bounded by $C(t) / N^{2}$ for some constant $C(t)$ that is uniformly bounded in $t \in[0, T]$. By 5.1 , the covariance term in 5.12 , is also bounded by $C^{\prime}(t) / N^{2}$ for such a constant $C^{\prime}(t)$. Integrating $C(t)+C^{\prime}(t)$ times the relevant exponentials, summed over $j, k$, in 5.11 now shows that the whole expression is $\leq C^{\prime \prime}(T) / N^{2}$ for some constant $C^{\prime \prime}(T)$ that depends continuously on $T$. This concludes the proof.

Remark 5.3. In [16, Theorem 1.6], the author showed that there exists a linear functional $\varphi_{r, s}^{t}: \mathbb{C}\left\langle X, X^{*}\right\rangle \rightarrow \mathbb{C}$ so that 5.2 holds with $\varphi_{r, s}^{t}\left(X^{\varepsilon_{1}} \cdots X^{\varepsilon_{n}}\right)$ in place of $\tau\left(b_{r, s}(t)^{\varepsilon_{1}} \cdots b_{r, s}(t)^{\varepsilon_{n}}\right)$; the upshot of the present theorem is to identify this linear functional as the noncommutative distribution of $b_{r, s}(t)$. In particular, it lives in a faithful, normal, tracial $W^{*}$-probability space, which could not be easily proved using the techniques in [16].

### 5.2 Asymptotic Freeness and Convergence of the Process

In this final section, we use the freeness of the increments of $b_{r, s}(t)$ and the asymptotic freeness of the increments of $B_{r, s}^{N}(t)$, together with Theorem 5.1, to prove Theorem 1.1 . We begin with some preliminary lemmas.

Lemma 5.4. Let $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{1, *\}$, and let $f \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}\right\rangle$ be a noncommutative polynomial. Given any permutation $\sigma \in \Sigma_{n}$, there is a noncommutative polynomial $g \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle$ with the following property. If $b_{1}, \ldots, b_{n}$ are invertible random variables in a noncommutative probability space, and $a_{1}=b_{1}, a_{2}=b_{1}^{-1} b_{2}, \ldots, a_{n}=b_{n-1}^{-1} b_{n}$ are the corresponding multiplicative increments, then

$$
f\left(b_{\sigma(1)}^{\varepsilon_{1}}, \ldots, b_{\sigma(n)}^{\varepsilon_{n}}\right)=g\left(a_{1}, \ldots, a_{n}, a_{1}^{*}, \ldots, a_{n}^{*}\right)
$$

Proof. For $1 \leq j \leq n$, write

$$
\begin{equation*}
b_{j}=b_{1}\left(b_{1}^{-1} b_{2}\right) \cdots\left(b_{j-1}^{-1} b_{j}\right)=a_{1} a_{2} \cdots a_{j} . \tag{5.14}
\end{equation*}
$$

Let $f_{\sigma}\left(X_{1}, \ldots, X_{n}\right)=f\left(X_{\sigma(1)}, \ldots, X_{\sigma(n)}\right)$; then

$$
f\left(b_{\sigma(1)}^{\varepsilon_{1}}, \cdots, b_{\sigma(n)}^{\varepsilon_{n}}\right)=f_{\sigma}\left(b_{1}^{\varepsilon_{\sigma-1}(1)}, \ldots, b_{n}^{\varepsilon_{\sigma}-1(n)}\right)
$$

In each variable, expand the term $b_{j}^{\varepsilon_{\sigma-1}(j)}$ using 5.14 (to the $\varepsilon_{\sigma^{-1}(j)}$ power); this yields the polynomial $g$.
The next lemma uses the language of Section 3.2 to give a more precise formulation of how free independence reduces the calculation of joint moments to separate moments.

Lemma 5.5. Given any $n \in \mathbb{N}$ and any noncommutative polynomial $g \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle$, there is an integer $m \in \mathbb{N}$ and a collection $\left\{P^{j, k}: 1 \leq j \leq n, 1 \leq k \leq m\right\}$ of elements of $\mathscr{P}$ with the property that, if $(\mathscr{A}, \tau)$ is a noncommutative probability space, and $a_{1}, \ldots, a_{n} \in \mathscr{A}$ are freely independent, then

$$
\begin{equation*}
\tau\left(g\left(a_{1}, \ldots, a_{n}, a_{1}^{*}, \ldots, a_{n}^{*}\right)\right)=\sum_{k=1}^{m} P_{\tau}^{1, k}\left(a_{1}\right) \cdots P_{\tau}^{n, k}\left(a_{n}\right) . \tag{5.15}
\end{equation*}
$$

Here $\mathscr{P}$ denotes the polynomial space $\mathscr{P}(J)$ with the index set $J$ a singleton. The proof of Lemma 5.5 is contained in the proof of [21, Lemma 5.13]. The idea is to center the variables and proceed inductively. The exact machinery of how $P^{j, k}$ are computed from $g$ is the business of the rich theory of free cumulants, which is the primary topic of [21].

Now, suppose $A_{1}^{N}, \ldots, A_{n}^{N}$ are $N \times N$ random matrices that are asymptotically free; cf. Definition 2.7. This means precisely that $\left(A_{1}^{N}, \ldots, A_{n}^{N}\right) \rightarrow\left(a_{1}, \ldots, a_{n}\right)$ in noncommutative distribution, for some freely independent collection $a_{1}, \ldots, a_{n}$ in a noncommutative probability space $(\mathscr{A}, \tau)$. In other words, for any noncommutative polynomial $g \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle$,

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(g\left(A_{1}^{N}, \ldots, A_{n}^{N},\left(A_{1}^{N}\right)^{*}, \ldots,\left(A_{n}^{N}\right)^{*}\right)\right) & =\tau\left(g\left(a_{1}, \ldots, a_{n}, a_{1}^{*}, \ldots, a_{n}^{*}\right)\right) \\
& =\sum_{k=1}^{m} P_{\tau}^{1, k}\left(a_{1}\right) \cdots P_{\tau}^{n, k}\left(a_{n}\right)
\end{aligned}
$$

where the second equality is Lemma5.5. Note that $P_{\tau}^{j, k}(a)$ is a polynomial in the trace moments of $a, a^{*}$, and by assumption of convergence of the joint distribution, we also therefore have $\left(P_{\mathbb{E t r}}^{j, k}\left(A_{j}^{N}\right)\right) \rightarrow P_{\tau}^{j, k}\left(a_{j}\right)$ as $N \rightarrow \infty$. Hence, we can alternatively state asymptotic freeness as

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(g\left(A_{1}^{N}, \ldots, A_{n}^{N},\left(A_{1}^{N}\right)^{*}, \ldots,\left(A_{n}^{N}\right)^{*}\right)\right)=\lim _{N \rightarrow \infty} \sum_{k=1}^{m} P_{\mathbb{E t r}}^{1, k}\left(A_{1}^{N}\right) \cdots P_{\mathbb{E t r}}^{n, k}\left(A_{n}^{N}\right) \tag{5.16}
\end{equation*}
$$

We now stand ready to prove Theorem 1.1 .
Proof of Theorem 1.1 For convenience, denote $B_{r, s}^{N}(t)=B_{t}$ and $b_{r, s}(t)=b_{t}$. Fix $t_{1}, \ldots, t_{n} \geq 0$ and $\varepsilon_{1}, \ldots, \varepsilon_{n} \in$ $\{1, *\}$. Fix a permutation $\sigma \in \Sigma_{n}$ such that $t_{\sigma(1)} \leq \cdots \leq t_{\sigma(n)}$ and let $t_{j}^{\prime}=t_{\sigma(j)}$. Let

$$
A_{1}=B_{t_{1}^{\prime}}, A_{2}=B_{t_{1}^{\prime}}^{-1} B_{t_{2}}, \ldots, A_{n}=B_{t_{n-1}^{\prime}}^{-1} B_{t_{n}}
$$

be the increments for the partition $t_{1}^{\prime} \leq \cdots \leq t_{n}^{\prime}$. Using Lemma 5.4 , we can write

$$
\begin{equation*}
\mathbb{E} \operatorname{tr}\left(B_{t_{1}}^{\varepsilon_{1}} \cdots B_{t_{n}}^{\varepsilon_{n}}\right)=\mathbb{E} \operatorname{tr}\left(g\left(A_{1}, \ldots, A_{n}, A_{1}^{*}, \ldots, A_{n}^{*}\right)\right) \tag{5.17}
\end{equation*}
$$

where $g \in \mathbb{C}\left\langle X_{1}, \ldots, X_{n}, X_{1}^{*}, \ldots, X_{n}^{*}\right\rangle$ is determined by $\sigma$ and $\varepsilon_{1}, \ldots, \varepsilon_{n}$.
By Proposition 4.14, the increments $A_{j}$ are independent; moreover, their stationarity means that $A_{j}$ has the same distribution as $B_{\Delta t_{j}^{\prime}}$ where $\Delta t_{1}^{\prime}=t_{1}^{\prime}$ and $\Delta t_{j}^{\prime}=t_{j}^{\prime}-t_{j-1}^{\prime}$ for $1<j \leq n$. Thus, by Corollary 3.19, $A_{1}, \ldots, A_{n}$ are asymptotically free. In addition, the equality of distributions means that all $*$-moments of $A_{j}$ are equal to the same $*$-moments of $B_{\Delta t_{j}^{\prime}}$. Thus, combining (5.16) and (5.17), we have

$$
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(B_{t_{1}}^{\varepsilon_{1}} \cdots B_{t_{n}}^{\varepsilon_{n}}\right)=\lim _{N \rightarrow \infty} \sum_{k=1}^{m} P_{\mathbb{E} t r}^{1, k}\left(B_{\Delta t_{1}^{\prime}}\right) \cdots P_{\mathbb{E t r}}^{n, k}\left(B_{\Delta t_{n}^{\prime}}\right) .
$$

From Theorem5.1, we therefore have

$$
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(B_{t_{1}}^{\varepsilon_{1}} \cdots B_{t_{n}}^{\varepsilon_{n}}\right)=\sum_{k=1}^{m} P_{\tau}^{1, k}\left(b_{\Delta t_{1}^{\prime}}\right) \cdots P_{\tau}^{n, k}\left(b_{\Delta t_{n}^{\prime}}\right) .
$$

Now, by Proposition 4.18 , the increments $b_{\Delta t_{j}^{\prime}}$ are freely independent and stationary; so letting

$$
a_{1}=b_{t_{1}^{\prime}}, a_{2}=b_{t_{1}^{\prime}}^{-1} b_{t_{2}^{\prime}}^{\prime}, \ldots, a_{n}=b_{t_{n-1}^{\prime}}^{-1} b_{t_{n}^{\prime}}
$$

we see that $\left\{b_{\Delta t_{1}^{\prime}}, \ldots, b_{\Delta t_{n}^{\prime}}\right\}$ have the same joint distribution as $\left\{a_{1}, \ldots, a_{n}\right\}$. Thus

$$
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(B_{t_{1}}^{\varepsilon_{1}} \cdots B_{t_{n}}^{\varepsilon_{n}}\right)=\sum_{k=1}^{m} P_{\tau}^{1, k}\left(b_{\Delta t_{1}^{\prime}}\right) \cdots P_{\tau}^{n, k}\left(b_{\Delta t_{n}^{\prime}}\right)=\sum_{k=1}^{m} P_{\tau}^{1, k}\left(a_{1}\right) \cdots P_{\tau}^{n, k}\left(a_{n}\right)
$$

and by the definition 5.15 of $P^{j, k}$, this yields

$$
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(B_{t_{1}}^{\varepsilon_{1}} \cdots B_{t_{n}}^{\varepsilon_{n}}\right)=\tau\left(g\left(a_{1}, \ldots, a_{n}, a_{1}^{*}, \ldots, a_{n}^{*}\right)\right)
$$

Finally, by the definition (5.17) of $g$, we conclude that

$$
\lim _{N \rightarrow \infty} \mathbb{E} \operatorname{tr}\left(B_{t_{1}}^{\varepsilon_{1}} \cdots B_{t_{n}}^{\varepsilon_{n}}\right)=\tau\left(b_{t_{1}}^{\varepsilon_{1}} \cdots b_{t_{n}}^{\varepsilon_{n}}\right),
$$

concluding the proof.
We conclude by giving an extension of Theorem 1.1 ; it follows essentially immediately that any collection of independent $(r, s)$-Brownian motions converges in finite-dimensional distributions to a collection of freely independent free multiplicative $(r, s)$-Brownian motions. Moreover, not only do moments converge, but all trace polynomials converge (at rate $\frac{1}{N^{2}}$ ).
Corollary 5.6. Fix a time index set $J$ and an integer $m$. Let $\left\{\left(B_{r, s}^{N, k}(t)\right)_{t \geq 0}\right\}_{1 \leq k \leq m}$ be a finite family of independent $(r, s)$-Brownian motions on $\mathbb{G L}_{N}$, and let $\left\{\left(b_{r, s}^{k}(t)\right)_{t \geq 0}\right\}_{1 \leq k \leq m}$ be a finite family of freely independent free multiplicative $(r, s)$-Brownian motions in noncommutative probability space $(\mathscr{A}, \tau)$. Fix a collection of times $\mathbf{T}=\left(t_{j}\right)_{j \in K}$, and set $B_{r, s}^{N, k}(\mathbf{T})=\left\{B_{s, t}^{N, k}\left(t_{j}\right)\right\}_{j \in J}$ and $b_{r, s}^{k}(\mathbf{T})=\left\{b_{r, s}^{k}\left(t_{j}\right)\right\}_{j \in J}$ Then for any trace polynomial $P \in \mathscr{P}\left(J^{m}\right)$,

$$
P_{N}\left(B_{r, s}^{N, 1}(\mathbf{T}), \ldots, B_{r, s}^{N, m}(\mathbf{T})\right)=P_{\tau}\left(b_{r, s}^{1}(\mathbf{T}), \ldots, b_{r, s}^{m}(\mathbf{T})\right)+O\left(\frac{1}{N^{2}}\right)
$$

The proof is a straightforward extension of the above techniques. A remark about the precise $O\left(1 / N^{2}\right)$ statement: in Theorem 5.1, we prove the special case of Theorem 1.1 (and Corollary 5.6) when $t_{1}=\cdots=t_{n}=t$. In this case, we have the quantitative bound that the difference between the moments in (1.1) is $O\left(\frac{1}{N^{2}}\right)$. That this extends to the general case can be seen easily by tracking through the proof of Theorem 1.1 (beginning on page 29) and using the fact that all moments of the Brownian motion are bounded uniformly in $N$.
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